FINITE-DIMENSIONAL LEFT IDEALS
IN THE DUALS OF INTROVERTED SPACES

M. FILALI AND M. SANGANI MONFARED

(A Communicated by Mei-Chi Shaw)

ABSTRACT. We use representations of a Banach algebra \(A\) to completely characterize all finite-dimensional left ideals in the dual of introverted subspaces of \(A^*\) and in particular in the double dual \(A^{**}\). We give sufficient conditions under which such ideals always exist and are direct sums of one-dimensional left ideals.

1. INTRODUCTION

Given a Banach algebra \(A\), the dual space \(A^*\) can be viewed as a Banach \(A\)-bimodule with the canonical operations
\[
\langle \lambda \cdot a, b \rangle = \langle \lambda, ab \rangle, \quad \langle a \cdot \lambda, b \rangle = \langle \lambda, ba \rangle,
\]
where \(\lambda \in A^*\) and \(a, b \in A\). Let \(X\) be a norm closed \(A\)-submodule of \(A^*\). Then given \(\Psi \in X^*, \lambda \in X\), we may define \(\Psi \cdot \lambda \in A^*\) by \(\langle \Psi \cdot \lambda, a \rangle = \langle \Psi, \lambda \cdot a \rangle\). If \(\Psi \cdot \lambda \in X\) for all choices of \(\Psi \in X^*\) and \(\lambda \in X\), then \(X\) is called a (left) introverted subspace of \(A^*\). The dual of an introverted subspace can be turned into a Banach algebra if for all \(\Phi, \Psi \in X^*\) we define \(\Phi □ \Psi \in X^*\) by \(\langle \Phi □ \Psi, \lambda \rangle = \langle \Phi, \Psi \cdot \lambda \rangle\). In particular, by taking \(X = A^*\), we obtain the first (or left) Arens product on \(A^{**}\), defined by Arens [1]. The space \(X^*\) can be identified with the quotient algebra \(A^{**} / X^o\), where \(X^o = \{ \Phi \in A^{**} : \Phi|_X = 0 \}\). If \(X\) is faithful (that is, \(a = 0\) whenever \(\lambda(a) = 0\) for all \(\lambda \in X\)), then the natural map of \(A\) into \(X^*\) is an embedding, and we will regard \(A\) as a subalgebra of \((X^*, □)\). The space \(X^*\) has a canonical \(A\)-bimodule structure defined by \(\langle a \cdot \Phi, \lambda \rangle = \langle \Phi, \lambda \cdot a \rangle, \langle \Phi \cdot a, \lambda \rangle = \langle \Phi, a \cdot \lambda \rangle (\Phi \in X^*, \lambda \in X, a \in A)\). One can then verify that \(a \cdot \Phi = a □ \Phi, \Phi \cdot a = \Phi □ \Phi a\) for each \(a \in A\) and \(\Phi \in X^*\). We assume \(X^*\) is equipped with the \(w^*\)-topology \(\sigma(X^*, X)\). In this topology, for each \(\Phi \in X^*\), the map \(\Psi \mapsto \Phi □ \Psi, X^* \to X^*\), is \(w^*\)-continuous.

In addition to \(A^*\), other examples of introverted subspaces of \(A^*\) include the space of left uniformly continuous functionals on \(A\) defined by \(LUC(A) = \overline{\text{in}}(A^* \cdot A)\) (the closure is in norm topology) and the space of [weakly] almost periodic functionals on \(A\), \([\text{WAP}(A)] A^*\), defined as the set of all \(\lambda \in A^*\) such that the linear map \(A \to A^*, a \mapsto a \cdot \lambda\), is [weakly] compact. If \(G\) is a locally compact group, then \(LUC(L^1(G))\) coincides with \(LUC(G)\), the space of left uniformly continuous
functions on $G$ (cf. Lau [30]). For more information and additional examples one may consult [8, 9, 10, 20, 27].

It should be noted that even if $A$ is commutative, $X^*$ may not be commutative in general. The most notable cases of $X^*$ not being commutative are $L^\infty(G)^*$ for $G$ infinite, $LUC(G)^*$ for $G$ non-compact, and $VN(G)^*$ and $UC_2(G)^*$ for $G$ non-discrete (cf. for example [15, 18, 29, 31, 32, 33, 35]; these spaces are defined below). Ideals in $X^*$ (or in $A^{**}$) have been previously studied by several authors, see for example Lau [28] for $A^{**}$, Ghahramani and Lau [19] for $L^1(G,w)^{**}$ and $A_p(G)^{**}$, Baker–Filali [3, 4], Filali [13], Filali–Pym [16], and Filali–Salmi [17] for (among other things) $X^*$, $L^1(G)^{**}$, and $LUC(G)^*$, where $X$ is an introverted subspace of $C(G)$, Derighetti et al. [10] for duals of introverted subspaces of pseudo measures $PM_p(G)$, and the most recent work by the present authors and Neufang [14] on $A(G)^{**}$ and $UC_2(G)^*$.

Let $G$ be a locally compact group, $1 < p < \infty$, and $\mathcal{L}(L^p(G))$ be the space of continuous linear operators on $L^p(G)$. Let $\lambda_p : M(G) \to \mathcal{L}(L^p(G))$ and $\lambda_p : M(G) \to \mathcal{L}(L^p(G))$, be the left regular representation of $M(G)$ on $L^p(G)$. The space $PM_p(G)$ is the weak$^*$-closure of $\lambda_p(M(G))$ in $\mathcal{L}(L^p(G))$. This space is the dual of the Herz–Figa-Talamanca algebra $A_p(G)$, consisting of all functions $u \in C_0(G)$, such that $u = \sum_{i=1}^{\infty} g_i * f_i$, where $f_i \in L^p(G), g_i \in L^q(G)$, $1/p + 1/q = 1$, and $\sum_{i=1}^{\infty} ||f_i||_p ||g_i||_q < \infty$ (Herz [21]). When $p = 2$, $A_2(G)$ and $PM_2(G)$ coincide, respectively, with the Fourier algebra $A(G)$ and the group von Neumann algebra $VN(G)$ studied by Eymard in [12]. In the following, for simplicity of notation, we denote $UC(A_p(G))$ by $UC_p(G)$; when $p = 2$, this space is also denoted by $UC(G)$ in the literature.

Recently in [14] the present authors and M. Neufang proved the following theorem regarding left and right ideals in $A(G)^{**}$ and in $UC_2(G)^*$.

**Theorem 1.1.** Let $G$ be a compact non-metrizable topological group and let $b(G)$ be the least cardinality of an open base at the identity. Suppose $b(G)$ has uncountable cofinality. Then:

(i) Every non-trivial right ideal in $A(G)^{**}$ [$UC_2(G)^*$] has dimension at least $2^{b(G)}$.

(ii) There are at least $2^{b(G)}$ closed left ideals of dimension at least $2^{b(G)}$ in $A(G)^{**}$ [$UC_2(G)^*$].

This result is proved in [14] Theorems 4.3, 4.4]. The theorem shows that in general for a Banach algebra $A$, there may be no non-trivial, finite-dimensional right ideals in $A^{**}$. In Filali–Pym [16] and Filali–Salmi [17] the authors showed a similar phenomenon for $L^1(G)^{**}$ and $LUC(G)^*$ for any non-compact locally compact group $G$. In this paper we will show that the situation is different with regard to finite-dimensional left ideals in $A^{**}$, or more generally in $X^*$, if $X$ is a faithful introverted subspace of $A^*$. In fact, using representations of $A$ we obtain complete characterization of finite-dimensional left ideals in $X^*$ (Theorems 2.7 and 2.8). We use our characterization to show that for commutative character amenable Banach algebras, if $X$ is a faithful introverted subspace of $A^*$, then every finite-dimensional left ideal in $X^*$ is a direct sum of 1-dimensional left ideals generated by $\phi$-invariant elements, where $\phi : A \to C$ is a character (Theorem 2.11).

In [13] the first-named author proved that finite-dimensional left ideals exist in $L^1(G)$ and $M(G)$ if and only if $G$ is compact. In the last section of this paper...
we obtain a dual version of this result in the context of commutative, regular, semisimple Banach algebras (which include many of the algebras of interest in harmonic analysis such as $C^0(G)$, $LUC(G)$, $A_p(G)$, Fourier–Stieltjes algebra $B(G)$, etc.). For a general study of ideals in regular, commutative semisimple Banach algebras from the point of view of spectral synthesis, we refer to Section 39 of Hewitt and Ross [22].

We denote the set of all non-zero characters (that is, non-zero multiplicative linear functionals) on $A$ by $\sigma(A)$. Given $\phi \in \sigma(A) \cup \{0\}$, let us denote by $M_\phi^A$ the set of all Banach $A$-bimodules $E$ such that the right module action of $A$ on $E$ is defined by $x \cdot a = \phi(a)x$ ($a \in A, x \in E$). We call $A$ (left) $\phi$-amenable if every continuous derivation $d: A \rightarrow E^*$ is an inner derivation, for all $E \in M_\phi^A$ (Kaniuth–Lau–Pym [26]). If the above condition holds for all choices of $\phi \in \sigma(A) \cup \{0\}$, then $A$ is called (left) character amenable (Monfared [37]). Examples of character amenable Banach algebras include $A_p(G)$ and $L^1(G)$ when $G$ is an amenable locally compact group. We also recall that if $\phi \in \sigma(A) \cup \{0\}$, then an element $\Phi \in A^{**}$ is called (left) $\phi$-invariant if $\Phi \cdot a = \phi(a)\Phi$ ($a \in A$) (a similar definition applies if $\Phi \in X^*$).

It is known that if $A$ is character amenable, then for every $\phi \in \sigma(A)$, $A^{**}$ has a $\phi$-invariant element $\Phi$ such that $\Phi(\phi) \neq 0$ (see [37]). For more information on character amenability we refer to [24] [26] [37].

2. IDEALS IN DUALS OF INTROVERTED SPACES

Throughout this section $A$ denotes a Banach algebra and $X$ a faithful, introverted subspace of $A^*$. Let $H$ be a Hilbert space and $\mathcal{L}(H)$ be the space of continuous linear operators on $H$. Unless otherwise stated, we assume $\mathcal{L}(H)$ is equipped with the weak operator topology. This topology coincides with the norm topology if $H$ is finite-dimensional.

Let $\pi: A \rightarrow \mathcal{L}(H)$ be a continuous representation of $A$. For each $\xi, \eta \in H$, the function $\pi_{\xi, \eta} \in A^*$ defined by $\langle \pi_{\xi, \eta}, a \rangle = (\pi(a)\xi | \eta)$ is called the coordinate function of $\pi$ with respect to $\xi, \eta$.

**Definition 2.1.** A continuous representation $\pi: A \rightarrow \mathcal{L}(H)$ is called *subordinate* to $X$ if $\pi_{\xi, \eta} \in X$ for all $\xi, \eta \in H$.

If $\pi$ is subordinate to $X$, then the map

$$\pi^*: X^* \rightarrow \mathcal{L}(H), \quad (\pi^*(\Phi))\xi | \eta = (\Phi, \pi_{\xi, \eta}),$$

where $\Phi \in X^*$, and $\xi, \eta \in H$ is well defined and is a $w^*$-continuous representation of $X^*$ on $H$. Note that if $\pi: A \rightarrow M_n(C)$ is finite-dimensional, $\{e_1, \ldots, e_n\}$ is the standard basis of $C^n$, and $\pi_{ij} = \pi_{e_i, e_j}$, then

$$\pi^*(\Phi) = \begin{pmatrix}
\Phi(\pi_{11}) & \cdots & \Phi(\pi_{1n}) \\
\vdots & \ddots & \vdots \\
\Phi(\pi_{n1}) & \cdots & \Phi(\pi_{nn})
\end{pmatrix} \quad (\Phi \in X^*).$$

The following result shows that there is bijective correspondence between representations of $A$ subordinate to $X$ and those of $X^*$. The proof is straightforward and omitted.

**Lemma 2.2.** Let $A$ be a Banach algebra and $X$ a faithful, introverted subspace of $A^*$. The map $\pi \rightarrow \pi^*$ is a bijection between the set of all (equivalence classes of) continuous representations of $A$ on $H$ subordinate to $X$ and the set of all (equivalent
classes of) \( w^* \)-continuous representations of \( X^* \) on \( H \). Moreover, \( \pi \) is irreducible if and only if \( \bar{\pi} \) is irreducible.

Clearly all continuous representations of \( A \) are subordinate to \( A^* \). It is known that the coordinate functions of uniformly bounded weakly continuous representations of (semi)topological semigroups are weakly almost periodic (cf. [3, Example 4.2.2(c)]). In addition, coordinate functions of finite-dimensional \(*\)-representations of \( L^1(G) \) are almost periodic functions (Dixmier [11, Théorème 16.2.1], Baker–Filali [3, Lemma 1]). In the next lemma, we obtain the analogous results for representations of Banach algebras. We point out that the result for topological semigroups cited above does not apply to representations of Banach algebras since these representations are not uniformly bounded.

**Lemma 2.3.** Let \( A \) be a Banach algebra.

(i) Every continuous representation \( \pi : A \to \mathcal{L}(H) \) with respect to the norm topology of \( \mathcal{L}(H) \) is subordinate to \( WAP(A) \).

(ii) Every continuous representation \( \pi : A \to M_n(\mathbb{C}) \) is subordinate to \( AP(A) \).

**Proof.** (i) A proof of this fact can be found in Young [35, p. 102]. We give a slightly different proof for completeness. For \( \xi, \eta \in H \), we need to show that the linear operator \( A \to A^*: a \mapsto a \cdot \pi_{\xi, \eta} = \pi_{\pi(a)\xi, \eta} \) is weakly compact. Let \( M > 0 \) be such that \( \|\pi(a)\| \leq M \) if \( \|a\| \leq 1 \). Thus if \( (a_n) \) is a sequence in the closed unit ball of \( A \), then by the compactness of closed bounded sets in the weak operator topology of \( \mathcal{L}(H) \), it follows that there exists a subsequence \( (a_{n_i}) \) and an operator \( T \in \mathcal{L}(H) \) such that \( \pi(a_{n_i}) \to T \) in the weak operator topology. To complete the proof, it remains to show that \( a_{n_i} \cdot \pi_{\xi, \eta} \to \pi_{T\xi, \eta} \) in the weak topology of \( \sigma(A^*, A^{**}) \). Indeed, if \( \Phi \in A^{**} \), then we have

\[
\lim_i \langle \Phi, \pi_{\pi(a_{n_i})\xi, \eta} \rangle = \lim_i \langle \bar{\pi}(\Phi)(\pi(a_{n_i})\xi)\eta \rangle = \lim_i \langle \pi(a_{n_i})\xi, \bar{\pi}(\Phi)^*\eta \rangle = \langle T\xi, \bar{\pi}(\Phi)^*\eta \rangle = \langle \bar{\pi}(\Phi)(T\xi)\eta \rangle = \langle \Phi, \pi_{T\xi, \eta} \rangle.
\]

Since \( \Phi \in A^{**} \) was arbitrary, statement (i) follows.

Statement (ii) can be proved similarly using the fact that closed bounded sets in \( M_n(\mathbb{C}) \) are compact in the norm topology.

We remark that by a result of Johnson [26] (see also [6, Theorem III.25.7]) the continuity of \( \pi \) in Lemma 2.3 is automatically satisfied for all irreducible representations of \( A \).

In the following we write \( (X^*)^n \) to denote the Cartesian product \( X^* \times \cdots \times X^* \) equipped with the usual coordinatewise operations. We view elements in \( (X^*)^n \) as column vectors. We denote the transpose of a matrix \( M \) by \( ^t M \). The products \( \cdot \) and \( \Box \) are defined in the introduction.

**Lemma 2.4.** Let \( A \) be a Banach algebra and \( X \) a faithful, introverted subspace of \( A^* \). Let \( \pi : A \to M_n(\mathbb{C}) \) be a representation of \( A \) subordinate to \( X \). Then for every \( \Psi \in (X^*)^n \) the following are equivalent:
(i) $a \cdot \Psi = t^\pi(a) \Psi$, for all $a \in A$.
(ii) $\Phi \square \Psi = t^\pi(\Phi) \Psi$, for all $\Phi \in X^*$.

Proof. We will show that (i) implies (ii) (the converse statement is clear). Note that $(X^*)^n$ is equipped with the product of $w^*$-topologies. Let $\Phi \in X^*$ and $(a_\alpha)$ be a net in $A$ such that $a_\alpha \to \Phi$ in the $w^*$-topology. By writing $\Psi = \{\Psi_1, \ldots, \Psi_n\}$, and using the $w^*$-continuity of the map $\Phi \to \Phi \square \Psi$, we have

$$\Phi \square \Psi = \{t^\pi(\Phi \square \Psi_1), \ldots, t^\pi(\Phi \square \Psi_n)\} = \{w^*- \lim_\alpha a_\alpha \cdot t^\pi(\Psi_1), \ldots, w^*- \lim_\alpha a_\alpha \cdot \Psi_n\}.$$ 

Hence by (i),

$$\Phi \square \Psi = w^*- \lim_\alpha t^\pi(a_\alpha) \Psi = t^\pi(\Phi) \Psi. \quad \square$$

Definition 2.5. An element $\Psi \in (X^*)^n$ is called $\pi$-invariant if it satisfies either (and hence both) of the conditions of the above lemma.

Remark 2.6. The importance of this concept in the study of finite-dimensional left ideals in Banach algebras associated with locally compact groups was first realized in Filali [13]. In that paper the first author introduced the concept of $U$-invariance for a continuous representation $U$ of a locally compact group $G$. Moreover, for the Banach algebra $L^1(G)^{**}$ an additional concept of topological $U$-invariance was introduced in [13]. For the case of $L^1(G)^{**}$, the topological $U$-invariance is closely related (though, not identical) to our present concept of $\pi$-invariance.

Theorem 2.7. Let $A$ be a Banach algebra and $X$ a faithful, introverted subspace of $A^*$. Let $\pi: A \to M_n(\mathbb{C})$ be a continuous representation subordinate to $X$, and let $\Psi = \{\Psi_1, \ldots, \Psi_n\}$ be a non-zero $\pi$-invariant element in $(X^*)^n$. Then the subspace $M$ spanned by the vectors $\Psi_1, \ldots, \Psi_n$ is a left ideal of $X^*$ and $\dim M \leq n$. Furthermore, $\dim M = n$, and $M$ is a minimal left ideal if and only if $\pi$ is irreducible.

Proof. Let $\Phi \in X^*$ and $1 \leq i \leq n$. Then

$$\Phi \square \Psi_i = \text{pr}_i(\Phi \square \Psi) = \text{pr}_i(t^\pi(\Phi) \Psi) = \text{pr}_i\left(\begin{pmatrix} \Phi(\pi_{11}) & \cdots & \Phi(\pi_{1n}) \\ \vdots & \ddots & \vdots \\ \Phi(\pi_{n1}) & \cdots & \Phi(\pi_{nn}) \end{pmatrix} \begin{pmatrix} \Psi_1 \\ \vdots \\ \Psi_n \end{pmatrix}\right) = \sum_{k=1}^n \Phi(\pi_{ki}) \Psi_k.$$ 

Thus $\Phi \square \Psi_i \in M$ for all $\Phi \in X^*$ and all $1 \leq i \leq n$. Since every element of $M$ is a linear combination of $\Psi_1, \ldots, \Psi_n$, it follows that $M$ is a left ideal in $X^*$. It is clear that $\dim M \leq n$.

Now suppose $\pi$ is irreducible. We show that $M$ is minimal by proving that every non-zero $\Gamma \in M$ generates $M$. Let $\Gamma = \sum_{i=1}^n x_i \Psi_i = x \cdot \Psi$, where $x$ is a vector in $\mathbb{C}^n$ with coordinates $x_1, \ldots, x_n$ (the new use of the symbol $\cdot$ to denote the bilinear map $x \cdot \Psi$ will not result in confusion with its use to denote the module action of $A$ on $X$ and $X^*$). Let $\Phi \in M$ so that $\Phi = \sum_{i=1}^n y_i \Psi_i = y \cdot \Psi$. Since $\pi$ is irreducible,
for a suitable \( a \in A \) we have \( \pi(a)x = y \). Therefore
\[
\Phi = y \cdot \overline{\Psi} = (\pi(a)x) \cdot \overline{\Psi} = x \cdot (\overline{t} \pi(a)\overline{\Psi}) = x \cdot (\overline{a} \cdot \overline{\Psi}) = a \cdot (x \cdot \overline{\Psi}) = a \cdot \Gamma.
\]

Next, we show that the set \( \{ \Psi_1, \ldots, \Psi_n \} \) is linearly independent in \( X^* \) and hence \( \text{dim} \, M = n \). If for some \( x \neq 0 \) in \( C^n \), \( x \cdot \overline{\Psi} = \sum_{i=1}^{n} x_i \Psi_i = 0 \), then from irreducibility of \( \pi \) it follows that there exist \( a_j \in A \) such that \( \pi(a_j)x = e_j \), \( (j = 1, \ldots, n) \), and therefore
\[
\Psi_j = (\pi(a_j)x) \cdot \overline{\Psi} = x \cdot (\overline{t} \pi(a_j)\overline{\Psi}) = x \cdot (a_j \cdot \overline{\Psi}) = a_j \cdot (x \cdot \overline{\Psi}) = 0.
\]

Thus \( \Psi_j = 0 \) for all \( j \), contradicting our assumption that \( \overline{\Psi} \neq 0 \). Thus \( \{ \Psi_1, \ldots, \Psi_n \} \) is linearly independent.

It remains to prove the converse statement; that is, if \( M \) is a minimal left ideal and \( \text{dim} \, M = n \), then \( \pi \) is irreducible. Equivalently, we show that every non-zero vector \( x \in C^n \) is a cyclic vector for \( \pi \). Let \( \Gamma = x \cdot \overline{\Psi} = \sum_{i=1}^{n} x_i \Psi_i \). Then \( A \cdot \Gamma \) is a subspace of \( M \) and hence is finite-dimensional and \( \omega^* \)-closed. Thus
\[
A \cdot \Gamma = \overline{A \Gamma} \subset X^* \Gamma = M,
\]
where the last identity follows from the assumption that \( M \) is minimal and of course \( X^* \Gamma \subset M \) is a left ideal. Furthermore, for every \( a \in A \),
\[
(\pi(a)x) \cdot \overline{\Psi} = a \cdot \Gamma = y \cdot \overline{\Psi},
\]
and it follows from \( 2 \) that
\[
(\pi(a)x) \cdot \overline{\Psi} = a \cdot \Gamma = y \cdot \overline{\Psi}.
\]

Linear independence of \( \{ \Psi_1, \ldots, \Psi_n \} \) (which is a consequence of the assumption that \( \text{dim} \, M = n \)) implies that \( \pi(a)x = y \), proving that \( x \) is a cyclic vector for \( \pi \).

The converse of the above theorem is also true.

**Theorem 2.8.** Let \( A \) be a Banach algebra and \( X \) a faithful, introverted subspace of \( A^* \). Let \( M \) be an \( n \)-dimensional left ideal in \( X^* \). Then there exist a continuous representation \( \pi: A \to M_n(C) \) subordinate to \( X \) and a \( \pi \)-invariant element \( \overline{\Psi} \in (X^*)^n \), \( \overline{\Psi} = \{ \Psi_1, \ldots, \Psi_n \} \), such that \( M = \operatorname{lin} \{ \Psi_1, \ldots, \Psi_n \} \).

**Proof.** Let \( \{ \Psi_1, \ldots, \Psi_n \} \) be a basis for \( M \). Given \( \Phi \in X^* \) and \( 1 \leq j \leq n \), we have \( \Phi \square \Psi_j \in M \) and hence \( \Phi \square \Psi_j = \sum_{i=1}^{n} \alpha_{ij}(\Phi)\Psi_i \), where \( \alpha_{ij}(\Phi) \in C \). It is clear that each \( \alpha_{ij} \) defines a linear functional on \( X^* \). Below we shall verify that \( \alpha_{ij} \) is \( \omega^* \)-continuous and hence \( \alpha_{ij} \in X^* \).

If \( \Phi_\alpha \) is a net in \( X^* \) converging in the \( \omega^* \)-topology to \( \Phi \in X^* \), then for each \( j \), \( \Phi_\alpha \square \Psi_j \to \Phi \square \Psi_j \), and hence,
\[
\sum_{i=1}^{n} \alpha_{ij}(\Phi_\alpha - \Phi)\Psi_i = (\Phi_\alpha - \Phi)\square \Psi_j \to 0.
\]
Since $\Psi_1, \ldots, \Psi_n$ are linearly independent, it follows that for given $1 \leq k \leq n$, $\Psi_k$ does not annihilate $\bigcap_{j \neq k} \ker \Psi_j$ (cf. [7, Proposition A.1.4]), and hence there exists $f_k \in \bigcap_{j \neq k} \ker \Psi_j$ such that $\Psi_k(f_k) = 1$. Hence using (3) we can write

$$\lim_{\alpha} \alpha_{kj}(\Phi_\alpha - \Phi) = \lim_{\alpha} \sum_{i=1}^{n} \alpha_{ij}(\Phi_\alpha - \Phi)(\Psi_i, f_k) = \lim_{\alpha} (\Phi_\alpha - \Phi) \Psi_j, f_k) = 0,$$

which proves $w^*$-continuity of $\alpha_{kj}$. Therefore $\alpha_{ij} \in X$ for all $1 \leq i, j \leq n$. Now it is easy to verify that

$$\pi: A \rightarrow M_n(C), \quad \pi(a) = (\alpha_{ij}(a))$$

is a continuous representation subordinate to $X$ and that the vector $\Psi = ^t(\Psi_1, \ldots, \Psi_n)$ is indeed $\pi$-invariant. □

Although Theorems 2.7 and 2.8 give complete characterization of finite-dimensional left ideals in $X^*$, they do not guarantee the existence of such ideals, as the following example shows.

**Example 2.9.** Let $G$ be a discrete non-amenable group. By Filali [13, Corollary of Theorem 3], $l^1(G)^{**}$ has no finite-dimensional left ideals other than possibly those that are generated by right annihilators. But $l^1(G)^{**}$ has no right annihilator since it contains an identity given by the point mass measure at the identity of $G$. Consequently, $l^1(G)^{**}$ has no non-trivial finite-dimensional left ideals.

Our objective in the remainder of this section is to show an interesting link between the cohomological property of character amenability and the existence of finite-dimensional left ideals in $X^*$. More precisely, we show that if $A$ is non-radical commutative character amenable, then non-trivial finite-dimensional left ideals exist in $X^*$, and they are all direct sums of 1-dimensional left ideals generated by $\phi$-invariant elements in $X^*$, where $\phi \in \sigma(A) \cup \{0\}$.

It follows immediately from the definition of character amenability that if $\phi, \psi \in \sigma(A) \cup \{0\}$ and if $d: A \rightarrow C$ is a continuous linear map such that

$$(4) \quad d(ab) = \phi(a)d(b) + d(a)\psi(b) \quad (a, b \in A),$$

then $d = 0$ (we call $d$ a continuous derivation into $\phi C \psi$). The following lemma is important for our purposes.

**Lemma 2.10.** Let $A$ be a commutative character amenable Banach algebra and $\pi: A \rightarrow M_n(C)$ be a continuous representation. Then $\pi \simeq \pi'$, where

$$\pi'(a) = \begin{pmatrix} \phi_1(a) & 0 & \cdots & 0 \\ 0 & \phi_2(a) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \phi_n(a) \end{pmatrix} \quad (a \in A),$$

and $\phi_1, \ldots, \phi_n \in \sigma(A) \cup \{0\}$. Moreover, if $X$ is a faithful introverted subspace of $A^*$, then $\pi$ is subordinate to $X$ if and only if $\pi'$ is so.
The first part of this result, under the assumptions that $A$ is a commutative Banach algebra and $(\ker \phi)^2$ is dense in $\ker \phi$ for all $\phi \in \sigma(A)$, may be found in Bade, Dales, and Lykova [2, p. 57]. It should be noted that our assumptions are in fact equivalent to the latter assumptions for the Banach algebras $A_p(G)$ and $L^1(G)$ and that they are only slightly stronger in general [37, Corollaries 2.4 and 2.7]. Below we shall give an alternative and simple proof of Lemma 2.10.

**Proof.** Since $A$ is commutative the matrices $\pi(a)$, $a \in A$, commute, and thus in a suitable basis of $\mathbb{C}^n$ we may assume that every $\pi(a)$ is upper-triangular [30]. Hence we may write

$$\pi(a) = \begin{pmatrix} \alpha_{11}(a) & \alpha_{12}(a) & \cdots & \alpha_{1n}(a) \\ 0 & \alpha_{22}(a) & \cdots & \alpha_{2n}(a) \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \alpha_{nn}(a) \end{pmatrix}, \quad (a \in A),$$

where $\alpha_{ij} \in \mathbb{A}^*$ for all $i \leq j$ and $\alpha_{ii} \in \sigma(A) \cup \{0\}$ for $i = 1, \ldots, n$. We use induction to show that for $i < j$, $\alpha_{ij}$ is a continuous derivation of the form [4] and therefore it must be zero. Let $1 \leq i < n$ be fixed. Using (6) and the identity $\pi(ab) = \pi(a)\pi(b)$ we have

$$\alpha_{i,i+1}(ab) = \alpha_{ii}(a)\alpha_{i,i+1}(b) + \alpha_{i+1,i}(a)\alpha_{i+1,i+1}(b),$$

from which it follows that $\alpha_{i,i+1} = 0$. Let us assume that $\alpha_{i+k} = 0$, for $k = 1, 2, \ldots, l - 1 < n - i$. Then once again we may write

$$\alpha_{i,i+l}(ab) = \sum_{k=0}^{l} \alpha_{i+k+l}(a)\alpha_{i+k+l}(b) = \alpha_{ii}(a)\alpha_{i,i+l}(b) + \alpha_{i,i+l}(a)\alpha_{i+i+l}(b),$$

and hence $\alpha_{i,i+l} = 0$. This completes the proof of the first statement of the lemma. The proof of the second statement is straightforward and is omitted. \qed

The following result follows from Lemma 2.10 and Theorem 2.2.

**Theorem 2.11.** Let $A$ be a commutative character amenable Banach algebra and $X$ be a faithful introverted subspace of $A^*$. Then every finite-dimensional left ideal in $X^*$ is a direct sum of $1$-dimensional left ideals generated by $\phi$-invariant elements where $\phi \in \sigma(A) \cup \{0\}$. If $X \cap \sigma(A) \neq \emptyset$, such ideals always exist in $X^*$.

**Proof.** Let $M$ be an $n$-dimensional left ideal in $X^*$. By Theorem 2.2 there exists a continuous representation $\pi: A \rightarrow M_n(\mathbb{C})$ subordinate to $X$ and a $\pi$-invariant element $\Psi \in (X^*)^n$, $\Psi = (\Psi_1, \ldots, \Psi_n)$, such that $M = \text{lin} \{\Psi_1, \ldots, \Psi_n\}$. By Lemma 2.10 $\pi \simeq \pi'$, where $\pi'$ is as in [5] and is subordinate to $X$. If $U$ is an invertible matrix such that $\pi'(a) = U\pi(a)U^{-1}$ $(a \in A)$, then the vector $\Psi' = (U^{-1})\Psi$ is $\pi'$-invariant. By writing $\Psi' = (\Psi'_1, \ldots, \Psi'_n)$, it follows easily that $\Psi'_i$ is $\phi$-invariant $(i = 1, \ldots, n)$ and that

$$M = \text{lin} \{\Psi_1, \ldots, \Psi_n\} = \text{lin} \{\Psi'_1, \ldots, \Psi'_n\}.$$ 

By discarding those $\Psi'_i$ that are linearly dependent on the rest, we may assume without loss of generality that $\{\Psi'_1, \ldots, \Psi'_n\}$ is linearly independent and hence $M = \bigoplus_{i=1}^{n} \mathbb{C}\Psi'_i$, as we wanted to show.

If $\phi \in X \cap \sigma(A)$, then it follows from character amenability of $A$ that there exists a $\phi$-invariant element $\Phi \in A^{**}$ such that $\Phi(\phi) \neq 0$ ([57]). Then of course the
canonical image of $\Phi$ in $X^*$ is non-zero and generates a 1-dimensional left ideal, proving the existence of such ideals in $X^*$. 

Examples of commutative character amenable Banach algebras $A$ for which Theorem 2.11 is applicable include (a) commutative $C^*$-algebras; (b) the group algebra $L^1(G)$ for $G$ commutative; more generally (c) the Herz–Figà-Talamanca algebras $A_p(G)$ for $G$ amenable; (d) any uniform algebra $A(X)$ where $X$ coincides with the Choquet boundary of $A$ (cf. [37, 24]). In view of Theorem 2.11, the situation for $A(G)$ (or more generally for $A_p(G)$) is of particular interest, which we state in the following corollary.

**Corollary 2.12.** If $G$ is an amenable locally compact group, then all finite-dimensional left ideals in $A_p(G)^{**}$ and in $UC_p(G)^*$ are generated by $\phi$-invariant elements.

**Remark 2.13.** If $\phi = 0$ is the zero character, an element $\Phi_0 \in A^{**}$ is $\phi$-invariant if and only if it is a right annihilator in $A^{**}$. The existence of such elements is equivalent to the condition that $\text{lin}(A^* \cdot A)$ is a proper subspace of $A^*$. This is the case, for example, if $G$ is a non-discrete locally compact group and $A = L^1(G)$.

In this case, $L^\infty(G) \cdot L^1(G) = C_r\nu(G) \neq L^\infty(G)$ (cf. [22, (32.45)(b)]), and hence $L^1(G)^{**}$ has finite-dimensional left ideals generated by right annihilators. It is shown in Filali [13, Corollary in p. 2332] that finite-dimensional left ideals which are not generated by right annihilators exist in $L^1(G)^{**}$ if and only if $G$ is amenable. This however is not true in $A_p(G)^{**}$ and $UC_p(G)^*$ since invariant means always exist in these algebras, and so 1-dimensional left ideals exist without $G$ being amenable. It is interesting to compare these results with Theorem 3.5 of Lau–Wong [31], in which it is shown that $L^1(G)$ satisfies a finite-dimensional invariant subspace property called $T(n)$, for $n = 1, 2, \ldots$, if and only if $G$ is amenable, while the same property is always satisfied by the Fourier algebra $A(G)$, for the same reason that was alluded to above. We thank the referee for bringing reference [34] to our attention.

### 3. Finite-dimensional ideals in regular Banach function algebras

In this section we show that for a large class of Banach algebras of interest in harmonic analysis, that is, for commutative semisimple Banach algebras, there exists a complete characterization of finite-dimensional ideals in terms of minimal idempotents.

Recall that a minimal idempotent in an algebra $A$ is a non-zero element $w$ such that $w^2 = w$ and $wAw = Cw$. It is known that for semiprime algebras (that is, algebras for which $\{0\}$ is the only two sided ideal $J$ such that $J^2 = \{0\}$), minimal idempotents determine all minimal left (or right) ideals. More precisely, $M$ is a minimal left (right) ideal in $A$ if and only if $M = Aw$ ($M = wA$) for some minimal idempotent $w \in A$ (cf. [6, Proposition IV.30.6]). We denote the Gelfand transform of $w \in A$ by $\hat{w}$.

**Theorem 3.1.** Let $A$ be a commutative Banach algebra. If $w \in A$ is a minimal idempotent, then there exists $\psi \in \sigma(A)$ such that $\hat{w} = \chi_\{\psi\}$ is the characteristic function of the singleton $\{\psi\}$. The converse is true if $A$ is semisimple.
Proof. Let \( w \in A \) be a minimal idempotent. Since \( A \) is commutative, it follows that \( Aw = Cw \). Therefore for each \( v \in A \), \( vw = \psi(v)w \), where \( \psi : A \to \mathbb{C} \) is a non-zero homomorphism and \( \psi(w) = 1 \). Hence \( \psi \in \sigma(A) \) and \( \hat{\psi} = 1 \). Next we check that \( \hat{\psi}(\phi) = 0 \) for all \( \phi \neq \psi \). Let \( v \in A \) be such that \( \phi(v) \neq \psi(v) \). Then \[
\phi(v)\psi(w) = \phi(vw) = \phi(\psi(v)w) = \psi(v)\phi(w),
\]
which implies that \( \phi(w) = 0 \). Hence \( \hat{\psi} = \chi_{\{\psi\}} \).

The converse statement is clear since under our assumptions \( A \cong \hat{A} \), and of course \( \hat{w} \) is a minimal idempotent in \( \hat{A} \). \( \square \)

Corollary 3.2. If \( A \) is a commutative semisimple Banach algebra, then all finite-dimensional ideals in \( A \) are generated by minimal idempotents.

Proof. For simplicity of notation we may identify \( A \) with its image under the Gelfand transform, and by transferring the norm, we may assume that \( A \) is a Banach function algebra on a locally compact space \( X \) and \( \sigma(A) = \{ \tau_x : x \in X \} \), where \( \tau_x \) is the evaluation functional at \( x \). Now suppose that \( I \) is a finite-dimensional ideal in \( A \). Then either \( I \) is minimal or it contains a minimal ideal. Since \( A \) is semiprime, it follows that \( I \) contains a minimal idempotent \( \chi_{\{x\}} \) with \( x \in X \) (Theorem 3.1). Let \( \{\chi_{\{x_1\}}, \ldots, \chi_{\{x_n\}}\} \) be a maximal set of minimal idempotents in \( I \) (the set is finite since its members are linearly independent). Let \( J = \text{lin} \{\chi_{\{x_1\}}, \ldots, \chi_{\{x_n\}}\} \).

If \( J = I \) we have nothing to prove; otherwise let \( v \in I - J \) and define \( J' = \{v \in I : v(x_i) = 0, \ i = 1, \ldots, n\} \). Note that \( v = \sum_{i=1}^{n} v(x_i) \chi_{\{x_i\}} \in J' \), and hence \( J' \neq \{0\} \). Since \( J' \) is a finite-dimensional ideal in \( A \), it follows that it must contain a minimal idempotent \( \chi_{\{x_0\}} \in I \), contradicting the maximality of \( \{\chi_{\{x_1\}}, \ldots, \chi_{\{x_n\}}\} \). The contradiction proves that \( I = J \). \( \square \)

Corollary 3.3. Let \( G \) be a locally compact group and \( A \) be a Banach function algebra on \( G \) whose minimal idempotents (if they exist) are characteristic functions \( \chi_{\{x\}} \) (\( x \in G \)). If \( A \) has any non-trivial finite-dimensional ideal, then \( G \) is discrete. Conversely, if \( A \) is regular and \( G \) is discrete, then finite-dimensional left ideals exist and they are exactly of the form \( \text{lin} \{\chi_{\{x_1\}}, \ldots, \chi_{\{x_n\}}\} \).

Proof. If \( A \) has a finite-dimensional ideal, then by Corollary 3.2 \( A \) must have a minimal idempotent \( \chi_{\{x\}} \) for some \( x \in G \). This implies that \( \{x\} \) is an open set and hence \( G \) is discrete.

On the other hand, assuming \( G \) is discrete and \( A \) is regular, for every closed subset \( S \subset G \) and every \( x \not\in S \) there exists a function \( f \in A \) such that \( f(x) = 1 \) and \( f(S) = \{0\} \). In particular, \( \chi_{\{x\}} \in A \) for all \( x \in G \). These are all the minimal idempotents by Theorem 3.1. So by Corollary 3.2 finite-dimensional ideals are exactly of the form \( \text{lin} \{\chi_{\{x_1\}}, \ldots, \chi_{\{x_n\}}\} \), where \( x_1, \ldots, x_n \in G \). \( \square \)

Examples 3.4. Examples of Banach function algebras on \( G \) whose minimal idempotents (if they exist) are characteristic functions \( \chi_{\{x\}} \) (\( x \in G \)) include all natural Banach function algebras on \( G \). Recall that a Banach function algebra \( A \) on \( G \) is natural if \( \sigma(A) = \{ \tau_x : x \in G \} \), where \( \tau_x \) is the evaluation functional at \( x \) (\cite{Singer} Chapter 4). It is well known that \( C_0(G) \) and \( A_p(G) \) (\( 1 < p < \infty \)) are natural. Non-natural Banach function algebras satisfying the same condition include \( W_p(G), B_p(G), \) or \( MA_p(G) \) (see Derighetti et al. \cite{D} Theorem 5.5). We refer to the last reference as well as Granirer \cite{G} for definitions and other properties of these spaces.
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