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ABSTRACT 

In this thesis, we tackle the problem of extending neural network navigation 

algorithms for various types of mobile robots and 2-dimensional range sensors. We 

propose a general method to interpret the data from various types of 2-dimensional range 

sensors and a neural network algorithm to perform the navigation task. Our approach can 

yield a global navigation algorithm which can be applied to various types of range 

sensors and mobile robot platforms. Moreover, this method allows the neural networks to 

be trained using only one type of 2-dimensional range sensor, which contributes 

positively to reducing the time required for training the networks. Experimental results 

carried out in simulation environments demonstrate the effectiveness of our approach in 

mobile robot navigation for different kinds of robots and sensors. Therefore, the 

successful implementation of our method provides a solution to apply mobile robot 

navigation algorithms to various robot platforms. 
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Chapter 1 

Introduction 
1.1 Motivation 

Navigation is one of the most important problems in designing and developing 

intelligent mobile robots. Staying operational, i.e. avoiding dangerous situations such as 

collisions and staying within safe operating conditions (temperature, radiation, exposure 

to weather, etc.) comes first. But if any tasks are to be performed that relate to specific 

places in the robot environment, navigation is a must. 

Robot navigation is defined by the ability of a mobile robot to determine its own 

position in its frame of reference and then to plan a path towards some goal location [1]. 

In order to navigate in an environment, the mobile robot requires representation, i.e. a 

map of the environment, and the ability to interpret that representation. Therefore 

navigation can be defined as the combination of the three fundamental abilities [1]: 

 Self-Localisation 

 Path Planning 

 Map-Building and Map-Interpretation 

In this context, map represents any mapping of the environment onto an internal 

representation. Moreover, Robot localization indicates the ability of the robot to establish 

its own position and orientation within the frame of reference.  

Path planning is effectively an extension of localization, in that it requires the 

determination of the robot's current position and a position of a goal location, both within 

the same frame of reference or coordinates. If the environment is unknown to the robot, 

then the path planning stage has no sense. In this case, the navigation strategy is purely 
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reactive. The inputs to the mobile robot navigator are the target position and the sensor 

system data. If there are no obstacles between the robot and its target, the navigation path 

is just a straight line between them. If an obstacle is detected, some avoidance strategy is 

required. Potential function based methods [2,3], neural networks [4-9], and fuzzy logic 

based controllers [10-13], trained with a heuristic database of rules, are among the 

possibilities. 

Finally, Map-Building can be in the form of a metric map or any notation 

describing locations in the frame of reference.  

In the past few years, neural networks including feedforward neural network, self-

organizing neural network, principal component analysis (PCA), dynamic neural 

network, support vector machines (SVM), neuro-fuzzy approach, etc., [14,15] have been 

extensively used in mobile robot navigation field [16]. This is due to their assets such as 

nonlinear mapping, ability to learn from examples, good generalization performance, 

massively parallel processing, and ability to approximate any function given adequate 

number of neurons. 

Sensors are necessary for a robot to know where it is or how it got there, or to be 

able to reason about where it has to go. The sensors may be roughly divided into two 

classes: internal state sensors, such as accelerometers, gyroscopes, and external state 

sensors, such as laser sensors, infrared sensors, sonar, and visual sensors. The data from 

internal state sensors are used for estimating the position of the robot in a 2-dimensional 

space. The data from external state sensors provide information that can be used to 

recognize obstacles or a situation, or to build a map of the environment. The laser, 

infrared, and sonar sensors can provide distant and directional information about an 



3 
 

3 

object. Due to the inevitable sensor noise, in most cases, the sensor readings are 

inaccurate and unreliable. Therefore, it is essential for the navigation algorithm to process 

the sensor data with noises. Since neural networks have many processing nodes, each 

with primarily local connections, they may provide some degree of robustness or fault 

tolerance for interpretation of the sensor data. [16] 

However, most of the current research addresses one particular type of sensor or 

robot platform. The main issue with neural network approaches is the training of the 

network. Collecting sufficient, yet valuable, samples from the environment to train the 

network can sometimes be frustrating and very time consuming [17]. In addition, apart 

from the effort that has to be put to collect valuable samples, the training time of a 

network can be significantly high [17]. In any neural network navigation algorithm, if the 

robot platform or the type or number of the sensors are changed or altered, the network 

architecture requires some modifications to accommodate with the new amount of sensor 

data. Moreover, new training samples need to be gathered as the previous samples will 

not be as much useful for the new robot platform. In other words, when a network 

structure is designed for a specific type of sensor, it cannot be used for other types or 

different numbers of sensors. By changing the structure of the network, therefore, new 

training samples are required and the network needs to be trained from the beginning. 

This presents challenge and opportunity to develop a general method to interpret sensor 

data from different types of sensors that can yield a global navigation algorithm which 

can be applied to various types of sensors and robot platforms. 
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1.2 Contributions 
This thesis is concerned with the problem of generalizing the interpretation of 

sensory data and mobile robot navigation. The contributions of this thesis are as follows: 

The primary contribution of this thesis is to develop a general method for 

interpretation of different types of sensors, such as laser and ultrasonic sensors. Our 

approach extends the work done by Janglová [18] for determining the free-spaces by 

applying PCA Neural Network (PCNN). We study the problem of how current neural 

network navigation approaches are limited to one type of sensor and the kinematic 

constraints of a mobile robot. Our approach however is extendable to various 2-

dimensional sensors and mobile robots. On the other hand, this approach allows the 

neural networks to be trained using only one type of sensor which contributes positively 

to reducing the training time. Experimental results, carried out in simulated 

environments, demonstrate that our approach can be positively affective in mobile robot 

navigation for different kinds of robots and sensors, when compared to previous works. 

Therefore, the successful implementation of our method provides a solution to apply 

navigation algorithms to various robot platforms. 

The second important contribution of this thesis is to implement an algorithm to 

perform the navigation task using our interpretation of sensory data. Our approach is 

inspired by the works done by Parhi and Singh [19-21] for neural network robot 

navigation. Parhi and Singh introduced a real-time obstacle avoidance approach, solving 

each of the target-seeking, obstacle-avoidance, and wall-following tasks with separate 

neural networks. However, it is our belief that a multilayer neural network is capable of 

solving both target-seeking and object-avoidance tasks at the same time. Therefore, 
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instead of using two separate networks, we introduce a structure which uses only one 

network for this purpose. Yet, the wall-following task will require a more complex 

structure to accommodate with both directions of rotation. Therefore, our proposed 

method for mobile robot navigation can yield significant navigation results for various 

sensors and robots – at less training time and lower sensor costs.  

The third contribution of this thesis is that we develop a software application to 

carry out the proposed approach. The experimental results obtained through this 

application indicate feasibility of our approach in simulation robots. 

1.3 Guide to the Thesis 
This thesis is organized as follows. 

Chapter 2: Background Knowledge. This chapter provides an introduction to 

the subjects that the proposed method builds upon. After explaining the concept of 

artificial neural networks and backpropagation algorithm, some methods of feature 

extraction and classification will be given. The Principal Component Neural Network 

(PCNN) method and Support Vector Machine (SVM) algorithms are specifically 

emphasized, since they constitute the core of the proposed approach. The attention then 

moves to the discussion of mobile robot navigation and its current applications. 

Chapter 3: Design and Methodology. The proposed interpretation of sensory 

data and mobile robot navigation method based on neural networks is presented in detail 

in this chapter. First the definition of the problem is described, followed by detailed 

presentation of the proposed approach. 

Chapter 4: Implementation and Experiments. The detailed information of the 

implementation and the experimental results will be described in this chapter. In the 
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results section, experiments carried out for training and experiments done for testing on 

simulation robots are described. Finally, these experimental results are compared with 

experimental results from previous methods and the evaluations are obtained. 

Chapter 5: Conclusion and Future Work. This final chapter brings conclusion 

of the thesis and presents a sketch of possible future work. 
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Chapter 2 

Background Knowledge 
This chapter provides the background knowledge on which the proposed method 

is based on. After explaining Artificial Neural Networks (ANN), feature extraction 

methodology, specifically Principal Component Analysis (PCA), is described. 

Consequently, a method of classification, Support Vector Machines (SVM), is illustrated. 

Finally, current robot navigation and obstacle avoidance algorithms are reviewed with a 

view to the applications of artificial neural networks in robot navigation and obstacle 

avoidance. 

2.1 Artificial Neural Networks 
Artificial neural networks are information-processing systems which have certain 

performance characteristics in common with biological neural networks [22]. Artificial 

neural networks have been evolved as generalizations of mathematical models of human 

cognition or neural biology, based on the following four assumptions [17]:  

1. "Information processing occurs at many simple elements called neurons." 

2. "Signals are passed between neurons over connection links." 

3. "Each connection link has an associated weight, which, in a typical neural net, 

multiplies the signal transmitted." 

4. "Each neuron applies an activation function (usually nonlinear) to its net input (sum 

of weighted input signals) to determine its output signal." 

A neural network can be characterized, firstly, by its structure of connections 

between the neurons (known as its architecture), additionally by its method of 
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determining the weights on the connections (called its training, or learning, algorithm), 

and finally, its activation function. 

Neural networks are structured from a large number of simple processing 

components called neurons, units, cells, or nodes. Each neuron is connected to other 

neurons through directed communication links, each with a weight associated to it (as 

shown in Figure 1). The weights correspond to information being processed by the 

network to solve a problem. Neural networks can be applied to a wide selection of 

problems, such as storing and recalling data or patterns, grouping similar patterns, 

performing general mappings from input patterns to output patterns, classifying patterns, 

or finding solutions to constrained optimization problems.[17,22] 

 

Figure 1: A simple (artificial) neuron [17] 

The internal state of a neuron is known as its activation or activity level, which is 

a function of the inputs it has received. Typically, activation is sent as a signal from one 

neuron to several other neurons. However, only one signal can be sent from each neuron 

at the same time, although that signal can be broadcast to several other neurons. For 

example, consider neuron 𝑌, shown in Figure 1, that receives inputs from neurons 𝑋1, 𝑋2, 

and 𝑋3. The activations (output signals) of these neurons are 𝑥1, 𝑥2, and 𝑥3, respectively. 

In addition, the weights on the connections from 𝑋1, 𝑋2, and 𝑋3 to neuron 𝑌 are 𝑤1, 𝑤2, 
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and 𝑤3, respectively. The net input, 𝑦_𝑖𝑛, to neuron 𝑌 is the sum of the weighted signals 

from neurons 𝑋1, 𝑋2, and 𝑋3, that is: 

𝑦_𝑖𝑛 = 𝑤1𝑥1 + 𝑤2𝑥2 + 𝑤3𝑥3 

The activation 𝑦 of neuron 𝑌 is given by some function of its net input, 

𝑦 = 𝑓(𝑦_𝑖𝑛), for example, the logistic sigmoid function (an S-shaped curve) 

𝑓(𝑥) =
1

1 + e−x
 

or any of a number of other activation functions (see Table 1 for a number of common 

activation functions in use with neural networks). 

Further, suppose that neuron 𝑌 is connected to neurons 𝑍1, and 𝑍2, with weights 

𝑣1, and 𝑣2, respectively, as depicted in Figure 2. neuron 𝑌 sends its signal 𝑦 to each of 

these units. However, generally, the values received by neurons 𝑍1, and 𝑍2 will be 

different. Since each signal is scaled by the appropriate weight, 𝑣1 or 𝑣2. As shown in 

this simple example, in a typical network, the activations 𝑧1 and 𝑧2 of neurons 𝑍1, and 𝑍2 

would depend on inputs from several neurons and not just one. [17] 

 

Figure 2: A very simple neural network [17] 

Even though the neural network in Figure 2 is very simple, the presence of an 

intermediate unit 𝑌 (also known as the hidden unit), together with a nonlinear activation 

function, gives the network the capability to solve many more problems than can be 
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solved by a network with only input and output units. However, the difficulty to train 

(i.e., find optimal values for the weights) a net with hidden units is more than a network 

with no hidden units. 

Table 1: Common activation functions in use with neural networks. [17,22] 

 Function Definition Range 

a) Identity 𝑥 (−∞, +∞) 

b) Binary 
Sigmoid 

1
1 + 𝑒−𝑥

 (0, +1) 

c) Bipolar 
Sigmoid 

1 − 𝑒−𝑥

1 + 𝑒−𝑥
 (−1, +1) 

d) Hyperbolic 𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 (−1, +1) 

e) - Exponential 𝑒−𝑥 (0, +∞) 

f) Softmax 
𝑒𝑥

∑ 𝑒𝑥𝑖𝑖
 (0, +1) 

g) Unit sum 
𝑥

∑ 𝑥𝑖𝑖
 (0, +1) 

h) Square root √𝑥 (0, +∞) 

i) Sine sin(𝑥) [0, +1] 

j) Ramp �
−1                  𝑥 ≤ −1
𝑥       − 1 < 𝑥 < +1
+1                  𝑥 ≥ +1

� [−1, +1] 

k) Step �0         𝑥 < 0
+1      𝑥 ≥ 0� [0, +1] 
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2.1.1 Typical Architectures 

Often, it is more convenient to visualize neurons arranged in layers. Normally, 

neurons that are in the same layer behave in the same manner. The key factors in 

determining the behaviour of a neuron are activation function and the pattern of weighted 

connections. Within each layer, neurons typically have the same activation function and 

the same pattern of connections with other neurons. 

The arrangement of neurons into layers and the connection patterns within and 

between layers is known as the network architecture [17]. Many neural networks have an 

input layer in which the activation of each unit is equal to an external input signal. The 

network presented in Figure 2 consists of three input units, two output units, and one 

hidden unit (a unit that is neither an input unit nor an output unit).  

Neural networks are typically classified into two categories; single layer and 

multilayer. Since no computation is performed by the input units, they are not counted as 

a layer when determining the number of layers. Similarly, the number of layers in the 

network can be defined as the number of layers of weighted interconnected links between 

the layers of neurons. This point of view is motivated by the fact that the weights in a 

network have extremely important information [17]. The network depicted in Figure 2 

has two layers of weights. 

Illustrated in Figure 3 are examples of single-layer and multilayer feedforward 

networks—networks in which the signals flow in a forward direction from the input units 

to the output units. 
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Figure 3: a) A single-layer neural net. b) A multi-layer neural net.[17] 

For pattern classification, each output unit corresponds to a particular category to 

which an input vector may or may not belong. Note that in a single-layer net, the weights 

of output units will not be influenced by the weights of other output units. For pattern 

association, the same architecture can be used; however the overall pattern of output 

signals gives the response pattern associated with the input signal that caused it to be 

produced. These two examples illustrate that depending on the interpretation of the 

response of the network, the same type of network can be used for different problems. 

Alternatively, for more complicated mapping problems a multilayer network maybe 

required. The problems that require multilayer networks may still represent classification 

or association of patterns. Although the type of problem affects the choice of architecture, 

but it does not exclusively determine it. 

A multilayer neural network is a network with one or more layers of nodes 

(hidden units) between the input units and the output units. Usually, there is a layer of 
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weights between two adjacent layers of units (input, hidden, or output). Multilayer 

networks can solve more complex problems than single-layer networks can, but training 

may be more complicated. Nevertheless, in some cases, training may be more successful, 

since it is possible to solve problems that single-layer networks cannot be trained to 

perform correctly at all. [22]  

In addition to the architecture, the method of setting the values of the weights 

(training) is an important distinguishing attribute of various neural networks. Typically, 

neural networks are distinguished by two types of training—supervised and 

unsupervised; furthermore, there are networks whose weights are fixed without an 

iterative training process. [17,22] 

Various tasks that neural nets can be trained to carry out fall into areas such as 

mapping, clustering, and constrained optimization. Pattern classification and pattern 

association may be considered special forms of the more general problem of mapping 

input vectors or patterns to the specified output vectors or patterns. [22] 

Possibly, in the most standard neural network setting, training is achieved by 

introducing a series of training vectors, or patterns, each with an associated target output 

vector. Then based on a learning algorithm the weights are adjusted. This process is 

called supervised training [17]. Some of the simplest neural networks are designed to 

perform pattern classification that is to classify an input vector as either it belongs to or 

does not belong to a given category. In this type of neural network, the output is a 

bivalent element, say, either 1 (if the input vector belongs to the category) or −1 (if it 

does not belong to the category). For more complex classification problems, a multilayer 
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networ k, such as that trained by back propagation may be better as will be described in 

the next section. 

Pattern association is another special form of a mapping problem, where in which 

the desired output is not just a "yes" or "no", but rather a pattern. Associative memory 

[17] is a neural network which is trained to associate a group of input vectors with a 

corresponding group of output vectors. If the desired output vector is the same as the 

input vector, the network is called an auto-associative memory [17]; moreover, if the 

output target vector is different from the input vector, the network is a hetero-associative 

memory [17]. Following training, an associative memory can recall a stored pattern when 

it is provided an input vector that is adequately similar to a vector it has learned. 

Multilayer neural networks can be trained to perform a nonlinear mapping from an 𝑛-

dimensional space of input vectors (𝑛-tuples) to an 𝑚-dimensional output space—i.e., the 

output vectors are 𝑚-tuples.[22] 

On the other hand, in unsupervised training, self-organizing neural networks [22] 

group similar input vectors together without using training data to specify what a typical 

member of each group looks like or to which group each vector belongs. A series of input 

vectors is provided, but no target vectors are specified. The network adjusts the weights 

so that the most similar input vectors are assigned to the same output (or cluster) unit. 

Hence, the neural network will produce an exemplar (representative) vector for each 

cluster formed. 

2.1.2 Backpropagation Neural Net 

In the 1970s, there was a decline of interest in neural networks due to the 

illustration of the limitations of single-layer neural networks. The discovery and 
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extensive spreading of an effective general method for training a multilayer neural 

network [23-26] played a major role in the comeback of neural networks as a tool for 

solving a wide variety of problems. 

The backpropagation network is a multilayer feedforward network trained by 

backpropagation which can be used to solve problems in many areas. Applications using 

such networks can be found in almost any area that uses neural networks to solve 

problems involving mapping a given set of inputs to a particular set of target outputs, i.e. 

networks that use supervised training. The aim in most neural networks is to train the 

network to attain a balance between the capability to respond correctly to the input 

patterns that are used for training (memorization) and the capability to give reasonable 

(good) responses to input that is similar, but not identical, to that used in training 

(generalization). [17] 

Training a network with backpropagation comprises of three stages: the 

feedforward of the input training pattern, the calculation and backpropagation of the 

associated error, and the adjustment of the weights [17]. Subsequent to training, 

application of the network involves only the computations of the feedforward phase. A 

trained network can produce its output very fast even if training is slow. While a single-

layer network is very limited in the mappings it can learn, a multilayer network (with one 

or more hidden layers) can learn any continuous mapping to any desired accuracy. For 

some applications more than one hidden layer may be beneficial, however one hidden 

layer is usually adequate [22]. 

A multilayer neural network with one layer of hidden units (the 𝑍 units) is shown 

in Figure 4. The output neurons (𝑌 neurons) and the hidden neurons (𝑍 neurons) may also 
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have biases. The bias on a standard output unit 𝑌𝑘 is denoted by 𝑊0𝑘; the bias on a typical 

hidden unit 𝑍𝑦 is denoted 𝑉0𝑗. These bias terms function like weights on connections 

from units whose output is always 1 [17]. Only the direction of information flow for the 

feedforward phase is shown. During the backpropagation phase of learning, signals are 

sent in the reverse direction. The algorithm in  APPENDIX A is presented for one hidden 

layer, which is adequate for a large number of applications. 

 

Figure 4: Backpropagation neural network with one hidden layer.[17] 

An activation function for a backpropagation network should have several 

important characteristics: It should be continuous, differentiable, and monotonically non-

decreasing. In addition, for computational efficiency, it is beneficial that its derivative be 

easy to compute. For the most frequently used activation functions, some of which 

illustrated in Table 1, the value of the derivative, at a particular value of the independent 

variable, can be denoted in terms of the value of the function (at that value of the 

independent variable). Typically, the function is expected to saturate, i.e., approach finite 
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maximum and minimum values asymptotically [17]. The binary sigmoid function, 

illustrated in Table 1 (b) is one of the most typical activation functions; another common 

activation function is the bipolar sigmoid function (Table 1 (c)). Note that the bipolar 

sigmoid function is closely related to the hyperbolic function (Table 1(d)). 

The mathematical basis for the backpropagation algorithm is the optimization 

technique called the gradient descent. The gradient of a function (in the case of 

backpropagation, the function is the error and the variables are the weights of the 

network) gives the direction in which the function increases more rapidly; the negative 

value of the gradient gives the direction in which the function decreases most rapidly 

[27]. The derivation clarifies the reason why the weight updates described in  APPENDIX 

A should be done after all of the 𝛿𝑘 and 𝛿𝑗 expressions have been calculated, rather than 

during backpropagation. 

2.2 Feature Extraction 
In pattern recognition and image processing, feature extraction is a particular type 

of dimensionality reduction. 

When the data is too large to be processed by an algorithm and it is also suspected 

to be extremely redundant, the input data can be transformed into a reduced 

representation set of features (also called features vector) by feature extraction methods. 

If the extracted features are carefully chosen, it is expected that the features set will 

extract the important information from the data in order to perform the desired task with 

this reduced representation instead of the entire data. 

Feature extraction comprises of reducing the amount of resources required to 

describe a large data set. One of the major problems when performing analysis of 
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complex data rises from the number of variables involved. Analysis with a large number 

of variables typically requires large amount of memory and computation power or a 

classification algorithm which usually over fits the training samples and generalizes 

poorly to new patterns. Feature extraction is used as a general term for methods for 

constructing combinations of variables to get around these problems while still describing 

the data with sufficient accuracy. 

Best results are attained when an expert constructs a set of application-dependent 

features. Nonetheless, if no such expert knowledge is available general dimensionality 

reduction techniques may be of assistance [28-34]. 

2.2.1 Principal Component Analysis (PCA) 

The most commonly used approach for extracting features from a set of observed 

variables is perhaps Principal Components Analysis (PCA). PCA is a mathematical 

procedure where an orthogonal transformation is used to convert a set of observations of 

possibly correlated variables into a set of values of uncorrelated variables known as 

principal components [34,35]. The number of extracted principal components is less than 

or equal to the number of original variables. The transformation of the data is defined in 

such a way that the first principal component has the highest variance possible i.e., 

constitutes as much of the variability in the data as possible. Moreover, each subsequent 

component in turn has as high a variance as possible under the constraint that it be 

orthogonal to (uncorrelated with) the preceding components. If the data set is jointly 

normally distributed, principal components are guaranteed to be independent. However, 

PCA is sensitive to the relative scaling of the original variables.[36] 
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PCA was invented in 1901 by Karl Pearson [37]. PCA has a wide range of 

applications some of which include data compression, image processing, visualization, 

exploratory data analysis, pattern recognition, and time series prediction. A complete 

discussion of PCA can be found in [22,38]. Usually after mean centering the data for 

each attribute, PCA can be achieved by eigenvalue decomposition of a data covariance 

matrix or singular value decomposition of a data matrix. Typically, the results of a PCA 

are discussed in terms of component scores (the transformed variable values 

corresponding to a particular case in the data) and loadings (the weight by which each 

standardized original variable should be multiplied to get the component score). [36,39] 

The popularity of PCA appears from three important assets. First, it is the optimal 

(in terms of mean squared error) linear scheme for compressing a set of high dimensional 

vectors into a set of lower dimensional vectors and then reconstructing the original set. 

Second, the model parameters can be computed directly from the data - for example by 

diagonalizing the sample covariance matrix. Third, given the model parameters, 

compression and decompression are simple operations to perform where they require 

only matrix multiplication. [36,39,40] 

Perhaps, PCA's operation is better thought as exposing the internal structure of the 

data in a way which best explains the variance in the data. If a multivariate dataset is 

visualised as a set of coordinates in a high-dimensional data space (1 axis per variable), 

PCA can supply the user with a lower-dimensional picture [36,39]. This is achieved by 

using only the first few principal components so that the dimensionality of the 

transformed data is reduced.  
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PCA is mathematically defined as an orthogonal linear transformation [40] which 

transforms the data to a new coordinate system such that the largest variance by any 

projection of the data comes to lie on the first coordinate (known as the first principal 

component), the second largest variance on the second coordinate, and so on. 

To calculate the principal components we define a data matrix, 𝑋𝑇, with zero 

empirical mean (the sample mean of the distribution is subtracted from the data set), 

where each of the 𝑛 rows stands for a different repetition of the experiment, and each of 

the 𝑚 columns provides a particular kind of datum e.g., the results from a particular 

probe. The singular value decomposition of 𝑋 is 𝑋 = 𝑊Σ𝑉𝑇, where the 𝑚 × 𝑚 matrix 𝑊 

is the matrix of eigenvectors of 𝑋𝑇𝑋, the matrix Σ is an 𝑚 × 𝑛 rectangular diagonal 

matrix with nonnegative real numbers on the diagonal, and the 𝑛 × 𝑛 matrix 𝑉 is the 

matrix of eigenvectors of 𝑋𝑇𝑋. The PCA transformation that preserves dimensionality 

i.e., gives the same number of principal components as original variables is then given 

by: 

𝑌𝑇 = 𝑋𝑇𝑊 

= 𝑉Σ𝑇 

In the usual case when 𝑀 < 𝑛 − 1, 𝑉 is not uniquely defined. However, 𝑌 will 

usually still be uniquely defined. Since 𝑊 (by definition of the SVD of a real matrix [41]) 

is an orthogonal matrix where each row of 𝑌𝑇 is simply a rotation of the corresponding 

row of 𝑋𝑇. The first column of 𝑌𝑇 is created from the scores of the instances with respect 

to the principal component; the next column has the scores with respect to the second 

principal component, and so on. 
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If a reduced-dimensionality representation is required, we can project 𝑋 down into 

the reduced space defined by only the first 𝐿 singular vectors, 𝑊𝐿: 

𝑌 = 𝑊𝐿
𝑇𝑋 = Σ𝐿𝑉𝐿𝑇 

The matrix 𝑊 of singular vectors of 𝑋 is equivalently the matrix 𝑊 of 

eigenvectors of the matrix of observed covariance 𝐶 = 𝑋𝑋𝑇, 

𝑋𝑋𝑇 = 𝑊ΣΣ𝑇𝑊𝑇 

The first principal component corresponds to a line that passes through the 

multidimensional mean and minimizes the sum of squares of the distances of the points 

from the line provided a set of points in Euclidean space. The second principal 

component relates to the same concept after all correlation with the first principal 

component has been subtracted out from the points. The singular values (in Σ) are the 

square roots of the eigenvalues of the matrix 𝑋𝑋𝑇. Each eigenvalue is proportional to the 

portion of the variance that is correlated with each eigenvector. More correctly they are 

proportional to the portion of the sum of the squared distances of the points from their 

multidimensional mean. The sum of all the eigenvalues is equal to the sum of the squared 

distances of the points from their multidimensional mean. Basically, PCA rotates the set 

of points around their mean in order to align with the principal components. This moves 

as much of the variance as possible, by using an orthogonal transformation, into the first 

few dimensions. Therefore, the values in the remaining dimensions tend to be small and 

may be ignored with minimal loss of information. PCA is often used in this manner for 

dimensionality reduction. Therefore, it has the distinction of being the optimal orthogonal 

transformation for keeping the subspace that has largest variance. [35,36,40] 
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2.2.2 Principal Component Neural Networks (PCNN) 

Since the original work of Oja and his research group, principal component 

analysis by neural networks and its extensions have become an important research field 

(a partial list of references is given by [41-47]) both for the interesting implications on 

unsupervised learning theory and applications to neural information processing [48]. 

The algorithms considered in this section are based on Oja's principal component 

neuron described by 𝑧(𝑡) = 𝒒𝑇(𝑡)𝒙(𝑡), where 𝒙(𝑡) ∈ ℛ𝑝 represents the stationary 

multivariate random process whose first principal component is looked for, 𝒒(𝑡) ∈ ℛ𝑝 is 

the neuron's weight vector, and 𝑧(𝑡) ∈ ℛ is the neuron's output signal. Oja's learning rule 

[47] is: 

𝒒(𝑡 + 1) = 𝜂𝒙(𝑡)𝑧(𝑡) + 𝒒(𝑡)[1 − 𝜂𝑧2(𝑡)] 

where 𝜂 is a small learning rate and 𝑡 indicates discrete time. This expression clearly 

reveals the presence of the Hebbian term +𝒙(𝑡)𝑧(𝑡) [49] and of a stabilizing term, thus it 

is also referred to as stabilized Hebbian learning equation. 

The Generalized Hebbian Algorithm by Sanger [49] is one among the best known 

learning algorithms that allow a linear neural network to extract a selected number of 

principal components from a stationary or quasi-stationary multivariate random process. 

It applies to a single-layered feedforward neural network described by 𝒛(𝑡) = 𝑸𝑇(𝑡)𝒙(𝑡), 

where 𝒙(𝑡) ∈ ℛ𝑝, 𝒛(𝑡) ∈ ℛ𝑚, thus 𝑸(𝑡) ∈ ℛ𝑝×𝑚. The GHA rule writes: 

𝑸(𝑡 + 1) = 𝜇𝒙(𝑡)𝒛𝑇(𝑡) + 𝑸(𝑡)(𝑰𝑚 − 𝜇𝐿𝑇[𝒛(𝑡)𝒛𝑇(𝑡)]) 

where 𝑚 is a small positive learning rate, the operator 𝐿𝑇[⋅]  returns the lower-triangular 

part of the matrix contained within, and 𝑰𝑚 denotes the identity matrix of size 𝑚. This 
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rule is an extension of Oja's rule, where the neurons are forced to encode different 

features by means of intrinsic Gram-Schmidt orthogonalization [50]. 

Kung and Diamantaras developed a learning rule (Laterally-Connected Network 

and Apex Rule) for Rubner-Tavan's principal component neural network [51] described 

by the following input-output relationships: 

𝒛(𝑡) = 𝑸𝑇(𝑡)𝒙(𝑡), 

𝒚(𝑡) = 𝒛(𝑡) + 𝑯𝑇(𝑡)𝒚(𝑡). 

where the input vector 𝒙(𝑡) ∈ ℛ𝑝, the output vector 𝒚(𝑡) ∈ ℛ𝑚 (with 𝑚 ≤ 𝑝, arbitrarily 

fixed), the direct-connection weight-matrix 𝑸(𝑡) ∈ ℛ𝑝×𝑚 and the lateral-connection 

strictly upper-triangular weight-matrix 𝑯(𝑡) ∈ ℛ𝑚×𝑚 are evaluated at the same time. The 

Kung-Diamantaras' APEX learning rule for the weight-matrix 𝑸 and the inhibitory 

weight-matrix 𝑯 recasts from [48] in matrix notation: 

𝑸(𝑡 + 1) = 𝜇𝑿(𝑡)𝒀�(𝑡) + 𝑸(𝑡)�𝑰𝑚 − 𝜇𝒀�2(𝑡)� 

𝑯(𝑡 + 1) = −𝜇𝑆𝑈𝑇�𝒀(𝑡)𝒀�(𝑡)� + 𝑯(𝑡)[𝑰𝑚 − 𝜇𝒀�2(𝑡)] 

where 𝑚 is a small positive learning rate, matrices 𝑿 ∈ ℛ𝑝×𝑚, 𝒀 ∈ ℛ𝑚×𝑚, and 𝒀� ∈

ℛ𝑚×𝑚 are defined by: 

𝑿 ≜ [𝐱 𝐱 ⋅⋅⋅ 𝐱]�������
𝑚

,𝒀 ≜ [𝐲 𝐲 ⋅⋅⋅ 𝐲]�������
𝑚

,𝒀� ≜ diag(y1, y2, … , ym) 

and operator 𝑆𝑈𝑇 [⋅] returns the strictly upper-triangular part of the matrix contained 

within. Kung-Diamantaras' rule has been heuristically derived by applying Oja's rule to 

direct-connection weight-vectors, and its anti-Hebbian version to lateral-connection 

weight-vectors. [48] 
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2.2.3 Non-negative Matrix Factorization (NMF) 

Unsupervised learning algorithms such as principal component analysis can be 

known as factorizing a data matrix subject to different constraints. Based on the 

employed constraints, the resulting features can be shown to have very different 

representational properties. [34,52,53]. 

NMF is described as to find non-negative matrix factors 𝑊 and 𝐻, given a non-

negative matrix 𝑉, such that:  

𝑉 ≈ 𝑊𝐻 

NMF can be used for the statistical analysis of multivariate data in the following 

approach: Given a series of multivariate 𝑛-dimensional data vectors, the vectors are 

placed in the columns of an 𝑛 × 𝑚 matrix 𝑉 where 𝑚 is the number of samples in the 

dataset. Matrix 𝑉 is then approximately factorized into an 𝑛 × 𝑟 matrix 𝑊 and an 𝑟 × 𝑚 

matrix 𝐻. Typically, 𝑟 is chosen to be smaller than 𝑛 or 𝑚, so that 𝑊 and 𝐻 are smaller 

than the original matrix 𝑉. This results in a compressed form of the original data matrix 

[53]. 

The significance of approximating 𝑉 ≈ 𝑊𝐻 is that it can be rewritten column by 

column as 𝑣 ≈ 𝑊ℎ, where 𝑣 and ℎ are the corresponding columns of 𝑉 and 𝐻. More 

formally, each data vector 𝑣 is approximated by a linear combination of the columns of 

𝑊, which is weighted by the components of ℎ. Hence, 𝑊 can be considered as to contain 

a basis that is optimized for the linear approximation of the data in 𝑉. Since relatively 

small amount of basis vectors are used to represent many data vectors, high quality 

approximation can only be attained if the basis vectors discover structure that is latent in 

the data [34,52,53]. 
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2.3 Support Vector Machine (SVM) Classification 
Classification, in machine learning and pattern recognition, refers to an 

algorithmic procedure for assigning a set of input data to one of a given number of 

categories [15]. An example would be predicting the species of a flower given petal and 

sepal measurements [54]. An algorithm that implements classification, particularly in a 

solid implementation, is called a classifier [15]. The term "classifier" sometimes also 

refers to the mathematical function, implemented by a classification algorithm, which 

maps input data to a category. 

Typically, classification refers to a supervised procedure, i.e. a procedure that 

learns to classify new samples based on learning from a training set of instances that have 

been properly labelled with the correct classes by hand. The corresponding unsupervised 

method is known as clustering. This procedure involves grouping data into different 

classes based on some measure of inherent similarity [14] (e.g. the distance between 

instances, considered as vectors in a multi-dimensional vector space).  

The support vector machine (SVM) [55-58] is a training algorithm for learning 

classification and regression rules from data. For instance SVM can be used to learn 

polynomial, radial basis function (RBF) and multi-layer perceptron (MLP) classifiers 

[58]. In the 1960s, Vapnik first suggested SVMs for classification. Recently, support 

vector machines have become an area of extreme research mainly because of the 

developments in the techniques and theory joined with extensions to regression and 

density estimation. 

SVMs were born from statistical learning theory [57]; the goal was to solve only 

the problem of interest without having to solve a more difficult problem as an 
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intermediate step [58]. SVMs are based on the structural risk minimisation principle 

which is closely related to regularisation theory. This principle features capacity control 

to prevent over-fitting and therefore is a partial solution to the bias-variance trade-off 

dilemma [59]. 

In the implementation of SVM, there are two main components; techniques of 

mathematical programming and kernel functions. The parameters are found by solving a 

quadratic programming problem with linear equality and inequality constraints; rather 

than by solving a non-convex, unconstrained optimisation problem [56]. SVM is able to 

search a wide variety of hypothesis due to the flexibility of the kernel functions. The 

geometrical interpretation of support vector classification (SVC) is that the algorithm 

searches for the optimal separating surface (hyperplane) that is, in a sense, equidistant 

from the two classes [55] (see Figure 5). Statistical properties of this optimal separating 

hyperplane are available at [57]. 

 

Figure 5: Choosing the hyperplane that maximizes the margin [55] 
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Without requiring a separate validation set during training, the SVM parameters 

can be optimized using generalisation theory. As SVM is based on solid statistical and 

mathematical foundations concerning generalisation and optimisation theory, hence, it 

has been proven to outperform existing techniques on a wide variety of real world 

problems [56]. SVMs and related methods are also being increasingly applied to real 

world data mining. An up-to-date list of such applications can be found at [60]. 

2.4 Mobile Robot Navigation and Obstacle Avoidance 
In the past few years, mobile robots have been widely used in various fields, such 

as space exploration, industrial and military industries, under water survey, and service 

and medical applications, hence attracting the attention from researchers. Mobile robots 

require the capabilities of autonomy and intelligence, therefore, researchers are forced to 

deal with important issues such as uncertainty (in both sensing and action), reliability, 

and real-time response [61]. As a result, one of the major challenges in robotics is 

designing algorithms to allow the robots to function autonomously in unstructured, 

dynamic, partially observable, and uncertain environments [62]. Figure 6 shows the 

position of motion control (for obstacle avoidance) and exploration (navigation) 

compared to other mobile robot research areas. 
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Figure 6: Relationships between mobile robot research areas. [63] 

The problem of mobile robot navigation, includes three fundamental matters; map 

building, localization and path planning. This problem refers to planning a path to a 

specified target, executing this plan based on sensor readings, and is the key to the robot 

performing some particular tasks. Artificial Neural networks are increasingly being used 

in various fields of machine learning, including pattern recognition, speech production 

and recognition, signal processing, medicine, and business. In the recent years, artificial 

neural networks, including feedforward neural network, self-organizing neural network, 

principal component analysis (PCA), dynamic neural network, support vector machines 

(SVM), neuro-fuzzy approach, etc., have been extensively employed in the field of 

mobile robot navigation because of their properties such as nonlinear mapping, ability to 

learn from examples, good generalization performance, massively parallel processing, 

and ability to approximate an arbitrary function given sufficient number of neurons 

[16,17]. 
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2.4.1 Neural Networks for Interpretation of the Sensor Data 

For a mobile robot to identify where it is or how it got there, or to be able to 

reason about where it has gone, sensors are necessary. For measuring the distance that 

wheels have traveled along the ground and for measuring inertial changes and external 

structure in the environment, the sensors can be flexible and mobile. The sensors can be 

generally divided into two categories: internal state sensors, and external state sensors. 

The internal state sensors such as accelerometers and gyroscopes, provide the internal 

information about the robot’s movements. The external state sensors, such as laser, 

infrared sensors, sonar, and visual sensors, provide the external information about the 

environment. The data from internal state sensors can be used to estimate the position of 

the robot in a 2-dimensional space; however, cumulative error is inevitable. The data 

from external state sensors can be applied for recognizing a place or a situation, or be 

used to construct a map of the environment. Laser, infrared, and sonar sensors can obtain 

distant and directional information about an object. Visual sensors can also provide rich 

information of the environment, but can be very expensive to process. In most cases, 

because of the available noises, the sensor readings are imprecise and unreliable. Thus, it 

is inevitable for the mobile robot navigation algorithm to process the sensor data with 

noises. Given that neural networks have many processing units, each with primarily local 

connections, they may provide some degree of robustness or fault tolerance for 

interpretation of the sensor data [16]. 

Feedforward multi-layer perception neural network, trained by the back-

propagation algorithm, has been applied for pattern classification, pattern recognition and 

function approximation. In [64], Thrun has employed a feedforward neural network to 
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"translate" the readings of sonar sensors into occupancy values of each grid cell for 

building metric maps. Meng and Kak proposed a NEURO-NAV system for mobile robot 

navigation [65]. In the NEURO-NAV, in order to drive the robot to move in the middle 

of the hallway, a feedforward neural network, which is driven by the cells of the Hough 

transformation of the corridor guidelines in the camera image, is used to obtain the 

approximate relative angles between the heading direction of the robot and the orientation 

of the hallway [65]. self-organizing Kohonen neural networks are well known for their 

capability to carry out classification, recognition, data compression and association in an 

unsupervised manner [66]. In [67], self-organizing Kohonen neural networks are applied 

to recognize landmarks using the measurements from laser sensors in order to provide 

coordinates of the landmarks for triangulation. 

As mentioned before, PCA is a statistical technique, which has been applied to 

machine learning fields such as data compression and pattern recognition, and is known 

as one of the effective techniques to extract the principal features from high-dimension 

data and reduce the dimension of the data [40]. In [68], Vlassis et al. presented an 

approach for mobile robot localization where PCA was used to reduce the dimensions of 

sonar sensor data. Crowley et al. proposed an approach to estimate the position of a 

mobile robot based on the PCA of laser ranger sensor data [69]. In [70,71], PCA has been 

used to extract features of images for mobile robot localization. PCA Neural Network 

(PCNN) was applied for navigation to determine the "free space" in front of a mobile 

robot using ultrasound range finder data in order to construct a collision-free path for the 

mobile robot in [18]. 
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2.4.2 Neural Networks for Obstacle Avoidance 

There are always static, as well as non-static obstacles in the environment. Hence, 

robots need to autonomously navigate themselves in environments by avoiding obstacles. 

The neural networks, which have been designed for obstacle avoidance by mobile robots, 

should take the sensor data from the environment as their inputs, and output the direction 

for the robot to proceed. In [72], Fujii et al. presented a multilayered neural network 

model through reinforcement learning for collision avoidance of a mobile robot. Silva et 

al. proposed the MONODA (MOdular Network for Obstacle Detection and Avoidance) 

architecture for obstacle avoidance and detection of a mobile robot in unknown 

environments [8]. This model consists of four three-layered feedforward neural network 

modules where each module detects the probability of obstacles in one direction of the 

robot. In [73], Ishii et al. developed an obstacle avoidance method based on self-

organizing Kohonen neural networks for underwater vehicles. Gaudiano and Chang 

proposed an approach for obstacle avoidance by employing a neural network model of 

classical and operant conditioning based on Grossberg’s conditioning circuit [7,74]. Parhi 

and Singh introduced a real-time obstacle avoidance approach to solve each of the target-

seeking, obstacle-avoidance, and wall-following tasks using separate neural networks 

[19-21]. In their approach, based on certain criteria one of the networks is selected at 

each time step to control the mobile robot allowing it to move safely in a crowded real-

world and unknown environment and to reach a specified target while avoiding static as 

well as dynamic obstacles. 
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2.4.3 Neural Networks for Path Planning 

The path planning problem may consist of two sub-problems; path generation and 

path tracking. This problem refers to determining a path between an initial pose of the 

mobile robot and a final pose such that the robot does not collide with any objects in the 

environment and that the planned motion is consistent with the kinematic constraints of 

the vehicle. The existing path planning methods include A* algorithm [75], potential 

fields [2], and methods using intelligent control technique such as neural networks and 

neuro-fuzzy. Methods using intelligent control do not plan global paths for mobile robots 

and can be employed in unknown environments. The input pattern of the neural networks 

employed for path planning of mobile robots should consider the following data: robot’s 

actual position and velocities; robot’s previous positions and velocities; target position 

and sensor data, and then output commands to drive the robot to follow a path towards 

the target by avoiding obstacles according to these data [16]. 

Kozakiewicz and Ejiri have used a human expert to train a feedforward neural 

network that reads inputs from a camera and outputs the appropriate commands to the 

actuators [76]. In [77], Sfeir et al. presented a path generation technique for mobile robot 

using memory neuron network proposed by Sastry et al. [78]. The memory neuron 

network is a feedforward neural network that uses memory neurons. A memory neuron is 

a combination of a classic perception and unit delays, which gives the network memory 

abilities. If a mobile robot is totally insensitive to context, it will often get trapped in 

oscillations in front of wide objects. Pal and Kar employed a notion of memory into the 

network to overcome the oscillation problem [79]. In [6], Glasius, Komoda, and Gielen 

presented a Hopfield-type neural network for dynamic trajectory formation without 
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learning. Fierro and Lewis proposed a control structure which integrates a kinematic 

controller with a feedforward neural network computed-torque controller for non-

holonomic mobile robots, where the neural network weights are adjusted on-line, with no 

"off-line learning phase" needed [80-82]. Yang and Meng studied a biologically inspired 

neural network approach for motion planning of mobile robots [83-85]. This model is 

inspired by Hodgkin and Huxley’s membrane model [86] for a biological neural system 

and Grossberg’s shutting model [87]. The proposed model by Yang and Meng plans 

motions for mobile robots without any prior knowledge of the environment, without 

explicitly searching over the free workspace or the collision path, and without any 

learning procedure. 
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Chapter 3 

Design and Methodology 
As reviewed in chapter2, Janglová [18] introduced an intelligent controller for 

solving the motion-planning problem in mobile robots using two neural networks. The 

first neural network is a modified principal component analysis network (Figure 7(a)) 

used to extract the features (𝑉𝑖 segments) of the workspace determining the free space 

using the data from ultrasound range finders (𝑑𝑖) as shown in Figure 7(b). These 

segments (𝑉𝑖) are used as inputs to the second neural network along with direction of the 

goal (𝑆𝑖). The second network is a multilayer perceptron (Figure 8), which successfully 

finds a safe direction (𝑂𝑖), from the segments extracted from the first network, for the 

robot's next step to navigate towards the target in a collision-free environment while 

avoiding obstacles. 

 

Figure 7: a) Modified PCA Neural Network Topology. b) Workspace Segments. [18] 
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Figure 8: Topology of Multi-Layer Perceptron. [18] 

Parhi and Singh [20,21] proposed a real-time obstacle avoidance method to solve 

the main problems of navigation using three neural networks. This approach was later 

improved by them to optimize the path of the mobile robot [19]. In their approach, three 

identical four-layer feedforward neural networks have been used (see Figure 9). Each 

network is trained separately with different training samples so that each network can 

solve one of the problems of navigation; target-seeking, object-avoidance, or wall-

following. The inputs to their proposed neural controller consist of the signals from the 

sensors (in this case, the distance from the left, right and front obstacle with respect to the 

robot's position) and the direction of the target (goal). The output of the networks is the 

steering angle which provides real-time collision-free motion planning for mobile robots 

in a real world dynamic environment. The neural networks are trained by presenting them 

with 200 patterns representing typical scenarios. 
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Figure 9: Four-layer neural network for robot navigation. [20,21] 

In [8] Silva et al. presented the MONODA (modular network for obstacle 

detection and avoidance) architecture for obstacle detection and avoidance for controlling 

the NOMAD autonomous mobile robot in an unknown environment (see Figure 10). As 

depicted in Figure 11(c), this model consists of four three-layered feedforward neural 

network modules (each detects the probability of obstacle in one direction of the robot). 

The convention in neural networks is to use architectures as small as possible to obtain 

better generalisation.  

 

Figure 10: MONODA modular system. [8] 
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Figure 11: a) Localisation of Nomad 200™ sensors. b) Nomad mobile robot.  

c) Modular architecture. [8] 

With modular networks generalisation is improved, because each one of the 

network modules is easier to train well. Due to the modular architecture, usually, the 

number of weights is less than in a fully connected MLP. Therefore, the overall training 

time of the networks is also significantly reduced. 

3.1 Problem Statement 
Although all the described methods have been successful to some extent in their 

specific applications, however, most of the current approaches address one particular type 

of sensor or robot platform. The main problem with neural network approaches is the 

training of the network. In supervised training collecting sufficient, yet valuable, samples 

from the environment to train the network can sometimes be frustrating and very time 
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consuming [17]. In addition, apart from the effort to collect valuable samples, the training 

time of a network can be significantly high [17]. 

Moreover, in any neural network navigation algorithm, if the robot platform or the 

type or number of the sensors are changed or altered, the network architecture requires 

some modifications to accommodate with the new amount of sensor data. In other words, 

same network architecture cannot be used for different robot platforms with dissimilar 

types or different numbers of range sensors. Therefore, these network structures will only 

be effective for the mobile robots that they have been designed for and are not extendable 

to other sensor configurations. For example, if a neural network is designed to have eight 

inputs from eight ultrasonic sensors, then this network is not operational for a robot 

which has only four ultrasonic sensors. Same situation occurs with different types of 

sensors. For instance, a network which is designed to function with one type of sensor 

(e.g. a laser scanner) cannot be applied to robots with other types of sensors (e.g. 

ultrasonic sensors). As a result, the structure of the network needs to be changed and new 

samples need to be gathered in order to accommodate with the new configurations. 

In other words, in neural network navigation systems, the data from the sensors 

usually form the inputs of the network. Hence, if there are any changes to the sensors, the 

architecture of that network requires to be altered and the entire training process 

(collecting samples and training the network) has to be carried out all over again. 

Therefore, the problem with current neural network navigation approaches is that they 

cannot be extended to various robot platforms with different sensors. 

To overcome this problem, so that a neural network algorithm can be employed 

for various robots and sensors, we propose a new method of sensor data interpretation. 
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We interpret data from different types of sensors in a general form and introduce a global 

neural network algorithm to perform the navigation task by using the interpreted data. 

3.2 The Proposed Method 
In this section, we propose an approach to address the problem of extending 

neural network navigation algorithms for various robots and sensors. In order to 

overcome this problem, we have introduced a new structure, illustrated in Figure 12, to 

interpret different types of 2-dimensional sensor data and a global navigation algorithm 

that can be applied to various types of sensors and robot platforms. 

 

Figure 12: Flowchart of proposed method 
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To have a global algorithm that can be applied to all kinds of 2-dimensional range 

sensors, the sensory data needs to be interpreted in such way that same number of input 

units for the network can be extracted for different types or numbers of sensors. As 

mentioned earlier in this chapter, Janglová [18] introduced a feature extraction method 

employing PCNN to find the subspaces using sonar sensors. In addition, the MONODA 

architecture, proposed by Silva et al. [8], proved to reduce the overall training time and 

also improve generalization. However, if the number of sensors changes, then the 

structure of the networks introduced in these methods needs to be altered and training 

needs to be performed from the beginning. In order to solve this issue, before presenting 

the sensory data to the networks, we developed a general form of representation of the 

sensory data so that different types or number of 2-dimensional range sensors will have 

the same number of features. Therefore, we can design a network with constant number 

of inputs units for any type or number of sensors. 

Parhi and Singh [19-21] successfully solved the navigation problem, by assigning 

different multilayer neural networks to solve each of the navigation tasks—target-

seeking, object-avoidance, and wall-following. Figure 13 illustrates a simple example of 

these three scenarios. However, it is our belief that a multilayer neural network is capable 

of solving both target-seeking and object-avoidance tasks at the same time. Therefore, 

instead of using two separate networks, which will only lead to consuming more time and 

resources on training and gathering training samples, we introduce a structure which uses 

only one network for this purpose. Yet, the wall-following task will require a more 

complex structure to accommodate with both directions of rotation. 
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Figure 13: Example of scenarios of wall-following, object-avoidance and target-seeking tasks 

For example, as illustrated in Figure 14, when the mobile robot encounters a wide object, 

or a wall, while moving towards the target, it needs to decide which direction to take (left 

or right) to get passed the object. In addition, if the object in front of the robot is a U-

shaped object, then it will require keeping to only one direction, at all times, in order to 

safely navigate out of the U-shaped object. For Example, Figure 15 shows a robot’s path 

which has performed a wall-following task after encountering a wall shaped obstacle. In 

this image we can see that the robot has kept the wall to its right at all times.  

 

Figure 14: Paths showing two different directions chosen when encountering a wall. 
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Figure 15: Path of a wall-following task performed by a mobile robot only in keep-left direction. 

Therefore, we introduced two networks; one network for navigating while the 

wall is on the right side of the robot, and another for keeping the wall on the left side of 

the mobile robot.  

We can divide our proposed method, illustrated in Figure 12, into five sections: 

 Visualization (Figure 12(b)) 

 Dimensionality Reduction or Feature Extraction (Figure 12(d)) 

 Classification (Figure 12(c, e)) 

 Prediction (Figure 12(f)) 

 Controller (Figure 12(g)). 

We introduce a method to generate a general representation of the raw sensory 

data for all types of 2-dimensional range sensors so that different types, or numbers, of 

sensors can be processed in the same way. The visualization algorithm is implemented to 

produce binary images, visualizing the distance of the obstacles in front of the mobile 

robot, with same dimensions for any type of 2-dimensional sensor. Therefore, at each 

time step, by employing the visualization algorithm, the readings of the sensors are 

converted into binary images. Subsequently, using the goal direction, an SVM classifier, 
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classifies the binary images to either object-avoidance or wall-following. In case of 

object-avoidance three scenarios can be portrayed. First, the robot is moving towards the 

target with no obstacles in its path (Figure 16 (a)). Second, the robot encounters a not 

very large obstacle while navigating towards the target (Figure 16 (b)). Finally, the target 

is in the range of the robot and there are no obstacles in the path of the robot to the target, 

so the robot can change its heading towards the target (Figure 16 (c)). The last scenario 

usually happens after the robot has navigated around an obstacle or a wall, now it needs 

to change its path back towards the target. An image is classified as wall-following only 

when the robot encounters a wall shaped, or a very large or wide, obstacle while 

navigating towards the target (Figure 16 (d)). However, in this scenario the robot needs to 

decide on which direction (left or right) to follow the wall. Hence, we use another SVM 

algorithm to classify the image patterns to keep-left or keep-right directions. If the former 

is selected, the robot moves alongside the wall while maintaining a safe distance from it 

and keeping the wall to the left side, and vice versa for keep-right. 

 

Figure 16: Examples of three different situations for object-avoidance (a, b and c) and a situation for 

wall-following (d). 
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Given that, multilayer neural networks can be very slow when introduced with too 

many input units [22], it is necessary to reduce the dimensions of the inputs. Therefore, 

before any other process can be done, the dimensions of the images need to be reduced. 

By using a feature extraction method like PCNN, we can extract as many features 

(principal components) required from the images. To keep the general representation for 

the patterns, we extract the same number of features from all of the images. Additionally, 

three similar multilayer neural networks are designed and separately trained using the 

supervised learning. The neural networks will provide driving directions for the robot to 

perform the aforementioned tasks. The driving direction is then passed to the controller to 

navigate the robot. 

3.3 Explanations of Proposed Method 
In section  3.2, we divided our proposed method to smaller subsections and 

explained each part very briefly. In this section a more detailed review of the proposed 

algorithm is provided. 

The visualization section (Figure 12(b)) is the first and most essential section in 

our proposed method. It is very important to have a general representation of the raw 

sensory data for all types of 2-dimensional range sensors so that different types, or 

numbers, of sensors can be processed in the same manner. Therefore, if the networks are 

trained to perform the navigation task using one type of sensor, e.g. laser sensor, then 

they will also be able to extend to other types of sensors, such as sonar sensors, to 

navigate in the environment without requiring any further training. In this part, the data 

retrieved from the sensors are converted into binary images, visualizing the distance of 

the obstacles in front of the mobile robot. These generated images will have the same 
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dimensions regardless of the number of sensor inputs. For example, an image depicted 

from a laser range finder (SICK) (Figure 17 (a)) has the same dimensions (number of 

pixels) as an image created from 8 sonar sensors mounted in front of a robot (Figure 17 

(b)). Therefore, this will allow us to have the same number of features for the inputs of 

the neural networks.  

 

Figure 17: a) Example of visualizing the data from a laser range finder into a binary image. 

b) Example of visualizing the data from 8 sonar sensors into a binary image. 

However, if we apply the plain images as the inputs by means of using each pixel 

as an input unit to the networks, the training process could be very slow due to the large 
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number of pixels. In a very simple scenario where we have images as small as 50×50 

pixels (each pixel will be either black or white), the neural networks will have to process 

2500 input units of zeros and ones which represent black and white pixels respectively. 

Since, multilayer neural networks can be very slow when introduced with too many input 

data [22], it is compulsory to reduce the dimensions of the inputs. This can be done by 

extracting the most relevant and important features from the images using feature 

extraction methods such as GHA, APEX or NMF. Therefore, the second part of the 

algorithm (Figure 12(d)) consists of a dimensionality reduction algorithm to reduce the 

dimensions of the images. One of the best known learning algorithms is the Generalized 

Hebbian Algorithm (GHA) [49], which can extract a selected number of principal 

components from a stationary or quasi-stationary multivariate random process. It applies 

to a single-layered feed-forward neural network described by 𝒛(𝑡) = 𝑸𝑇(𝑡)𝒙(𝑡), where 

𝒙(𝑡) ∈ ℛ𝑝, 𝒛(𝑡) ∈ ℛ𝑚, thus 𝑸(𝑡) ∈ ℛ𝑝×𝑚. The GHA rule writes: 

𝑸(𝑡 + 1) = 𝜇𝒙(𝑡)𝒛𝑇(𝑡) + 𝑸(𝑡)(𝑰𝑚 − 𝜇𝐿𝑇[𝒛(𝑡)𝒛𝑇(𝑡)]) 

where 𝑚 is a small positive learning stepsize, the operator 𝐿𝑇[⋅]  returns the lower-

triangular part of the matrix contained within, and 𝑰𝑚 denotes the identity matrix of size 

𝑚. In addition, to maintain the general representation for the patterns, we extract the 

same number of features from all of the images. However, there is always a trade off 

between speed and performance when deciding on the number of extracted features. 

The classification (Figure 12(c,e)) and prediction (Figure 12(f)) sections compose 

our proposed navigation algorithm. Using the classification segments we decide on which 

action to take at each step. The first SVM classifier (Figure 12(c)) classifies the images as 

object-avoidance or wall-following action, given an image and the direction of the target. 
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If the wall-following action is selected, the other SVM classifier (Figure 12(e)) uses only 

the extracted features of the images to choose a direction to follow the wall. 

However, the prediction section is the core of our proposed navigation algorithm. 

In which, three multilayer neural networks (Artificial Neural Networks A, B and C) are 

trained by using supervised learning with backpropagation algorithm to provide driving 

directions. The chosen number of layers and units in each layer were found empirically to 

facilitate training. These networks are trained only by samples generated using the laser 

range scanner and sonar sensors are used for validation and testing purposes only. 

 

Figure 18: Proposed neural network architectures for a) ANN-A, b) ANN-B and ANN-C 

In the object-avoidance module, an artificial neural network (Figure 18 (a) ANN-

A) is trained to navigate the mobile robot towards the target while avoiding static as well 

as dynamic obstacles. This part of the algorithm will make sure that the mobile robot will 

safely reach its target with no collisions. Since, the network will provide driving 

directions at each sensor reading, this will provide a safe path for the robot to avoid both 

static and dynamic obstacles while maintaining the bearing of the target. During training 
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and normal operation, the input patterns provided to neural network A comprise the 

following components: 

𝑦𝑛
{1} = Extracted features from the binary image. 

𝑦𝑛+1
{1} = Target bearing from the robot’s location. 

where 𝑛 is the number of extracted features. These input values are distributed to the 

hidden units which generate outputs by 

𝑦{𝑙} = 𝑓 �𝑉𝑗
{𝑙}� 

where 

𝑉𝑗
{𝑙} = �Wji

{l}.𝑦𝑖
{𝑙−1}

i

 

where 𝑙 = layer number (2 or 3); 𝑗 = label for 𝑗th unit in hidden layer {𝑙}; 𝑖 = label for 

𝑖th unit in hidden layer {𝑙 − 1}; Wji
{l} = weight of the connection from unit 𝑖 in layer 

{𝑙 − 1} to unit 𝑗 in layer {𝑙}; 𝑓(⋅) = activation function, chosen in this work as hyperbolic 

tangent sigmoid: 

𝑛 =
2

1 + 𝑒−2×𝑛 − 1 

During training, the network output 𝜃𝑎𝑐𝑡𝑢𝑎𝑙  may differ from the desired output 𝜃𝑑𝑒𝑠𝑖𝑟𝑒𝑑 as 

specified in the training pattern presented to the network. A measure of the performance 

of the network is the mean squared difference between 𝜃𝑑𝑒𝑠𝑖𝑟𝑒𝑑 and 𝜃𝑎𝑐𝑡𝑢𝑎𝑙 for the set of 

presented training patterns. 

𝐸𝑟𝑟 =
1
𝑛
�(𝜃𝑑𝑒𝑠𝑖𝑟𝑒𝑑 − 𝜃𝑎𝑐𝑡𝑢𝑎𝑙)2
𝑛

𝑖=1
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where n is the number of training patterns. The error is then back propagated to the 

previous layers using the backpropagation method to train the network. In order to 

determine the appropriate weight adjustments to reduce error, this method requires the 

computation of local error gradients. For the output layer, the error gradient 𝛿{4} is 

𝛿{4} = 𝑓′ �𝑉1
{4}� (𝜃𝑑𝑒𝑠𝑖𝑟𝑒𝑑 − 𝜃𝑎𝑐𝑡𝑢𝑎𝑙) 

The local gradient for units in the hidden layer {𝑙} is provided by 

𝛿𝑗
{𝑙} = 𝑓′ �𝑉𝑗

{𝑙}��𝛿𝑘
{𝑙+1}𝑊𝑘𝑗

{𝑙+1}

𝑘

 

The synaptic weights are updated according to the following expressions 

𝑊𝑖𝑗(𝑡 + 1) = 𝑊𝑖𝑗(𝑡) + Δ𝑊𝑖𝑗(𝑡 + 1) 

and  

Δ𝑊𝑖𝑗(𝑡 + 1) = 𝛼Δ𝑊𝑖𝑗(𝑡) + Δ𝜂𝛿𝑗
{𝑙}𝑦𝑖

{𝑙−1} 

where 𝛼 = momentum coefficient; 𝜂 = learning rate and 𝑡 = iteration number. Every 

iteration is composed of presentation of a training pattern and correction of the weights. 

The final output from the neural network is  

𝜃𝑎𝑐𝑡𝑢𝑎𝑙 = 𝑓(𝑉14) 

where 

𝑉14 = �𝑊1𝑖
{4}𝑦𝑖

{3}

𝑖

 

However, this will only ensure a collision free path to the target, which will not 

provide a solution for navigating around deadlocks and U-shaped objects or for instance 

going from one room to another. Therefore, a wall-following algorithm is a necessity.  
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In the wall-following section of the algorithm, first the features of the sensory 

images are extracted. Then using a pre-trained SVM classifier (Figure 12(e)) a wall-

following direction (keep-left or keep-right) is selected. In this section, two identical 

artificial neural networks (Figure 18 (b)) are separately trained. These will provide 

driving directions for keeping left or keeping right respectively at all times. The 

architecture of these two networks (ANN-B and ANN-C) differ from the object-

avoidance network (ANN-A) in the input layer. During training and normal operation, 

the input patterns provided to the wall-following neural networks consist of only the 

extracted features from the binary image (𝑦𝑛
{1}, 𝑛 being the number of extracted features). 

In other words, these networks provide an output regardless of the direction of the goal. 

Therefore, allowing the robot to safely move out of U-shaped objects and other situations 

such as deadlocks without getting stuck. Besides the difference in the number of units in 

the input layer, the process for backpropagating the error and calculating the output also 

applies to these networks. 

The output, which we will note as driving direction or the steering angle, from the 

neural networks is then passed to the controller (see Figure 12(g)). The robot controller 

calculates the velocity of the left wheel (𝑉𝑙𝑒𝑓𝑡) and right wheel (𝑉𝑟𝑖𝑔ℎ𝑡), and then sends 

commands to drive the robot. A positive output is translated as rotation to the right, and 

vice versa. Based on this assumption the velocities are calculated as 

𝑉𝑟𝑖𝑔ℎ𝑡
𝑉𝑙𝑒𝑓𝑡

=
𝑟1
𝑟

 

where 𝑉𝑟𝑖𝑔ℎ𝑡 is the velocity of the right wheels, 𝑉𝑙𝑒𝑓𝑡 is the velocity of the left 

wheels, 𝑟 is the radius of the curvature of the outside wheels (in this case left wheels) of 
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the robot and 𝑟1 = 𝑟 − 𝑟2 is the inside wheels curvature radius (see Figure 19). The radius 

of the curvature is determined from 

𝑟 =
𝑟2 × 𝑥

|𝜃|  

where 𝑥 is an arbitrary value, 𝑟2 is the width of the robot, 𝜃 is the steering angle (driving 

direction). The width of the robot is known, therefore 𝑥 is used to determine the total 

curvature desired for rotating the robot.  

 

Figure 19: Concept of the motion controller with respect to steering angles. 
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The velocity of the left wheel (𝑉𝑙𝑒𝑓𝑡) is set to an arbitrary value which determines 

the movement speed of the mobile robot. The same equations apply when steering to the 

left (steering angle is less than zero). But in this case the velocities are inverted 

𝑉𝑙𝑒𝑓𝑡
𝑉𝑟𝑖𝑔ℎ𝑡

=
𝑟1
𝑟

 

This approach is proved in experiments to positively affect the robot’s movement 

resulting in smooth and continuous movements while navigating towards the target. 

3.4 Summary 
In this chapter, we proposed a general method for interpretation of different types 

of sensors, such as laser range scanner and ultrasonic sensors. We also proposed a new 

algorithm to perform the navigation task using our interpretation of sensory data. 

According to the analysis, it is expected that our approach can provide a generalized 

representation of the sensor’s data for different types and numbers of sensors. On the 

other hand, it is also expected that this approach provides driving directions for mobile 

robots to safely plan a path to their destination while avoiding obstacles for different 

types and numbers of 2-dimensional sensors while trained with only one kind of 2-

dimensional range sensor. In the next chapter, we will demonstrate the above analysis. 

The detailed implementations of the above proposed approach and the experimental 

results will also be presented in the following chapter. 
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Chapter 4 

Implementation and Analysis of Results 
In this chapter, we present the implementation details of our experiments in 

section  4.1, which includes simulation environment and its details, programming 

environment, and implementation of our proposed algorithm. The experimental results 

are given in section  4.2. 

4.1 Implementation Details 

4.1.1 Simulation Environment 

USARSim (Unified System for Automation and Robot Simulation) [88,89] has 

been designed as a highly reliable simulation of urban search and rescue (USAR) robots 

and environments which is intended as a research tool for the study of human-robot 

interaction (HRI) and multirobot coordination. Since its initial release, it has been 

expanded to support many diverse environments including highway robots, the DARPA 

urban challenge, robotic soccer, submarines, humanoids, and helicopters. USARSim is 

designed as a simulation companion to the National Institute of Standards’ (NIST) 

Reference Test Facility for Autonomous Mobile Robots for Urban Search and Rescue 

[90]. The NIST USAR Test Facility is a standardized disaster environment consisting of 

three scenarios: Yellow, Orange, and Red physical arenas of progressing difficulty. The 

USAR task focuses on robot behaviours, and physical interaction with standardized but 

disorderly unstructured environments. USARSim supports HRI by accurately rendering 

user interface elements (particularly camera video), accurately representing robot 
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automation and behaviour, and accurately representing the remote environment that links 

the operator’s awareness with the robot’s behaviours. [88,89] 

Full effort of USARSim is dedicated to the robotics-specific tasks of modeling 

platforms, control systems, sensors, interface tools and environments. This is done by 

offloading the most difficult portions of simulation to a high volume commercial 

platform, which provides superior visual rendering and physical modeling. High 

reliability, at low cost, is made possible by constructing the simulation on top of a game 

engine (Unreal Tournament 2004). The robotics-specific tasks are in turn, accelerated by 

the advanced editing and development tools integrated with the game engine leading to a 

virtuous spiral in which a widening range of platforms can be modeled with greater 

reliability in less time. [88,89] 

The current release of the simulation consists of: various environmental models 

(levels), models of commercial and experimental robots, and sensor models. For full 

documentation, please see [89]. 

The protocol used for communication by Unreal engine is proprietary. This makes 

it difficult for other applications to access Unreal Tournament. Hence, researchers have 

built a modification to Unreal Tournament (Gamebots) to connect Unreal engine with 

outside applications. It opens a TCP/IP connection in Unreal engine to exchange 

information with the outside. Some changes are applied to Gamebots to support 

USARSim control commands and messages which enables Gamebots to communicate 

with the controllers. [89] 
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4.1.1.1 Sensor Simulation 

In robot control, sensors are very important. Three kinds of sensors are simulated 

in USARSim through checking the state of the object or some calculations in the Unreal 

engine: [89] 

 “Proprioceptive sensors” (These include battery state and headlight state) 

 “Position estimation sensors” (These include location, rotation, and velocity 

sensors.)  

 “Perception sensors” (These include sonar, laser, pan-tilt-zoom (ptz) camera, 

touch sensor, and RFID tag reader.)  

All of the sensors in USARSim are configurable and a sensor can be easily 

mounted on a robot by adding a line into the robot’s configuration file. When mounting a 

sensor to a robot, the sensor’s name, type, position (where it is mounted), and the 

direction it will face can be specified. For every type of sensor, certain properties can be 

configured. Examples of these properties include the maximum range of the sonar, the 

resolution of the laser and FOV (field of view) of the camera. [89] 

Range Sensor 

The range sensors are used to detect distances from objects and walls in the 

environment. There are two types of range sensor in USARSim; sonar and Infra Red (IR). 

Essentially, the range sensor is simulated by emitting a line from the position of the 

sensor along its direction in the Unreal world. The first point reached by the line is the hit 

point. Therefore, the distance between the hit point and the sensor is returned as the range 

value for that sensor. If the range is beyond the range which the sensor can detect, the 

maximum detection range will be returned. To simulate random noise, a random number 
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is added to the range value before the data is sent back. In addition, to simulate the real 

range sensor, a distortion curve is employed to interpolate the range data. [89] 

For sonar sensors, it tries to emit several lines from the sensor within its beam 

cone instead of emitting just one line (see Figure 20). Therefore, the range value in sonar 

sensors is the shortest distance detected by the lines. For Infra Red (IR) sensor, only one 

line is used. However the line can cross through transparent materials (glass). 

 

Figure 20: A mobile robot with 8 sonar sensors. 

Range Scanner Sensor 

In USARSim, the range scanner sensor is very similar to the range sensor as it is 

treated as a series of range sensors. The data for the range scanner sensor is obtained by 

rotating the range sensor from the start direction to the end direction in a fixed step where 

the step interval is calculated from the resolution. [89] 

There are two types of range scanners; IRScanner and RangeScanner (also known 

as the laser range scanner). The IR scanner uses the IR sensor (which the detection line 

can cross transparent materials) to scan the environment. While the RangeScanner sensor 

uses the range sensor (only emits one detection line) to scan the environment (see Figure 

21).  
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Figure 21: A mobile robot with a RangeScanner (Laser Range Finder). [91] 

4.1.1.2 Robot Simulation 

By employing the Karma rigid-body physics engine embedded in Unreal 

Tournament 2004, a robot model can be built to simulate a real world mechanical robot. 

The robot model comprises of “chassis, parts (tires, linkage, camera frame etc.), and other 

auxiliary items such as cameras, headlights, etc”. All the chassis and parts are connected 

to each other by means of simulated joints that are driven by torques. Three kinds of joint 

control are supported in the robot model; the zero-order control, which makes the joint 

rotate by a specified angle; the first-order control, which lets the joint rotate under the 

specified rotational speed; finally, the second-order control which applies the specified 

torque on the joint.[89] 

A list of USARSim robots is displayed below. Images of real world mechanical 

robots and the simulated versions of them are also shown. 

 P2AT is a 4-wheel drive all-terrain pioneer robot from ActivMedia Robotics, LLC 

[92].  
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Figure 22: a) Mechanical P2AT. b) Simulated P2AT. [89] 

 P2DX is the 2-wheel drive pioneer robot from ActivMedia Robotics, LLC [92]. 

 

Figure 23: a) Mechanical P2DX. b) Simulated P2DX. [89] 

 ATRV-Jr is a 4-wheel drive outdoor all terrain robot vehicle developed by iRobot 

[93]. 

 

Figure 24: a) Mechanical ATRVJr. b) Simulated ATRVJr. [89] 
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 Zerg is a 4WD (4-wheeled) robot, which also has been developed and deployed by 

the team “Rescue Robots Freiburg” [94] during RobotCup05. The simulation model 

was also developed at University of Freiburg, and has been further improved and 

merged into USARSim by the University of Pittsburgh. [89] 

 

Figure 25: a) Mechanical Zerg. b) Simulated Zerg. [89] 

 Tarantula is a toy-based robot which was first turned into a robot platform named 

"Lurker" by the team "Rescue Robots Freiburg" [94]. They used the modified version 

in the Rescue Robot League during the RoboCup 2005 competition. The Tarantula 

model, which is now part of the USARSim package, was originally developed at the 

University of Freiburg and has been further improved and merged into USARSim by 

the University of Pittsburgh [89]. 

 

Figure 26: a) Mechanical Trantula. b) Simulated Trantula. [89] 
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 Talon is a lightweight tracked vehicle built by Foster-Miller for missions ranging 

from reconnaissance and weapons delivery to rescue. 

 

Figure 27: a) Mechanical Talon. b) Simulated Talon. [89] 

For the convenience of our project we have only used some of these robots. 

4.1.2 Programming Environment 

A schema of our programming structure can be seen in Figure 28. Typically, a 

controller is the user side application that is used for research, such as robotics study, 

team cooperation study, human robot interaction study etc. Usually, the controller works 

in a way that it first connects with the Unreal server. Then it sends commands to 

USARSim to spawn a robot. After the robot is created on the simulator, the controller 

listens to the sensor data (sent every third of a second from the server) and sends 

commands to control the robot. 
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Figure 28: Programming Structure Schema 

To reduce the complexity of programming, we have used MATLAB and its 

powerful toolboxes to implement the core decision making part of our algorithm. In order 

to connect to the USARSim server and to send and receive commands, Microsoft .Net 

(C#) is used. Therefore, we use MATLAB as an automation server from C# using the 

engine interface via com automation. This allows us to simultaneously debug our 

application from both the C# side and the MATLAB side, using debuggers on each side. 

As depicted in Figure 28, after a sensor reading is retrieved from the USARSim 

server, the sensory data is visualized into a binary image in the “Sensor Visualization” 

section of the .Net Environment. This image is then be converted into a vector of zeros 

and ones and sent to MATLAB along with the goal direction. In MATLAB, firstly we 

decide which action to take based on the data introduced from C#. If the object-avoidance 

action is selected, then the features of the binary image are extracted and introduced to a 
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pre-trained neural network (ANN-A). We have trained the networks to provide the 

steering direction to the controller to safely navigate the mobile robot in the environment. 

On the other hand, if the first SVM decides that a wall-following action is required, then 

after extracting the features of the image, another SVM decides on the direction of the 

wall-following. A brief overview of the algorithm implemented in MATLAB is given in 

section  3.3 and is explained in details in the following sections. 

4.1.3 Sensor Data Visualization 

As mentioned in  Chapter 3, the visualization part is the most important part of our 

algorithm. By visualizing the sensors’ data retrieved from the server, the whole structure 

will have the ability to generalize for different types of sensors. In other words, if the 

networks are trained to perform the navigation task using one type of sensor, e.g. 

RangeScanner, then they will also be functional for other types of sensors, e.g. Sonar, 

without requiring any further training. 

For this purpose the data from different sensors are visualized in 50×50 pixels 

bitmaps covering a 25 meter area (5×5 meters). Figure 17 and Figure 29 illustrate 

examples of how the sensor readings are visualized into images. Therefore, each pixel of 

the image represents 10 centimetres in the simulation environment (1:10 scale factor). 

Typically, for local navigation and obstacle avoidance, 5 meters of distance is sufficient. 

Unless objects are closer than 5 meters there is no need to change the bearing of the 

mobile robot to avoid them. Moreover, for detecting obstacles on either sides of the 

mobile robot, 2.5 meters will be satisfactory as the robot will only need the side sensors 

to safely rotate in both directions. 
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Figure 29: a) Environment Sample b)RangeScanner Visualization c) Sonar Sensor Visualization 

For the RangeScanner, the server returns 181 values at every sensor reading, 

representing the distance of obstacles in 180 degrees in front of the robot (0° −180°). 

Therefore, this sensor can be visualized by drawing white lines, on a black image, from 

the origin of the sensor with a length equal to the distances in their corresponding 

directions (see Figure 29(b) and Figure 30(b)). Note that the data from the sensors needs 

to be scaled to match the 1:10 scale factor mentioned above. The maximum range of 

obstacles detected with the laser range finder is 20 meters. Thus, any object that is 

detected outside of the 5 meter range will be ignored as it will not affect the obstacle 

avoidance algorithm. 

Visualization of the sonar sensor is somewhat different than the laser range finder. 

Each value from the sonar sensors represents the distance from the closest object in a 20° 

cone in the orientation of that sensor. Therefore, in the direction of each sonar sensor we 

have to draw a 20° pie, where the length of each pie will be a scaled value of the distance 

from the detected object. Figure 29(c) and Figure 30(c) depict visualizations of the 

environments in Figure 29(a) and Figure 30(a) respectively, using 8 sonar sensors 
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mounted in front of the robot. The sonar sensors we use can detect obstacles up to 5 

meters. Due to the noise in their values, the accuracy of the detected objects is not as high 

as laser range scanners. Therefore, there are some errors, specially, when objects are 

farther than 3 meters. For example, in Figure 30(c), the obstacle on almost 45° to the left 

side of the robot has not been detected even though there are two sonar sensors pointing 

in that direction. A similar distribution of the sonar sensors which has been used to 

generate this image can be seen in Figure 20 on page 56. 

 

Figure 30: a) Environment Sample b)RangeScanner Visualization c) Sonar Sensor Visualization 

The binary image is a 2-dimensional representation of safe (white pixels) and 

unsafe (black pixels) areas in the environment. In other words, Black represents 

obstacles, walls (in general any non-traversable area) and unknown areas, and, 

alternatively, traversable areas are represented by white. Before introducing these images 

to the next level, we need to convert them to vectors of values so they can be processed. 

To do this, in a 50×50 matrix we assign the values of 0 and 1 to represent black and 

white pixels respectively. Eventually, we can collapse the matrix to collect the row 

contents into a vector of 2500 binary values. This vector, along with the goal direction, 
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which has also been retrieved from the server, is passed to the MATLAB environment for 

further processing. 

4.1.4 Algorithm Implementation 

To benefit from the toolboxes implemented in MATLAB and simplicity of 

programming, a major part of the algorithm has been implemented using MATLAB 

2010b and its neural network and machine learning toolboxes. 

 

Figure 31: Flowchart of algorithm implemented in MATLAB. 

A support vector machine (SVM) is trained by introducing it with 150 training 

samples gathered from the simulation environment using the laser range scanner. A 

Radial Basis Function (RBF) with sigma value equal to 10 is used for the kernel of this 
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SVM. It is noteworthy to mention the configurations and settings of separate components 

are found empirically. This SVM will classify any new sample to either object-avoidance 

or wall-following at each time step. The algorithm implemented in this section can be 

pictured as two modules; object-avoidance and wall-following (see Figure 31).  

Object-Avoidance 

The object avoidance module has the responsibility of producing a safe driving 

direction for the mobile robot to navigate towards the target while avoiding any obstacles 

in its path. For this purpose a multi-layer neural network is trained using Levenberg-

Marquardt backpropagation algorithm in MATLAB (trainlm) to produce the steering 

direction. trainlm is a network training function that updates weight and bias values 

according to Levenberg-Marquardt optimization [95]. Validation vectors are used to stop 

training early if the network performance on the validation vectors fails to improve or 

remains the same for maximum fail epochs (number of iterations) in a row. Test vectors 

are used as a further check that the network is generalizing well, but do not have any 

effect on training. The network's performance is measured according to the mean of 

squared errors (mse function in MATLAB). The learning rate (𝜂) and momentum (𝛼) 

were found empirically to be 0.3 and 0.06 respectively. 

However, when the number of input units of a neural network is too large, the 

training time will significantly increase. Therefore, in our case, where we have 2501 

input units (2500 units for the image vector and 1 unit for the target direction), which is 

considered to be a very high number, we need to reduce the dimension of the data. For 

this, we have used a Principal Component Neural Network (PCNN), trained using the 

Generalized Hebbian learning Algorithm (GHA), to reduce the dimension from 2500 to 
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100 features (for more details about GHA see section  2.2.2). The PCNN has been trained 

using 100 training patterns from the laser range scanner of the P2AT mobile robot. Other 

algorithms such as Adaptive Principal component EXtractor (APEX) have also been 

tested but haven’t performed as well as GHA in general. As mentioned in the previous 

chapter, there is a trade off between performance and speed when selecting the number of 

extracted principal components. Through experiments, we came to believe that 100 

features are sufficient for our proposed method, which maintains a reasonable training 

speed and at the same time a high accuracy. Therefore, these 100 features (principal 

components) with the goal direction will form the inputs of our multi-layer neural 

network ANN-A (in Figure 31). A detailed structure of ANN-A is illustrated in Figure 

32. This network consists of one input layer with 101 units, two hidden layers and an 

output layer. The output unit uses a linear transfer function (purelin function in 

MATLAB) where it just transfers the sum of its input values to the output (Figure 33). 

 

Figure 32: 3-layer Artificial Neural Network (ANN-A) 
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Figure 33: Linear Transfer Function 

 The first and second hidden layers are composed of 4 and 6 neurons respectively 

with a hyperbolic tangent sigmoid transfer function (Figure 34). In [96] the 𝑡𝑎𝑛𝑠𝑖𝑔 is 

defined as 

𝑎 =
𝑒𝑛 − 𝑒−𝑛

𝑒𝑛 + 𝑒−𝑛
 

However, a look on the MathWorks homepage with the keyword tansig will show that 

𝑡𝑎𝑛𝑠𝑖𝑔(𝑛) calculates its output according to: 

𝑎 =
2

1 + 𝑒−2×𝑛 − 1 

This is mathematically equivalent to 𝑡𝑎𝑛ℎ(𝑛). It differs in that it runs faster than the 

MATLAB implementation of 𝑡𝑎𝑛ℎ, but the results can have very small numerical 

differences. This function is a good trade off for neural networks, where speed is 

important and the exact shape of the transfer function is not. 

 

Figure 34: Tan-Sigmoid Transfer Function  
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Wall-Following 

As mentioned before, in order to move around large objects or navigate from one 

room to another, a wall following method is required. In some cases, such as when the 

robot encounters U-shaped objects or should navigate to another room to reach its target, 

the mobile robot needs to drive in the opposite direction of the target. This is possible if 

the direction of the goal is not considered in the wall following method. Therefore, in this 

module the target’s direction does not affect the decision made by the neural networks. 

Upon reaching a wall or a wide obstacle a left or right direction is selected for navigating 

around the wall. Until the object avoidance action is not triggered again, the direction of 

wall-following will be maintained. For example, if the robot is following the wall and 

keeping right (the walls will always be on the right side of the robot), then it will never 

change the wall-following direction unless the object-avoidance action is required. In 

other words, the direction to follow the wall is decided only at the time of changing from 

object-avoidance to wall-following. 

In the wall following module same PCNN and neural network structures as in the 

object avoidance module have been used. Except that in this case we are not concerned 

with the goal direction. As a result, we extract the same number of features from the 

image vectors, as we did in object avoidance module, using PCNN trained by GHA. The 

PCNN in this section is trained using 300 training patterns, 150 patterns for each 

direction of wall-following, from the laser range scanner of a P2AT mobile robot.  

An SVM is also trained with 200 training patterns to classify the new samples into 

keep-right or keep-left classes. When a robot is moving alongside a wall, while 
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maintaining a certain distance from the wall and keeping the wall on its left or right, we 

declare that it’s keeping-left or keeping-right respectively.  

Two neural networks, ANN-B and ANN-C, provide driving directions to keep-left 

and keep-right respectively, regardless of the goal direction. This ensures that, if required, 

the robot drives away from the target in order to go around large objects or move from 

one room to another without getting trapped in a deadlock (see Figure 35). Both these 

networks are trained by providing them with 1500 training patterns. Their network 

structure is similar to the structure of ANN-A with a difference in the number of input 

neurons. In the two wall-following neural networks (ANN-B and ANN-C) only the 

extracted features from the PCNN algorithm form the input layer. As mentioned before, 

the direction of the target has no affect on the final output of the network. Therefore, we 

do not consider it in our network structure. The transfer functions in different layers and 

the performance measurement of the whole network are the same as ANN-A. However, 

through empirical observation we found the learning rate (𝜂) equal to 0.001 and 

momentum equal to 0.05. 

 

Figure 35: Mobile robot's path a) without a wall-following algorithm b) with a wall-following 

algorithm, when encountering a U-shaped obstacle. 
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After the driving direction has been calculated by the neural networks, the output 

value is passed back to the .Net environment. Using C#, a robot controller has been 

implemented to provide necessary commands to the server to drive the robot based on the 

driving direction. 

4.1.5 Robot Controller 

The robot controller calculates the velocity of the left wheel (𝑉𝑙𝑒𝑓𝑡) and right 

wheel (𝑉𝑟𝑖𝑔ℎ𝑡) based on the driving directions received from the MATLAB part of the 

algorithm, and then sends commands to the USARSim server to drive the robot. The 

output of the network has to be converted in a meaningful way into velocities for the left 

and right wheels. Figure 36 shows two situations where the robot has encountered an 

obstacle in front of it while moving towards the target. From the neural networks, driving 

directions of 90 degrees and 45 degrees have been calculated for Figure 36(a) and Figure 

36(b) respectively.  

 

Figure 36: Two obstacle-avoidance examples in mobile robot motion control. 

a) 90° rotation to the right b) 45° rotation to the right. 
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If the output angle is greater than zero which means the robot has to rotate to the 

right, the velocities are calculated as 

𝑉𝑟𝑖𝑔ℎ𝑡
𝑉𝑙𝑒𝑓𝑡

=
𝑟1
𝑟

 

where 𝑉𝑟𝑖𝑔ℎ𝑡 is the velocity of the right wheels, 𝑉𝑙𝑒𝑓𝑡 is the velocity of the left wheels, 𝑟 

is the curvature of the outside (in this case left side) wheels of the robot and 𝑟1 = 𝑟 − 𝑟2 

is the inside wheels curvature of the robot. The radius of the curvature is determined from 

𝑟 =
𝑟2 × 𝑥

|𝜃|  

where 𝑥 is an arbitrary value, 𝑟2 is the width of the robot, 𝜃 is the steering angle (driving 

direction). The width of the robot is known, therefore 𝑥 is used to determine the total 

curvature desired for rotating the robot. In our case we have 𝑥 = 90𝑐𝑚. Hence, if the 

steering angle (𝜃) is equal to 90°, we will have 𝑟 = 𝑟2,  therefore, 𝑟1 = 0. This means that 

the velocity of the right wheel is zero (𝑉𝑟𝑖𝑔ℎ𝑡 = 0). The velocity of the left wheel (𝑉𝑙𝑒𝑓𝑡) 

is set to an arbitrary number which can be changed during the simulation. This value 

determines the movement speed of the mobile robot.  

The same equations apply when steering to the left (steering angle is less than 

zero). But in this case the velocities have to be inverted 

𝑉𝑙𝑒𝑓𝑡
𝑉𝑟𝑖𝑔ℎ𝑡

=
𝑟1
𝑟

 

Note that the left hand side of the equation has been inverted. The equation to calculate 𝑟 

and 𝑟1 is the same as rotating to the right. 

By looking at the image and the given equations if 𝑟1 = 1
2
𝑟2, then 𝑟 will be 

smaller than 𝑟2 which in this case the velocity of the right wheel will obtain a negative 
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value. Therefore, the robot will rotate in its current position without moving forward. 

This is mainly used when we want the robot to completely turn around or to avoid 

collision with very close obstacles. 

Figure 19 on page 51 shows how the mobile robot steers, given different steering 

angles (driving directions). As the steering angle gets closer to zero, the curvature 

becomes straighter. This will positively affect the robot’s movement to not to make 

sudden changes when it is approaching the target. On the other hand, when the steering 

angle gets closer to 180 degrees the circle becomes smaller and smaller, therefore 

affecting the robot to rotate on a very smaller curve.  

This approach will positively affect the robot’s movement resulting in smooth and 

continuous movements while navigating towards the target. 

4.2 Experimental Results 
In this section we present experiments conducted with the simulated robots. The 

central question driving our experiments is: to what extent can mobile robots successfully 

navigate to their targets without any collisions, when the algorithm is trained using a 

different type of sensor from another robot or the same robot. 

In the following experiments we use USARSim server which is installed on top of 

the Unreal Tournament game engine. Under the help of this tool, we can test our 

proposed method in a variety of scenarios. We can also track the path traversed by a 

mobile robot within the environment. 

4.2.1 Training 

Our experiments were conducted with three different simulated robots; P2AT, 

Zerg, and Talon (see section  4.1.1.2 for details about these robots). Furthermore, three 
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different configurations of two types of sensors (laser range scanner and ultrasound 

sensor) have been used to perform navigation in different environments as shown in 

Figure 37. Because of the physical availability of actual robots and various sensors we 

have limited our research to the simulation environment. However, as previous 

experiments have shown, neural networks trained in simulation environments can also be 

applied to real world robots to perform navigation tasks [19-21]. 

 

Figure 37: Different sensor distributions. a) laser range scanner.  

b) 8 sonar sensors. c) 5 sonar sensors. 

Figure 38 shows an example of the view area of a mobile robot which is used for 

the navigation and obstacle avoidance purpose.  

 

Figure 38: An example of robots view in an environment. 
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The generated image from the sensor readings which is covered by the view port will be 

used as the input to our algorithm. To demonstrate the differences between the three 

robots and their sensor settings, Table 2 depicts the sensor readings of the robots with 

three different configurations of sensors from the position shown in Figure 38. 

Table 2: Examples of sensor readings of different sensors from three different mobile robots. 

 Sensors 
Robot 

(dimensions) Laser 8 Sonars 5 Sonars 

P2AT 
 

Length=0.5239m 
Width=0.4968m 
Height=0.2914m 

   

Talon 
 

Length=0.9117m 
Width=0.5903m 
Height=0.3654m 

   

Zerg 
 

Length=0.3112m 
Width=0.4154m 
Height=0.1211m 

   
 

For training purposes, only the laser sensor readings and the P2AT mobile robot 

have been used. To train the object-avoidance network (ANN-A), 3000 training patterns 

are gathered from the environment shown in Figure 39 (Figure 40 shows the 3D view of 

the same environment) by manually navigating the robot from the starting positions to the 

target and saving the sensor readings, the target’s direction and the robot’s current 

steering angle at a certain time step (1 second).  
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Figure 39: A 2D top view of our training environment for object-avoidance. 

 

Figure 40: A 3D view of our training environment for object avoidance. 
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When training a Neural Network, in order to avoid overfitting, generalization is 

an important feature to consider. Overfitting may occur when the error on the training set 

is reduced to a very small value. Hence, the network will perform very well for that 

specific training set because it has memorized the training examples. However it cannot 

learn to adapt to new situations. In other words it is not generalized. [17,22] 

There are several methods in which the generalization of the network can be 

improved without sacrificing accuracy [17,22,96]. A commonly used method is known as 

Early Stopping. This method employs validation to stop the training process when the 

network starts to overfit the data. By passing a validation set, the training function will 

test this new data set at certain points in the training phase to understand how the network 

is responding for other inputs. The training will stop when the error of the validation set 

starts to increase which generally indicates overfitting.  

Thus, for testing and validation of our network, we used 3000 patterns collected 

using only the sonar sensors to prevent the networks from overfitting.  

To train the wall-following network, ANN-B, we used a different environment, as 

shown in Figure 41. A 3D view of the simulated environment in Unreal Tournament can 

also be seen in Figure 42. For this purpose the robot was driven manually in this 

environment only following the wall and keeping-left. 1500 laser scanner readings from 

P2AT robot were collected. These data were gathered by navigating to the target from 

different starting positions moving alongside the wall and keeping-right at all times. 

Moreover, 1500 patterns from the sonar sensors were gathered for testing and validation 

purposes. The same environment, but mirrored, was used for collecting same amount of 

training data for ANN-C (keep-right).  
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Figure 41: A 2D top view of our training environment for wall-following. 

 

Figure 42: A 3D view of our training environment for wall-following 
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The action-SVM, which decides on which action to take at each time step, has 

been trained by providing it with 150 patterns; 75 patterns for object-avoidance and 75 

patterns for wall-following. To train the direction-SVM, we have introduced it with 200 

patterns (100 samples for each class) to classify keep-left and keep-right. A few examples 

of these training patterns are depicted in Table 3. Table 3(a) shows some training samples 

used for training the action-SVM. Table 3(b) also shows a few examples of patterns used 

for training the direction-SVM. Note that the direction of the target is not considered in 

the classification of the patterns in the direction-SVM. Due to the fact that keep-left and 

keep-right directions are opposite of each other, therefore mirrored patterns of keep-left 

patterns can be used for keep-right training patterns. 

Table 3: Examples of training patterns for training a) the action-SVM, and b) the direction-SVM.  

(a)  (b) 

Action Sample 
Target’s 
Direction 

 Direction Sample 

Object 
Avoidance 

 
27°  

Keep 
Left 

 

 
45°  

 

 
10°  

 

 
-55°  

 

Wall 
Following 

 
-1°  

Keep 
Right 

 

 
1°  

 

 
4°  

 

 
-5°  

 
 



80 
 

80 

Table 4 compares performances and training times of three feature extraction 

methods, GHA, APEX and NMF, for training object avoidance and wall following neural 

networks, ANN-A, ANN-B and ANN-C. The values in the table illustrate the mean of 10 

performance tests carried out for each network and each feature extraction method. The 

performance columns show the mean squared error for training the neural networks. So, 

lower values in the performance columns show better performances of the trained neural 

networks. Also the regression columns describe the relationship between predictor and 

response variables. The bold values in the table highlight the best performances and 

training times for the networks using different feature extraction methods. 

As shown in the table, the training speed of NMF is noticeably faster than the 

other two methods. The extracted features, using this method, even have some affects on 

reducing the training time of the neural networks. However, as there is always a trade-off 

between speed and accuracy, compared to the other methods, the NMF method has the 

lowest training performance. Typically, we are looking for a feature extraction method 

that extract features which can result in higher training performances with a view to 

better generalization. In our case the training time does not affect the overall performance 

of our proposed method. Therefore, based on our experiments shown in Table 4, we have 

chosen GHA for testing our algorithm in different environments. As it can be seen from 

the table, the GHA method has the highest performance in training the networks and 

generalizes very well to the validation set. The APEX method is not considered due to the 

fact that its performance is not as good as GHA and it also has a higher training time. 
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Table 4: Comparison of three feature extraction methods for training ANN-A, ANN-B and ANN-C 

using the average value of 10 performance trainings.  
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Figure 43 and Figure 44 depict the regression and error plots for training ANN-A 

from our algorithm. As it can be seen from Figure 44, the mean squared error of the 

validation and test samples start to increase after epoch 13. Therefore to prevent the 

network from over fitting the training samples and to be able to generalize to new 

samples, training is halted at epoch 13. The regression plots in Figure 43 show the results 

of the networks outputs for the training patterns compared to the actual targets at step 13. 

 

Figure 43: Regression plots for training ANN-A with 3000 training samples and 3000 samples for 

testing and validation. 
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Figure 44: Performance plot for training ANN-A 

Regression and performance plots of training results for keep-left and keep-right 

wall following networks are shown in Figure 45 through Figure 48. Based on the 

performance plots we can see that the networks have obtained the best validation 

performance for training ANN-B and ANN-C at epochs 16 and 12 respectively. The plots 

show very good results for the laser scanner patterns (training samples). Although the 

accuracy in comparison to the validation and testing patterns are a bit lower than the 

training samples, the final result is satisfying. As we will see further in this chapter, 

navigation results of different types of sensors are very satisfying. This shows the fact 

that our algorithm has the ability to generalize for different types of sensors. 
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Figure 45: Regression plots for training ANN-B with 1500 training samples and 1500 samples for 

testing and validation. 
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Figure 46: Regression plots for training ANN-C with 1500 training samples and 1500 samples for 

testing and validation. 
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Figure 47: Performance plot for training ANN-B 

 

Figure 48: Performance plot for training ANN-C 
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4.2.2 Testing 

To test our algorithm, we have conducted experiments in several environments as 

shown in Figure 49. Three environments have been replicated from [19] (Figure 49(a-c)), 

comparing their results to ours. Another environment created by ourselves (Figure 49 (d)) 

to show the wall following and object avoidance actions in a more difficult environment. 

Experiments are done using three different robots (P2AT, Talon and Zerg). Three 

different sensors (laser range scanner, 8-sonar sensors and 5-sonar sensors) have been 

mounted on to each robot. The orientations of the sensors are the same in all three robots. 

However, due to dissimilarity in the robots’ dimensions, the locations of the mounted 

sensors are different. 

 

Figure 49: Four environments used for testing our algorithm 
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Environment 1: Figure 50 shows the first environment selected for our 

experiments. This figure shows the experimental result and simulation result conducted 

by Parhi and Singh in [19]. We have simulated this environment in Unreal Tournament’s 

engine as shown in Figure 51. The dimensions of this environment are width=12.4m and 

height=9.2m. Figure 52 through Figure 57 show our simulation results for the three 

robots in the first environment. In this environment only the object avoidance action is 

used, as there are no wall shaped objects or very large obstacles in the path of the robot. 

Figure 52, Figure 53 and Figure 54 display the navigation results (paths) from 

starting position to the target for all three sensor types for P2AT, Talon and Zerg 

respectively. As it can be seen from these images, the navigation paths of laser scanner 

and 8-sonar sensors are very similar. The path traversed while using 5-sonar sensors is to 

some extend different from the other two sensors. However, it still has a successful 

navigation from the starting point to the goal. 

Figure 55, Figure 56 and Figure 57 show navigation paths of all three mobile 

robots using laser range scanner, 8-sonar sensors and 5-sonar sensors respectively. In 

these images we compare the paths generated using one type of sensor for different 

mobile robots. The results show how paths traversed by different types of robots using 

one kind of sensor are very similar regardless of the dimensions of the robots and how the 

sensors are mounted on the mobile robots. 
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Figure 50: Experimental and simulation results from [19] in environment 1 

 

Figure 51: Simulated environment #1 in Unreal Tournament engine. 
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Figure 52: Simulation results for P2AT using three different sensors in environment 1. 

 

Figure 53: Simulation results for Talon using three different sensors in environment 1. 
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Figure 54: Simulation results for Zerg using three different sensors in environment 1. 

 

Figure 55: Simulation results for P2AT, Talon and Zerg using laser range scanner in environment 1. 
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Figure 56: Simulation results for P2AT, Talon and Zerg using 8-sonar sensors in environment 1. 

 

Figure 57: Simulation results for P2AT, Talon and Zerg using 5-sonar sensors in environment 1. 
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Environment 2: Figure 58 shows the simulation path conducted by Parhi and 

Singh in [19] in the second environment. Figure 59 depicts the simulation of the second 

environment in Unreal Tournament’s engine. The dimensions of this environment are 

width=8m and height=9.2m. Figure 60 through Figure 65 show our simulation results for 

the three robots in the second environment. This environment is designed to test the 

ability of the robot in wall following in a very simple scenario. 

Figure 60, Figure 61 and Figure 62 display the navigation results (paths) from 

starting position to the target for all three sensor types for P2AT, Talon and Zerg 

respectively. As it can be seen from these images, the navigation paths of laser scanner 

and 8-sonar sensors are very similar. The path traversed while using 5-sonar sensors is to 

some extend different from the other two sensors. However, it still has a successful 

navigation from the starting point to the goal. From these results we can see that the 

navigation path using different sensors are very different. As it can be seen the paths 

traversed using the laser sensors are shorter than the other two sensors. 

Figure 63, Figure 64 and Figure 65 show navigation paths of all three mobile 

robots using laser range scanner, 8-sonar sensors and 5-sonar sensors respectively. In 

these images we compare the paths generated using one type of sensor for different 

mobile robots. Same as the previous environment, these results also show how paths 

traversed by different types of robots using one kind of sensor are almost the same 

regardless of the dimensions of the robots and how the sensors are mounted on them. 
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Figure 58: Simulation result from [19] in environment #2 

 

Figure 59: Simulated environment #2 in Unreal Tournament engine 
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Figure 60: Simulation results for P2AT using three different sensors in environment #2 

 

Figure 61: Simulation results for Talon using three different sensors in environment #2 
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Figure 62: Simulation results for Zerg using three different sensors in environment #2 

 

Figure 63: Simulation results for P2AT, Talon and Zerg using laser scanner in environment #2 
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Figure 64: Simulation results for P2AT, Talon and Zerg using 8-sonar sensors in environment #2 

 

Figure 65: Simulation results for P2AT, Talon and Zerg using 5-sonar sensors in environment #2 
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Environment 3: Figure 66 shows the navigation path of the experiment 

performed by Parhi and Singh in [19] in the third environment. Figure 67 illustrates the 

simulation of the third environment in Unreal Tournament’s engine. The dimensions of 

this environment are width=16m and height=16.2m. Figure 68 through Figure 73 show 

our simulation results for the three robots in the third environment. This environment is 

designed to test the ability of the robot in wall following in a more complicated scenario 

than the last one. 

Figure 68, Figure 69 and Figure 70 display the navigation results (paths) from 

starting position to the target for all three sensor types for P2AT, Talon and Zerg 

respectively. By comparing the paths of laser range scanner, 8 sonar sensors and 5 sonar 

sensors in these images, we can see that the results are not very similar as it was the case 

in the previous two environments. This illustrates the fact that the size and complicity of 

the environment has a direct affect on the paths traversed using different sensors. 

However, we can still see a successful navigation from the starting point to the target. 

From these results we can conclude that the navigation path using different sensors are 

very different. Also this might cause different navigation routes as depicted in Figure 70.  

Figure 71, Figure 72 and Figure 73 show navigation paths of all three mobile 

robots using laser range scanner, 8-sonar sensors and 5-sonar sensors respectively. In 

these images we compare the paths generated using one type of sensor for different 

mobile robots. Contrary to what is seen in the previous environments, these results show 

paths traversed by different types of robots in large and complicated environments which 

are not that similar. In fact, the dimensions of the robots and how the sensors are mounted 

on them have some affects in these kinds of environments. 
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Figure 66: Simulation result from [19] in environment #2 

 

Figure 67: Simulated environment #3 in Unreal Tournament engine 
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Figure 68: Simulation results for P2AT using three different sensors in environment #3 

 

Figure 69: Simulation results for Talon using three different sensors in environment #3 
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Figure 70: Simulation results for Zerg using three different sensors in environment #3 

 

Figure 71: Simulation results for P2AT, Talon and Zerg using laser scanner in environment #3 
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Figure 72: Simulation results for P2AT, Talon and Zerg using 8-sonar sensors in environment #3 

 

Figure 73: Simulation results for P2AT, Talon and Zerg using 5-sonar sensors in environment #3 
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Environment 4: We have designed a more complex scenario where the robot 

constantly needs to switch between wall-following and object-avoidance actions in order 

to safely reach its destination. Figure 74 shows a 3D view of the simulated environment 

in Unreal Tournament’s engine. The dimensions of this environment are 16m (width) by 

16.2m (height). Figure 75 through Figure 80 show our simulation results for the three 

robots in this environment.  

Figure 75, Figure 76 and Figure 77 display the navigation paths of P2AT, Talon 

and Zerg respectively, from the starting position to the target for all three sensor types. 

By comparing the paths of laser range scanner, 8 sonar sensors and 5 sonar sensors in 

these images, we can see similar results as in previous environments. Also a successful 

navigation can be seen for all three types of robots. It is noteworthy to mention that as 

depicted in Figure 77, we can notice that the Zerg robot tends to take different routes than 

the other two mobile robots while using sonar sensors. 

Figure 78, Figure 79 and Figure 80 show navigation paths of all three mobile 

robots using laser range scanner, 8-sonar sensors and 5-sonar sensors respectively. In 

these images we compare the paths generated by the three mobile robots using one type 

of sensor for each image. Similar to what we saw in the previous environment, these 

results also show that paths traversed by different types of robots in large and 

complicated environments are not very alike.  
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Figure 74: Simulation of environment #4 in Unreal Tournament engine 

 

Figure 75: Simulation results for P2AT using three different sensors in environment #4 
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Figure 76: Simulation results for Talon using three different sensors in environment #4 

 

Figure 77: Simulation results for Zerg using three different sensors in environment #4 
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Figure 78: Simulation results for P2AT, Talon and Zerg using laser range scanner in environment #4 

 

Figure 79: Simulation results for P2AT, Talon and Zerg using 8-sonar sensors in environment #4 
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Figure 80: Simulation results for P2AT, Talon and Zerg using 5-sonar sensors in environment #4 
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Chapter 5 

Conclusions and Future Works 
5.1 Conclusion 

In this thesis, a general approach for interpretation of different types of sensors, 

such as laser range scanner and ultrasonic sensors has been developed. A system for 

navigation of mobile robots using these interpretations has also been developed. Existing 

neural network navigation approaches only deal with one kind of robot and a specific 

sensor. Therefore, they will lead to different network structures for each type of sensor or 

robot and high overall training times. In our approach we proposed a generalized method 

to interpret different kinds of 2-dimensional- sensors. Instead of training the networks for 

all types of sensors, our approach only trains the networks using one of the most accurate 

2-dimensional sensors. Therefore, it avoids unnecessary training periods and the 

necessity to gather training samples for different kinds of sensors.  

Experimental results, carried out in simulated environments, demonstrate that our 

approach can be positively affective in mobile robot navigation for different kinds of 

robots and sensors, when compared to previous works. Therefore, our proposed 

globalized navigation algorithm can yield significant navigation results – at less training 

time and lower sensor costs. 

5.2 Future Work 
The most difficult part of these experiments proved to be the gathering of the 

training samples. This is a very time consuming and frustrating task and requires very 

accurate definitions of the navigation problems. Rather than manually gathering the 
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training samples from the environment and introducing all the training patterns to the 

network at once, one could use online learning algorithms [97,98]. In online learning, the 

aim is to predict labels for samples. The main defining feature of online learning is that 

after a prediction is made, the true desired output of the sample is discovered. This 

information, therefore, can then be used to enhance the prediction hypothesis used by the 

algorithm. Another characteristic of online algorithm is that it can process inputs in the 

order that they are provided to the algorithm, one fraction at a time in a serial fashion, 

without having the entire input available from the start. Presently, our networks produce 

outputs based on offline learning where we provide all the training samples at the 

beginning. Hence, an enhancement to our algorithm can be improving the neural network 

structures to comply with online learning algorithms. 

Another possible solution for automatically training the networks would be 

reinforcement learning [99]. In reinforcement learning, data are normally generated by 

the interactions of an agent with the environment. At each point in time, the environment 

generates an observation and an immediate cost, according to some (usually unknown) 

dynamics based on the actions that a robot performs. The main goal is to discover a rule 

for deciding on which actions to select which will minimize expected cumulative cost 

which is some measure of a long-term cost. Therefore, instead of offline or online 

learning, employing reinforcement learning for training the neural networks will be an 

improvement to our proposed method. 

However, neural networks have also some drawbacks. For instance, a neural 

network cannot explicitly explain its results. Furthermore, convergence to an optimal 

solution may not be guaranteed by the learning algorithms. Hybrid approaches, which 



110 
 

110 

combine neural networks with other artificial intelligence algorithms such as fuzzy logic, 

knowledge-based systems and genetic algorithms, have proved to be more affective in 

some cases. Therefore these methods can also be tried as an improvement to our 

proposed navigation algorithm. 

In this thesis we have only used three kinds of simulation robots and three types 

of sensors and configurations. Therefore, one objective for future research is to extend 

our algorithm to real world environments using real robots and sensors. Furthermore, 

other types of 2-dimensional sensors and robots can be put to test. 

Another limitation of the current approach arises from the fact that the direction 

of the target must be known. In our experiments, we have only used scenarios that the 

target’s direction is known. There might be cases in real world experiments that the robot 

is not able to recognize its target’s direction. For example, assuming that there are signals 

being received from the target’s location, which is determining the direction of that 

target, these signals can be blocked or interrupted by certain objects in the environment. 

Such limitations can be overcome by remembering the last bearing of the target. In case 

the target’s signal is lost, then the robot will try to navigate to the last bearing of the 

target until it can receive the signals again. Also, the target’s bearing needs to be updated 

based on the movement and rotations of the robot. 

Despite these limitations, our approach does provide a good basis for a 

generalized interpretation of 2-dimensional sensors, and experimental results illustrate its 

effectiveness in practice. These results show that robots will perform very good 

navigation tasks even though the algorithm has not been trained specifically for that 

robot. 
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APPENDICES 

APPENDIX A 

Backpropagation Training Algorithm 

Nomenclature 

The nomenclature used in the training algorithm for the backpropagation net is as 

follows: 

𝑥 Input training vector: 𝑥 = (𝑥1, … , 𝑥𝑖 , … , 𝑥𝑛) 

𝑡 Output target vector: 𝑡 = (𝑡1, … , 𝑡𝑘, … , 𝑡𝑚). 

𝛿𝑘 Portion of error correction weight adjustment for 𝑤𝑗𝑘 that is due to an error 

at output unit 𝑌𝑘; also, the information about the error at unit 𝑌𝑘 that is 

propagated back to the hidden units that feed into unit 𝑌𝑘. 

𝛿𝑗 Portion of error correction weight adjustment for 𝑣𝑖𝑗 that is due to the 

backpropagation of error information from the output layer to the hidden unit 

𝑍𝑗. 

𝛼 Learning rate. 

𝑋𝑖 Input unit 𝑖: 

For an input unit, the input signal and output signal are the same, namely, 𝑥𝑖. 

𝑣0𝑗 Bias on hidden unit 𝑗. 

𝑍𝑗 Hidden unit 𝑗: 

The net input to 𝑍𝑗 is denoted 𝑧_𝑖𝑛𝑗  : 

𝑧_𝑖𝑛𝑗 = 𝑣 + 0𝑗 + �𝑥𝑖𝑣𝑖𝑗
𝑖
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The output signal (activation) of 𝑍𝑗 is denoted 𝑧𝑗: 

𝑧𝑗 = 𝑗(𝑧_𝑖𝑛𝑗) 

𝑤0𝑘 Bias on output unit 𝑘. 

𝑌𝑘 Output unit 𝑘: 

The net input to 𝑌𝑘 is denoted 𝑦_𝑖𝑛𝑘: 

𝑦_𝑖𝑛𝑘 = 𝑤0𝑘 + �𝑧𝑗𝑤𝑗𝑘
𝑗

 

The output signal (activation) of Yk is denoted Yk: 

𝑦𝑘 = 𝑓(𝑦_𝑖𝑛𝑘) 

Algorithm [17] 

Step 0.  Initialize weights. (Set to small random values). 

Step 1.  While stopping condition is false, do Steps 2-9. 

Step 2.  For each training pair, do Steps 3-8. 

Feedforward: 

Step 3.  Each input unit (𝑋𝑖, 𝑖 =  1, . . . ,𝑛) receives input signal 𝑥𝑖 and 

broadcasts this signal to all units in the layer above (the hidden 

units). 

Step 4.  Each hidden unit (𝑍𝑗 , 𝑗 =  1 , . . . ,𝑝) sums its weighted input 

signals, 

𝑧_𝑖𝑛𝑗 = 𝑣0𝑗 + �𝑥𝑖𝑣𝑖𝑗

𝑛

𝑖=1

  

applies its activation function to compute its output signal, 

𝑧𝑗 = 𝑓�𝑧_𝑖𝑛𝑗� 
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and sends this signal to all units in the layer above (output units). 

Step 5.  Each output unit ( 𝑌𝑘, 𝑘 =  1, . . . ,𝑚) sums its weighted input 

signals,  

𝑦_𝑖𝑛𝑘 = 𝑤0𝑘 + �𝑧𝑗𝑤𝑗𝑘

𝑝

𝑗=1

  

and applies its activation function to compute its output signal, 

𝑦𝑘 = 𝑓(𝑦_𝑖𝑛𝑘) 

Backpropagation of error: 

Step 6.  Each output unit (𝑌𝑘,𝑘 = 1, . . . ,𝑚) receives a target pattern 

corresponding to the input training pattern, computes its error 

information term, 

𝛿𝑘 = (𝑡𝑘 − 𝑦𝑘)𝑓′(𝑦_𝑖𝑛𝑘) 

calculates its weight correction term (used to update 𝑊𝑗𝑘 later), 

Δ𝑤𝑗𝑘 = 𝛼𝛿𝑘𝑧𝑗 

calculates its bias correction term (used to update 𝑊0𝑘 later),  

Δ𝑤0𝑘 = 𝛼𝛿𝑘 

and sends 𝛿𝑘 to units in the layer below. 

Step 7. Each hidden unit (𝑍𝑗 , 𝑗 =  1 , . . . ,𝑝) sums its delta inputs (from 

units in the layer above), 

𝛿_𝑖𝑛𝑗 = �𝛿𝑘𝑤𝑗𝑘

𝑚

𝑘=1

 

multiplies by the derivative of its activation function to calculate 

its error information term, 
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𝛿𝑗 = 𝛿_𝑖𝑛𝑗  𝑓′�𝑧_𝑖𝑛𝑗� 

calculates its weight correction term (used to update 𝑣𝑖𝑗 later),  

Δ𝑣𝑖𝑗 = 𝛼𝛿𝑗𝑥𝑖 

and calculates its bias correction term (used to update 𝑉0𝑗 later), 

Δ𝑣0𝑗 = 𝛼𝛿𝑗 

Update weights and biases: 

Step 8.  Each output unit (𝑌𝑘,𝑘 =  1 , . . . ,𝑚) updates its bias and weights 

(𝑗 =  0, . . . ,𝑝): 

𝑤𝑗𝑘(𝑛𝑒𝑤) = 𝑤𝑗𝑘(𝑜𝑙𝑑) + Δ𝑤𝑗𝑘 

Each hidden unit (𝑍𝑗 , 𝑗 = 1, . . . ,𝑝) updates its bias and weights 

(𝑖 = 0, . . . , 𝑛): 

𝑣𝑖𝑗(𝑛𝑒𝑤) = 𝑣𝑖𝑗(𝑜𝑙𝑑) + Δvij 

Step 9. Test stopping condition. 

An epoch is one cycle through the entire set of training vectors. Typically many 

epochs are required for training a backpropagation neural net. The foregoing algorithm 

updates the weights after each training pattern is presented. A common variation is batch 

updating, in which weight updates are accumulated over an entire epoch (or some other 

number of presentations of patterns) before being applied. [17] 
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