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Abstract:

In static lightpath allocation, the logical topojogf a WDM mesh network is
determined, based on the long-term traffic demamtiese traffic demands change
with time. When a logical topology is incapable safpporting the current traffic
demands, the logical topology has to be changed.change is made by adding a

minimum number of edges to the logical topology.

The objective of this research is to find an optimew Logical Topology
which can support the current traffic demands vaighlittle change to the existing
topology as possible. We have proposed a Hill-Ciimgbalgorithm to solve the
reconfiguration problem of logical topologies in \WDhetworks. Our problem can be
divided into two sub-problems. The first is to fiad optimal logical topology and the

second is to route the traffic optimally on theitad topology.

Keywords: Optical Networks, Mesh Networks, WDM Networks, pization,
Logical Topology, Reconfiguration, Heuristic.
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Chapter 1: Introduction

1.1 Preamble

Wavelength division multiplexing (WDMBchnology enablegptical networks
to properly utilize the hugbandwidthcapacity ofoptical fibersfor carrying traffic
[2]. A major advantage of an optical network isttihds able to reconfigure its logical
topology to adapt to changing traffic patterns dyically [3]. Another key feature of
second generation of optical networks is the usduagble transmitters and/or
receiverswhich allows the logical connectivity to be optimizedadapt to changing
traffic conditions. In this thesis we consider reaageablenultihop lightwavéeNDM
networks, where each node is equipped with a preraned number of transmitters
and receiver.

1.2 Problem Description

In staticlightpath allocation, thdogical topologyof a WDM optical network is
determined, based on long-term traffic demands.s@heaffic demands however
change with time. When Igical topologyis incapable of supporting the current
traffic demands, the logical topology has to be fifed or reconfigured The
objective is to find an optimal new logical topojoghich can support the current
traffic demands with as little change to the erigtiopology as possible. This is
known to be a difficult problem [14] and many resbers have studied this recently.
In this research, we have addressed ri@nfiguration problem of the logical

topology of a WDM optical network.



Our main objective in this research is to obseme much thecongestioncan
be reduced by reconfiguring the logical topologyewtthe traffic demand increases
beyond the capacity of the network. In order to pota the congestiomalug the
policy of routing the traffic over the logical topgy must be determined. Therefore,

the problem can be split into two sub-problemsodisws:

i. Create a new logical topology by reconfiguring teeisting logical

topology.

il. Route the traffic demand over the new logical togglin an optimal

manner to determine the congestion.

We have used a hill climbing procedure [11] to teeanew logical topology by
reconfiguring the existing logical topology asléttas possible, such that the new
logical topology can handle the changing traffictgas. In each iteration, we have
tried to find the best logical topology with reladly little change to the existing
logical topology, thus minimizing the disruption tthe network and the
reconfiguration time. We have used the CPLEX opénto route the traffic over the

logical topology.

Many researchers have worked on this issue andawe summarized the work
briefly in Chapter 2. The problem and the motivatieave been discussed in Section
1.3, the fundamentals of WDM optical networks asedsssed in Section 1.4, and the

thesis outline is shown in Section 1.5.

1.3 The Problem Investigation and motivation

A lightpath in a logical topology carries certaim@unt of traffic (typically 10
Mbits/sec at the moment). When the traffic increaabove this capacity, a new
logical topology needs to be determined, requisigbatpaths set up and traffic

grooming strategies determined to accommodate ntheeases in the traffic. The



second generation WDM network technology can dynaltyi change its logical
topology corresponding to the changing traffic déods [4]. The problems for the

researcher are as follows:
* How frequently should reconfigurations be carried?o
* How to keep the network performance optimized?

* How much should be the cost due to reconfiguraitiotihe transition period,

when the network is switched from one logical tagyl to another one?
* How to handle faults in the logical topology at three of reconfiguration?

Many researchers have worked on different aspedctgptimization in optical
networks, including optimizing network performancesproving the delay and the
throughput metrics, minimizing the hardware costsnimizing the disruptions,
proposing heuristics to design logical topology aletreasing theongestion The

term congestion is discussed later in this section.

In this thesis, we have investigated the reconéiion of the logical topologies so
that the congestion of the networks can be minichered we have tried to answer the

following questions:

i. How to find a “good” reconfiguration fairly quicklyor logical

topology.

i. How to minimize the disruptions of the network agtle as

possible.

i, How to ensure that the new topology is capable asfying the

new traffic.

iv. How to route the traffic demand very effectivelydafind the

congestion.



Many methods for designing the logical topology amgting the traffic optimally
have been studied. Some of the studies are reviewéthapter 2. Mixed integer
linear programming (MILP) has been used in previsuglies [2], for designing a
new logical topology. The MILP may take an exporaramount of time to obtain an
exact solution, even for small networks. As anratiive to using a MILP, a heuristic
algorithm may be used, although it is known thatdality of a heuristic solution is
unknown. The tabu search algorithm has been usddgign a logical topology [17]
and properly designed tabu search [11] is knowbetwery effective on overcoming

the well-known problem of getting trapped in loogtimum.

It is known that the CPLEX optimizer provides thewer to solve linear
programs (LP) with many constraints and continuearsables, within a reasonable
amount of time. We have uséf to route the traffic over the logical topology.€rh
LP equations are used by the CPLEX optimizer te@rminput to find the congestion
of the network. The CPLEX optimizer tool expeditag process of routing quickly
and efficiently.

1.4 Fundamentals of WDM Optical Networks

An optical networkis a network where computersend nodesre connected
usingoptical fibers A typical optical network is shown in Fig. 1.4Mth 4 end nodes
E1-E4 and 4 routers;HR4. An optical fiber is a thin glass cylinder or a filanhen
which carries signals in the form of light (opticgignals). It is the replacement of
earlier computer networks, where copper wires weed as the communication
medium. The technology of using multiple opticarsils on the same fiber is called
wavelength division multiplexingDM). Using this technique, it is possible to

utilize the bandwidth of optical network (50 terigspin an efficient way.



Figure 1.4.1: The physical topology of a typical WDM network with four end-
nodes E1-E4 and four routers R1-R4.

In optical networksthe source or the destination of a data transomss called
anend-nodelt could be a computer, a router or any otheliaethat stores and sends
data. An optical router is an important compondnbtical networks to route the
incoming data to an appropriate outgoing destinati&ach optical router has a
number of incoming fibers and a number of outgdibgrs to carry one or more
incoming or outgoing optical signals. It is conwati to describe théhysical
Topologyof an optical network as a gragh Such a graph is shown in Figure 1.4.1
above, where an end-node or a router is a nodeaphgs, and the fiber from one
node to another can be defined as an edge of §@aph

A lightpathis an optical connection from one end node to arotised to carry
data in the form of encoded optical signals. HIg convenient to view the lightpaths
as edges of a directed gragh shown in figure 1.4.2, where the nodeXGpfare the
end nodes of the physical topology. Such a graalied thelogical topologyof an
optical network and the edges of such a graphalleddogical edgeg21].



Logical edge/
lightpath

Figure 1.4.2: Logical Topology

The routing over a logical topology determines,dach source destination &y
D), which logical paths are to be used to communidata fromSto D and how

much data has to be carried out by each logical fpam Sto D.

In a network withN end nodes, aN x Ntraffic matrix may be used to define the
traffic requirement for all source-destination paif traffic matrix shows how much
data is to be sent form one source end-node tdhvandestination end-node. A typical

4 x 4 traffic matrix is shown in Table 1.4.1.

Node| 1 2 3 4

1 |0.00/0.30| 05| 0.30

2 | 0.20|/ 0.00| 0.30| 0.20

3 |0.55]0.10| 0.00| 0.30
I 4

Congestio -""[ 4 | 0.00] 0.20] 0.10| 0.00




Table 1.4.1: A Typical [4 x 4] Traffic Matrix

Another very important research topic asngestionoptimization in a logical
topology. The maximum total traffic on a logicalgeddefines theongestionof that
network for that traffic matrix. In the example shoin Table 1.4.1, the logical edge
from end node 3 to end node 1 is carrying 0.55 ahiraffic, which is the current
congestion for this particular network for this cifie example. Here the unit of
traffic is the capacity of a lightpath.

1.5 Thesis Outline

In Chapter 2, we have discussed the background; stnd have reviewed the
literature. We have specified the problem in detaChapter 3. In Chapter 4 we have
discussed the implementation details. In Chapterw®g, have described the
experimental results and observation. Chapter 6have given our conclusion and
have discussed future works.



Chapter 2: Background study/ Review of literature.

2.1 Preamble

During the early stages of computer networks, copypee was used as the
medium of communication. Due to the limitations adpper wire (such as high
attenuation, susceptibility to malicious attacksd &lectromagnetic interference), for
the last twenty years, better ways of communicabetwveen computers have become
one of the most important research topics in theprder revolution. The tremendous
growth of the Internet and the ever increasing detasfer rates have made very
high-bandwidth optical networks a very importantchieology in network
infrastructure. This bandwidth property of optiddders makes optical technology
very attractive fobackbonenetworks. Multiple optical signals can be transpadron
the same optical fiber [20] (explained in SectioR)2 Using this technique, the
bandwidth of optical network is 50 tera-bits peca®l and is useful for handling the

increasing demands for communication.

The nodes of an optical network are computers graiher devices (often
called end nodes) which can generate or storeidata electronic form. Selected
pairs of nodes are connected usapgical fibers Opticalfibersare basically very thin
glass cylinders or filaments which carry signalgha form of light (optical signals).
Optical networks also includgransmitters to generate optical signals for
communication, andeceiversto detect the optical signals and to convert tgpads
to electronic form. An opticaRouteris a device which routes signals from the
incoming fibers to the appropriate outgoing fibefsthe router. Alightpath is an
optical connection from one end node to anothat,igmsed to carry data in the form
of encoded optical signals. A directed graph taesent the lightpaths connecting
pairs of end nodes is calledl@gical topology.A path through a logical topology



from a source to a destination is known dsgacal path In the remaining sections in
this chapter, we have discussed some of the ogtemaware components and key

terminology in detail.

2.2 Component and Key Terminology of WDM Networks
There are many devices used in second generati®Dd¥l networks, such as
couplers, optical transmitters, optical receivand &lters, optical amplifiers, optical

routers, and switches are the most common. A femdk®ices are described below.

Buffer

Cladding

’

¢-------

Figure 2.2.1.1: Optical Fiber

An optical fiber consists of a very fine cylindefr glass (core) of silica with
refractive index, say, through which optical signals propagates. Thee der
surrounded by a concentric layer of glass (claddiofy silica with a lower
refractive index, sayy, which is protected by a thin plastic jacket. Thefer
shown in Fig. 2.2.1.1 surrounding the cladding esatates the fiber for
mechanical isolation and for protection from phgbkidamage [21]. A cross-

section of a fiber is shown in Fig. 2.2.1.2.
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Figure 2.2.1.2: The cross-section of a fiber [21]
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Figure 2.2.1.3: Optical Signal Propagation througta Fiber

If the angle of incidence (Fig. 2.2.1.3) is greaten the critical angle (Sin
Lo wa) then total internal reflection takes place andtfad light is reflected back
into the medium. Total internal reflection form®thasis of optical transmission
through fibers.



2.2.2 Wavelength Division Multiplexing (WDM)

The technology of using multiple optical signalsings different carrier

wavelengths on the same fiber is called Wavelergihision Multiplexing

(WDM) [21].

—» W
Multiplexer De-Multiplexer
—» W; P
Wo Wy, W, Ws
W, Optical Fiber
—Pp W3

Figure 2.2.2a: WDM

W3

Fig. 2.2.2a shows Mlultiplexer that combines 4 distinct signal/i —

W;) and sends them on @ptical Fiber The De-multiplexer on the other side
In WDM

splits those 4 signals from the fiber and generdtesutputs.

networks, the available bandwidth of the fiber denvisualized as a set of
channelsChannel spacingFig. 2.2.2b) is the separation of one channehfro

the next channel. Channel spacing is used to awd&tference between

different optical signals and must exceed a certammum bandwidth.
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Figure 2.2.2b: Signal bandwidth and channel spacinf1]

The important advantages of WDM networks are Hevis:

* Low signal attenuationAs a signal propagates through fibers; the signal
strength goes down at a low rate (0.2 dB/km). Tmesns that the number

of optical amplifiers needed is relatively small.

» Low signal distortion- As a signal is sent along a fiber optic network, it
degrades with respect to shape and phase. Sigyelerators are needed
to restore the shape and timing. Low signal digiortmeans that signal

regeneration is needed infrequently.
* Low power requirement.
* Low material usage.

» Small space requirements.

Low cost.

WDM networks can be classified into two typesavelength-routed networks
and Broadcast-and-select networkSince our study is based on wavelength-routed
WDM networks, a brief description of wavelengthted WDM networks is given



below:



2.2.2.1. Wavelength-Routed Networks

In a wavelength-routed network, a lightpath stémsn an end-node, passes
through O or more routers and terminates at anahémode. This type of networks
may contain a large number of end nodes.

El

Figure 2.2.2.1: A Wavelength-Routed Network [22]

The network shown in Fig. 2.2.2.1 is a wavelengilted network, since the
end nodes communicate using lightpaths where théing of a lightpath to its
destination is based on its carrier wavelength.r@here 4 end nodeB; — E,
connected with 4 optical routers respectively iphgsical topology and dashed lines
show lightpaths which are sent over the physigablimgy. When an end nod# tries
to communicate to end nodg, the signal passes through routers R,, Rs, and Ry
using the patiir; 2 R, 2 R; 2 Rs. The routelR; sends the signal at wavelengito

R, and so onWhen the routeR, receives this signal, it is passed to end nBgle



Since end nodE,is tuned at wavelength, it receives the signal.

2.2.2.2 Single-hop and Multi-hop WDM Networks

In single-hop network, data remains in the formaofoptical signal from the
time it leaves the source end node until it readgtsedestination end node. All data
communication involves a path length of one logiedge. In other words, exactly
one lightpath is involved in each communicatiomc8i the signal remains in the
optical domain all the way, such a network is @latbed arall-optical network{6]. In
a network withNg nodes, the number of end node pairdNis(Ng -1), so that the
number of lightpaths becomes impossibly large, ef@nmoderate values dflg.
Since the number of available channels, the nurab&ansmitters and receivers are

all limited, single-hop networks are not feasibler for moderate values NE.

In a multi-hop network, the signal transmitted from a source eodento the
destination end node via one or more intermediater®des. Signals are converted
from the optical form to the electrical form at bantermediate end-node. If there is
no direct optical link available between a sounce rode and a destination end node,
multi-hop communication is used. In Figure 2.2 $hbws a typical multi-hop optical

network.

2.2.3 Multiplexer and De-multiplexer

The use of multiplexers makes it possible to hauétipte data streams on the
same fiber. A multiplexer combines different distisignals on different input fibers
into one output which can be communicated usingimgles fiber. A typical
multiplexer is shown in Figure 2.2.3.1, which con#s 4 input signals each using a
distinct channel front; — ¢, and the combined signal can be transmitted tirau

single fiber to the corresponding destinations.
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Figure 2.2.3.1: 4 — Input Multiplexer [21]

A de-multiplexer splits the signals carried by anaming fiber into different
outputs, each with a signal using a distinct charmkgypical de-multiplexer is shown
in Figure 2.2.3.2, in which the signals on the mawg fiber are separated by a de-
multiplexer into 4 outputs, each carrying a didtisggnals and using one of the
channels ¢ ¢, ¢z and G.

Outputs using
channels

1

= a

Input nsing channels
= Demultiplexer

£1 €3 €3 € —— 5

il |

Figure 2.2.3.2: A Typical 4- Output De-Multiplexer[21]



2.2.4 Add-drop multiplexer (ADM)

The ADM is an useful component of optical netwoaksit has the capability
to add one or more new wavelength channels to estirgx multi-wavelength WDM
signal, and/or to drop (remove) one or more chanmealssing those signals to another
network. A typical Add-drop multiplexer consists af multiplexer and a de-
multiplexer as shown in Figure 2.2.4.1. This figwieows that signals using two
channels from the output of de-multiplexeiaad ¢ are dropped (in other words, are
not sent to the input of multiplexer). These twgnsils may be converted into
electrical signals and used in the end node atthtthéhis ADM. The end node also
creates two signals using channejsaad ¢ and sends them to the inputs of the

multiplexer. The multiplexer generates the outputich is fed to an outgoing fiber.

J

Signals Signals
dropped added

Figure 2.2.4.1: An Optical Add-Drop Multiplexer [21].

2.2.5. Wavelength Router

The Wavelength Router is a device used to routgpsinal signal to its output

destination according to its wavelength. An opticaiter has the same number of

17



input ports and output ports, each carrying manicap signals. The optical

router determines which incoming signal has todw#tead to which outgoing fiber.

51 53 5% 53

Output Fiber 1

Ex8
Oyptical

Swiaich

Output Fiber 2

Y

=
Input Fiber 2 \4——-

Figure 2.2.5.1: Router Node [21]

Fig. 2.2.5.1 shows a basic diagram of an opticaletonode witrmultiplexers
and de-multiplexerand having two input fibers and two output fib&rke figure
shows that input signal;sis coming through input fiber 1, and passes through
demuxl, routed by the 8 x 8 optical switches toappropriate input of MUX2

and ultimately is routed to output fiber 2.

2.2.6 Physical Topology

The physical topology of a WDM network consistsnadiny optical devices.
Figure 2.2.6.1 shown below is a simplified diagraina typical physical topology
of an optical network. In the diagram an oval reprégs arend nodewhich is the
source/destination of data generated by the usesguare represents a router

which directs the data signal to the proper destinaA directed line represents a

18



fiber. A fiber connection allows unidirectional camnication and the arrow on
the line gives the direction in which optical sinaan flow. It is convenient to
represent the simplified topology as a gr&ph= (V, E) in which each end node
or router in the network is a vertex in 3&teach fiber optic link between two

nodes is an arc in sEt

End Node Fiber

Ry

&€ me

Router

Figure 2.2.6.1: The physical topology of a typicAVDM network with four end-
nodes E1-E4 and four routers R1-R4

2.2.7 Lightpath

A lightpathis an optical connection from one end node to aTotised to carry
data in the form of encoded optical signals. Sutigrdpath always starts from an end
node, traverses a number of fibers and router naes ends in another end node
[21]. Figure 2.2.7.1 shows a number of lightpatesg the physical topology. For
example lightpatl., started fronk;, terminated at nodé; and uses patk; > R, 2
Ry 2 Ry 2 Es.
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Figure 2.2.7.1: Lightpaths On the physical topology21]

The characteristics of a lightpath are as follows:

* A lightpath is an all-optical connection from onedenode to another that is
used to carry data in the form of encoded optigplads.

* The lightpath uses a path consisting of a sequehpaysical links from the
source to destination of the lightpath.

» ltis possible for a lightpath to have several wangths on different fibers in

its path. Such a lightpath must useafiroptical wavelength converter.

» Current optical networks do not have wavelengthveaers and a lightpath

must use the same wavelength on all fibers inath.p

An all-optical network refers to the class of netk# where the information
remains in the optical domain in the entire patbmfrthe source node to the

destination node; in such networks, there is novemion between optical signals to

20



electrical signals along the path used for datastrassion.
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2.2.8 Logical Topology

Since the lightpaths determine which end nodes digettly communicate
with other end nodes, once the lightpaths areeskttp as shown in Fig. 2.2.8.1, the
physical topology is irrelevant for determining taasegy for communication. It is
convenient to view the lightpaths as edges of ectidd graplG, where the nodes of
G. are the end nodes of the physical topology. Sughmaph is called théogical
topologyof an optical network and the edges of such a geapltalledogical edges
[21]. The directed graph shown in the figure 22.& a logical topology. The
lightpath forms a basic data communication linknfra given source end node to
destination end node in an optical network. In gaihen optical network has many
lightpaths, defining optical connections betweefeded pairs of end nodes. In
Figure 2.2.8.1, a logical edge starts from end nBgand ends at end nod&.
Another lightpath is from end nodg to end nodé&s. When a lightpath is established
for data communication between one source end ntmesiother destination end

node, it can pass through intermediate end nodes.

End Node Fiber

@

Router

Lightpath f :

Figure 2.2.8.1: Lightpath shown by dashed-line onti®sical Topology
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Lightpatt

@

Figure 2.2.8.2: A logical topology drawn from physial topology has shown Fig.
2.2.8.1.

2.3 Route and Wavelength Assignment (RWA)

As we have mentioned in Section 2.2/2DM allows the same fiber to carry
many signals independently, as long as each usifeeent carrier wavelength and
maintains sufficient channel spacing. The chansgigaed to the lightpaths should be
such that two lightpaths sharing a fiber are neassigned the same channel.
Determining the path of a lightpath and the chamuehber is known as theuting
and wavelength AssignmgiRWA) problem.

Two versions of the RWA problem have been considieseresearchers [21].
If the set of lightpaths to be set up is knowndwance, the problem is called to#-
line RWAproblem. In this formulation the traffic demandkisown in advance and is
not expected to change in the near future. Thisls® calledstatic lightpath
allocation since the lightpaths, once established, are notifradduntil the traffic

pattern changes sufficiently to warrant a differesit of lightpaths.
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The other version of the problem is to set up ibletpaths on demand and is
called online RWA(also calleddynamic lightpath allocationproblem [25]. In this
problem, requests for data communication are censitlas and when they occur. In
dynamic allocation, lightpaths are set up when edezhd are taken down when the

communication is over.
The following approaches primarily used RWAproblem:
* RWA as graph coloring problem
* Integer linear programming
* RWA using a heuristic.

The solutions for static lightpath allocation usimgthematical programming are
computationally intractable even for medium-sizetaorks. Heuristics are useful for

solving the problem, within a reasonable amourninoé [22].

2.4 Logical Topology Design Problem

The problem of designing logical topologies is todfa set oflightpaths
defining which pairs of end nodes are to be coratkbly logical edges, in order to
handle the expected traffic in an economic manimea WDM network, the optical
fibers can support a number of channels for datanconication. The actual number
of channels supported by a fiber depends on thetdegy used and the type of fiber

used. To design an optimal logical topology, wednteeconsider the following:
* The set ofightpathsto be created,

» For each lightpath, the route through gigysical topologyand the channel
to be used on each fiber in its route,

» The strategy for routing the traffic over the laitopology.
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All the points mentioned above are not independ8atne early researchers
solved these three problems in one formulatiompgisiomeMILP (Mixed Integer
Linear Programming) for logical topology design ardr routing. These
formulations are intractable for practical sizedwwrks, since they involve large
numbers of integer variables. This fact has matdahe development of efficient
heuristic solutions that are “reasonably” good antve the logical topology design
problem in a reasonable time frame [7]. The logicgdology design problem has
been sub-divided into three sub-problems as follows

i) Find the logical topology,
i) Carry outRWAfor each lightpath,

iii) Find the optimal traffic routing strategy.

2.5 Traffic Matrix

It is convenient to represent the traffic requiratsan the form of a matriX
= [t (i, )], often called araffic matrix The entryt (i, j) in row i and columnj of
traffic matrix T denotes the amount of traffic from end négléo Ej, wherei #j.

The signal rate is normally expressed, usingQpécal Carrier levelnotation
(OC-), where the base rate (OC-1) is 51.84 Mbps andnO@eans 1 x 51.84)
Mbps, depends on the technology used. A typiedfi¢r matrix is shown in Table
2.5.1 below.

1 MILP appears in Sectioh7. 25



Node | 1 2 3 4

1 0.00| 0.30| 0.5| 0.3
F |2 0.20| 0.00| 0.30 0.20

3 0.35| 0.10| 0.00 0.30

4 0.00| 0.20| 0.1 0.00

Table 2.5.1: A Traffic Matrix

In our thesis, for simplicity, we have defined tinaffic load as a fraction of the
capacity of a lightpath and the maximum is 1.0.sAswn in table 2.5.1, the entry
(1, 4) is 0.20, meaning that the amount of data todmenounicated from end nodg
to end nodee, is 0.20 units. If a single lightpath can carryadat the rate of 10.0
Gbps (i.e., OC-192), the expected data communicatte from end nodEg; to end
nodekE, is 10 * 0.20 = 2 Gbps.

It is convenient to consider the traffic correspogdo each pair of end nodes as
a commodity and attach a distinct numbemwith such a commodity. We will
designate commoditg® as the traffic corresponding to the pair of ende®Esy Eqy)
havingt(s., d > 0. In the above Figure 2.5.1, there are eleldn Gonzero entries,
so that there are eleven commodities. For examiifejs for pair €1 Ey),
corresponding to row 1, column 2 and has traff&80Similarly commodit™! is for

pair €4, Es), corresponding to row 4, column 3 and has tr&ffid.

2.6 Congestion Minimization

A request from a specific source to a specificidaibn constitutes a commodity.

Each entry of the traffic matriis, d) > 0, is a distinct commodity as described in
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Section 2.5. The congestion is the value of théxdsg traffic that is flowing on any
particular edge of a logical link. The total traffiowing on an edge is the sum of all
the flows for all the commodities on that edge.uf&gy2.6.1, which is drawn from
Table 2.5.1, shows that there is a total of 0.G0afrtraffic flowing on the edgé&; >

E; for two different commodities@; and C,) for a specific logical topology and
routing scheme. Since, the traffic flowing on tedge is the maximum traffic; this

edge is the congested edge.

C,03+G0.2=0.5

A S
=~ Congested

A
' Edge

C;0.3+G0.3=06
Figure 2.6.1: Congestion of a Network

Congestionminimization helps to decrease the chances djottleneckin the
context of communication. Minimizing the value afngestion is one way to reduce
the cost of a network since each lightpath meawftiadal cost due to the optical
(electrical) hardware at the source and the dagimaf the lightpath. A lower value
of congestion allows greater possibility of scaling the traffic in the network
without changing the routing strategy - more t@affan be arranged to flow without

additional resources to the network and is theeafoore economical.
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2.7 MILP- based solution of the logical topology design and the

routing problem

In a linear programming formulation, if some of tregiables are constrained
to have integer values and others are continuotigbles, the formulation is called a
mixed integer linear prograntMILP). The problem of logical topology design is to
find which pairs of end nodes are to be connected lightpath. A lightpath may be
represented by using a binary variable having aevalf 1 (0). This binary variable
may be used to denote whether a lightpath exisiss(ahot exist). Therefore, these
variables are needed in each pair of end nodesnWigelogical topology is known,
the problem of routing strategy is to determine hihwe traffic may be handled
optimally over the logical topology. The detailstbé routing problem are discussed
in Section 2.9.

The formulation of theMILP has been provided below [21]. The tekm
congestionused here to describe the maximum traffi¢,., on a logical link. To

determine the value df-congestionwe first have todetermine an optimal logical

topology and then find an optimal routing over kbgical topology.

Objective function:
Minimize /\ . (7.1)
Subject to

1. Ensure thaf\ 5, is theL-congestion

2 An explanation for the notation used in this thegipears in appendix 1 28



Ne Ng
2.2 NS Ao Oij, 11 jSNg, i2] (7
s=1 d=1

2. Part of the traffid(s, d)can flow on the logical edgé = E only if the logical

sd
edge exists. Alséﬁj , the part of the traffit(s, d)flowing on the logical edgE =

E; cannot exceed the traffis, d)

Xsd
ij < b.t(s,d) Oi, j,sd, 1<i,j,s,d < N.,i # j,s#d (7.3)
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3. Apply the flow conservation rules.

N . .
N E =
E od Z XSd t(S,d) if s=i
Z Xij -~ = <-t(sd) if d=i, 0,sdl<sd,i<Ng,s#d 7.4)
i=1 i=

0 otherwise

4. The number of lightpaths ending at (startingrfr@ given end node cannot exceed

Ain (Aout)-

m

bij <Ap, Dj,lSjSNE
i=1

(7.5)

Equation (7.2) ensures thé}., is greater or equal to the traffic on any edge If

lightpath from end nod&; to end nodeE; exists (in other words, ib; is 1) then
equation (7.3) ensures that part of the traffis, d)may be routed over logical edge
Ei 2 E. Equation (7.4) ensures that the total traffic flogv out from E; is

N N

Y X sd - sd
Z ij and the total traffic flowing intd; is Z X i . If Eis the source,
i=1 ] =1

then there is no traffic flowing int&s. If Es is the destination, then there no traffic
flowing out of Es, otherwise for all intermediate node, the incomargl outgoing
traffic difference should be 0. Equations (7.5) dAd) ensure that the number of
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lightpaths do not exceed the number of transmitia§or receivers.

2.8 A Heuristic for Designing a Logical Topology

Heuristic is defined as any technique used to nkaaiapproximate (i.e., close
to the optimum value) solution of a given problefss. we have mentioned in our
problem definition in Chapter 1, we will be usindpeuristic for designing the initial
logical topology. The pseudo code for a heurigiisdlve the logical topology design

problem [21] is given below.
The steps of the heuristic are as follows:

Step 1: Find the entity(imax,, Jmay IN T having a maximum value among all the entries

in T. If there is no nonzero entry i stop.

Step 2: Using any RWA technique (Discussed in 2cBeck if it is possible to
establish a lightpath frorimax t0 Ejmax. If RWA is not possible, sét(imax, jmay t0 O
andgoto Step 1.

Step 3: Create a logical edge from end nggto end nodéjmax. Sett(imax, jmay tO

t(imax, Jmax) - Cightpath OF O, Whichever is greater. Go to Step 1.

Note: We did not consider any restrictions/n(receiveror Aoy (transmitter) when
designing our initial logical topology using thiguristic. We also assumed that it is

possible to carry out a RWA to set up a lightpatimf any source to any destination.

2.9 Routing over a Logical Topology

As we have mentioned in Section 2.5 that theitrafiquirement of &l node
network can be represented as a form of mdtnhere, each individual entry of the

matrix can be presented §q® < i,j < Ng). This gives us the amount of traffic to be
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routed from source end no#geto destination end nods.

Now, if the logical topology is already known, thé&me other part of our
problem is to determine the routing optimally foe teach traffic entrg;. This type of
problem may be viewed 8dCNF (Multi-Commodity Network Flow) problem [7].
For each pair of end nodes, the distinct numbeoaimodity has to be assigning for
transportation from one source ndégto destination nod&y. Therefore, we can say
that there is k commodity has single sousgand a single destinatidgy. In this
situation, a directed grap@ = (V, E) may be viewed as the transportation network
whereV is the set of vertices i6 and eachV; (0 <i < N) represents possible source

(destination). Eachi - | represents the logical edge (link) from souicéo
. light N
destination. If there arel sd lightpaths from source nod& to destination node
_ ) _ light
Eq andCignipathis the capacity of a link, thenr(sd * Ciightpaty @mount of data may

be handled fronks to Eq4. In a transportation network when there is sirglenmodity
to be considered, the problem is callesirgle commoditylow problem; otherwise,

it is called amulti commoditynetwork flow problem.

Networks consisting of less than 30 end nodes aresidered small to
medium-sized networks. Since, the first part of ptowblem is known, the logical
topology is fixed, and routing can be done by thenulation described below, since,

the valuedy; (1<i, j<Ng) are known, itis a LP program.
Routing this type of flow problem can be formulatedfollows: [21]

Objective function:

N

Minimize © "max (2.9.2)
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Subject to

1. Ensure that\ ,, is theL-congestion

X

DX <A a0, ) O L
k=1

(2.9.2)

2. Apply the flow conservation rules.

. ) t“ if src, =i,
| inj - iji = {—t“if dest =1,
j:(i,j)oL (oL 0 otherwise
(2.9.3)

(2.9.3) has to be applied to nadéor all i, 1 <i < Ng, and has to be repeated for each

commodityk , 1 <k <q.

The notation used in this formulation has beenmyineAppendix1.

2.10 Reconfiguration of Logical Topology

The motivation of logical topology design is to iopkze the network
performance, improving the congestion, the delays the throughput metrics. The
WDM networks have the property of dynamically changitsylogical topology
corresponding to the changing traffic condition$. [Bhis ability to dynamically

optimize the network for changing traffic pattera®ne of the key features of multi-
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wavelength optical network. As we have mentionedChapter 1, traffic does not
remain the same all the time. Therefore, when ithengogical topology is incapable
of supporting changing traffic demands, the logittgdology needs to be changed.
This can be viewed as meconfiguration of the logical topology. The general
approach to the logical topology reconfiguratiorolpem has been a two-phase
operation: the first phase being a logical topoladgsign for the new traffic

conditions and the second phase being a routingnsehto handle the increased
traffic demand over the logical topology, in ordemeet the objective function, such

as minimizing the congestion of the network.

In this discussion, we have an arbitrary logicglalogy based on some physical
topology, which was capable of handling the tratfat existed when the logical
topology was designed, but after a certain periotihee, the traffic load will change
and the current logical topology cannot handle riber traffic. In this situation we
need to change the logical topology or reconfigilme logical topologies that can

handle the increased traffic in an optimal manner.

Fig. 2.10.1a: Old Topology Fig. 2.10.1b: New Topology

Figure 2.10.1: Reconfiguration of Logical Topology
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In Fig. 2.10.1a, end nodg&, sending traffic of 1.1 (which is greater than the
maximum allowed value of 1.0) to end noHg and end nodd4 sending a
relatively very small traffic (0.01) to end nods. The network shown in Fig.
2.10.1a is an overloaded network, since eHge> E; is carrying more traffic
than its capacity. In this situation, two strategeuld be considered to change
(reconfigure) the logical topology. One is to fitite best logical edge (s) to be
added to the topology, another one is to removelogieal edge and add one
logical edge. If very little traffic is flowing oan edge, the edge is a candidate to
be deleted. As a result of the deletion, there béllno significant effect on the
traffic carried by the network. In our thesis, waevl implemented the first option

only.

In Fig. 2.10.1b shows that we have added one edge énd nodd; to end
nodeE, and then routed the traffic accordingly. The icaffowing on every edge
is below the capacity of logical edge. Therefotee teconfiguration has been

done on the existinggical topology

In summary, when &ghtpathis created from source to destination, a source
node communicates directly with the destinationenodl lightpath can carry a
certain amount of traffic. When traffic increasesrenthan the capacity of a
logical edge, théogical topologyneeds to be changed in order to get an optimal
logical topology capable of handling the new t@ffAn optimallogical topology

is always desirable, because it improve the perdoca of the network.

Our main objective is to reconfiguration tgical topology focusing on
minimizing the congestionof the network. There are a few key terminologies,

related to reconfiguration is described below.
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2.10.1. Optimization

In general, theoptimizationmeans, to find the best value of some objective
function. In optical networks, the optimization plem for a given logical
topology could be to find the optimum strategy emtile all the traffic for data
communication in the network. Some of the optimaatstrategy could be as

follows:

The maximum number of hops from the source to asyidation.

* The use of resources, such as the number of clransed.

* Some linear combination of the number of receiagid transmitters used.
* The set of lightpaths to be created.

* Minimizing the route through the physical topology.

* Minimizing the number of channels on each fibeitsrroute.

* Minimizing the total traffic load on a path fromwsce to destination
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2.10.2. Optimization approach

In general, logical topology design problems can be formulated as
optimization problems aimed ataximizingnetwork throughput byninimizing
some objective function or other performance measirinterest. Routing the
traffic optimally on theightpathsis also usually seen to be a part of lingical
topologydesign problem. For this purpose, the problemblmaecomposed into

the following sub problems.
» Static traffic control

* Dynamic traffic control

2.11. CPLEX Optimizer

ILOG CPLEX (often informally referred to simply a€PLEX) is an
optimization software package. It is named for #implex method and the C
programming language, although today it contairteriaces for the C++, C#, and
Java languages. It was originally developed by RdbeBixby and sold via CPLEX
Optimization Inc., which was acquired by ILOG in91® ILOG was subsequently
acquired by IBM in January 2009. The CPLEX toolslveointeger linear

programming ILP) problems in medium sized network very efficiently

2.12 Hill Climbing Heuristic

The Hill climbing is a class of methods, which staith an initial solution to
be improved and generates a sequence of new swulip perturbing the current
solution, and then accepting the new solution paenty, temporarily, or rejecting it
completely. A simple illustration of a hill climbgnalgorithm is given in fig. 2.12.1.
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1. current < initial state or solution

[ ]

. loop do
a. next+< a highest-walued smiccessor of current
b if VALUEmext] < VALUE [current] then e inn current
oo Cuyrent - ned

3. eml

Figure 2.12.1: Hill Climbing Algorithm

It is simply a loop that continually moves in ttieection of increasing value.
The algorithm does not maintain a search treehscstate data structure need only
record the state and its evaluation , which wedsroted by VALUE. In this solution
there is no guarantee that there acelocal minima of the objective function. A
solution is called a local minimum if lzetter solution can be obtained only after a
sequence of perturbations, some of which are nprawements. A hill climbing
algorithm [11] also makes use of short-term menadrgearching algorithm, if there
is no restrictions are applied. In our problem 8oluis a classic hill climbing is used

to search the neighborhood and select better ealutithe each iteration.

2.13 Overview from Previous Research Paper

An overview of reconfiguration issues in virtuaptdogy design is given in
[7]. Two approaches have been discussed, i) Cgostoaph: The concern is to
minimize the cost of the reconfiguration, in terwisthe number of Wavelength
Routers that need to have their optical switchiggragrammed, or the total number
of optical switching that need to be changed tolément the new lightpath and

eliminate old ones. ii) Optimization Approach: hig approach, the virtual topology
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is given, when the traffic changed, the reconfijaranecessary to optimize some

objective function is carried out.

Two sub-problems have been mentioned in this p§perOne is to find
connectivity and another is to route the traffitg@ithms have been proposed in this
paper to iteratively reconfigure the logical toppjoto minimize the congestion in
response to changes in the traffic pattern usitaga search technique. For routing
they have used a minimum hop routing algorithm. yTh@ave also worked on
minimizing the disturbance to the network at themeti of reconfiguration by a
“branch-exchange” technique. The author claimed #iace each change to the

logical topology is small, the disturbance to tle¢work is small.

The reconfiguration issues arising in single-hghtivave networks have been
studied in [13]. They claimed that this is the tfis-depth study of the tradeoffs
involved in carrying out the reconfiguration proge$hey developed and compared
reconfiguration policies to determiméhento reconfigure the network, and presented
an approach to carry out the network transitiordégcribing a class of strategies that
determinehow to retune the optical transceivers. The reconfigomaproblem is

formulated in this paper asvarkovian decision proceg$28].

The complete logical topology design problem inabgd traffic routing,
lightpath selection anBWAhas been considered in [14]. The problem is foated
as anMILP, where the objective is to minimize the congestieor large networks, a

solution based on LP-relaxation of the integeralaas is presented.

An MILP for optimal logical topology design and an evalatof a number
of existing heuristics for logical topology design,terms of both performance and

complexity, has been given in [18].

A tabu-search-based meta-heuristic for optimal dalgitopology design,
objective is to minimize the congestion of the mhtip network, has been presented
in [5]. The paper assumes that the physical topokigl a stochastic description of
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the traffic pattern is given, and does not considenstraints on the number of

wavelengths per fiber. The move selection procetlaszbeen given in the following

Fig.2.12.1 below:
{ = )

Figure 2.13.1: Move Selection Procedure [5]

A tabu search heuristic for solving the routing amavelength assignment
(RWA problem in opticaWDM networks has been proposed in this paper [15],
considering the wavelength continuity constraind angiven set of connections to
satisfy. For a number of available wavelengths achdink, this algorithm attempts
to maximize the number of routed connections. Usliregabu searchalgorithm, they
solved the problem dRWAIn two steps. During Step 1, a set of paths iscsetein
the graph. Then Step 2 uses paths selected dutapg1Sto build a solution of the

problem.

The heuristic approach presented in this paper, [A6&pts the tabu search
strategy proposed in [4] for throughput maximizatito the multi-criteria problem of
simultaneously minimizing congestion and total flokabu search is implemented as
a two phase strategy dealing with diversificatiemeaell as intensification of search.
A local search based on branch-exchange and tahtegy is used to explore

different virtual topologies.

A Tabu SearchAlgorithm have been proposed in this paper [19]désign a
logical topology for packet switched traffic owDM mesh networks. The algorithm

evaluate the cost-performance trade-off between,
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i) Designing logical topology with small congestiaand large number of
lightpath.

i) Designing a less expensive topology with higbengestion.

They have solved the routing problem wikli? formulation and Tabu Search
technique used for move selection procedure. Thegss used depicted below in Fig.
2.10.2.

L L5 My s

My n, Ny n,

Figure 2.13.2: Move Selection Procedure in Tabu Sezh [17]
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Chapter 3: Problem Specification

3.1 Problem definition

In Section 2.4, we have discussed the problem sigdang an initial logical
topology. We now define the problem of reconfiggrithe logical topology in a
WDM optical network. Given an initial logical topmdy, when the traffic demand
increases and the current logical topology is patde of handling the increased
traffic demand, our problem is to find a new logjiimgology, capable of handling the

current demand, with minimal changes to the origimgical topology.

It is well known that the problem of determining @ptimal logical topology is
computationally intractable [21]. Reconfiguring tlogical topology is a variation of
the same problem and is intractable for the sanasore Our objective is to
reconfigure the topology so that the congestiobelow the capacity of a lightpath.
We need to find an optimal logical topology with acceptable congestion of the

network. This problem has two sub problems a®vst

1. Find Topology (FT): Find the new logical topology by reconfiguriniget

initial logical topology.

2. Route Traffic (TR): Route the current traffic optimally over the lagjic
topology.

Fig. 3.1.1 shows a schematic description of thélpra including the input
parameters and the output.

42



' . New Logical
Traffic Matrix > >
Topology
Initial Logical FT-TR
Topology E— — Co\l;glestior
alue

Figure 3.1.1: Schematic Description of the Problem

Since, we cannot route the traffic without deteingna logical topology,
these two problems are interrelated and it sho@dsblved simultaneously. The
problem of finding a new optimal logical topologgrche viewed as a reconfiguration
of the logical topology since we start with thegamal topology and add a minimum
number of logical edges. In this search we can \tivcurrent logical topology as
the current state and a new logical topology asnthe state - the result of a move.
The term “move” here means the application of dypkation to the current logical
topology to create a new logical topology. Thersleaspace for a given logical
topology in a WDM network is, in general, vast. Wave used a hill climbing
technique using four strategies to limit the timeeded to find a candidate optimal
logical topology. Once a new optimal logical toppjois determined, the CPLEX
optimizer program has been used to route the drafier the logical topology to
determine the congestion. The CPLEX program caumskeéd only on small to medium

sized networks for determining an optimal solution.

3.2 Identifying the move

We have mentioned in Chapter 2 that the congesti@nlogical topology for
a given traffic matrix and routing strategy is thalue of the traffic on the edge
carrying the maximum load [21]. Our objective isréaluce the congestion to a value

below the capacity of a light path. A move in guoblem identifies an edge to be
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added to the current logical topology to reducedbmegestion. Let the logical edge
carrying the maximum load be the edge from souotEeinaxto destination nodg,ax

(Figure 3.3.1). Traffic flowing on the edgguxto jmax could be due to the following:

1. The source for a communication could ipgxitself, where part of the
traffic resulting from the communication is beinguted, using the edge
imax = Jmax The arrow 9’ is used in between two nodes to describe a
logical edge in our thesis.

2. The source for a communication could be some othde where some or
all of the traffic for the communication is beinguted, using the edgiax
> Jmax

3. Destination of the traffic flow could Ggaxitself.

To keep the problem tractable, we have limited H®arch space we
investigated to four strategies involving the edtdyed either start from or end at

laxOF ] max @S follows:
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3.3 Strategy 1.

Figure: 3.3.1 Figure: 3.3.1

Figure 3.3.1: Adding edge from Strategyl

Condition for applying the strategylhis strategy is applicable if there is an edge

from nodex to imax but there is no edge from noxdo jmax Shown in Fig. 3.3.1a.

Details of the strategyStrategyl adds an additional edge from ngd® jnax as

shown, using a dashed line in Fig 3.3.1b.

The rationale for the strategyPart of the traffic flowing on edge—= imaxis likely

being routed through the edg@x 2 jmax In this case, adding an edge from end node
X t0 jmaxcould be promising. Part of the traffic flowingéad nodgmax using edge;

2 imax 2 Jmax could flow directly from node; to nodejmax as an alternative path
(Figure 3.3.1b) and may reduce the congestioneoh#twork.

Potential benefit for the strategytn this strategy, we calculate the potential liiene

for adding the edge - imaxas follows.

In general, there are a number of commodities figwon the edg& = imaxandimax
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- jmax The following process calculates the benefitd@mmodityk:
I. Let the traffic requedt be flowing on the edgg = imaxfor commodityk;
i. Let traffict, be flowing on edgénax=> jmaxfor commodityk;.
iii. Let tmin be the minimum of; andt, .

We can calculate the total benefit for all commieditsimply by adding up all the
tmin found from step iifor all the commodities. After we find out the tokeenefit for
the edgex; 2 imaxusing the Steps 1 to 3, we calculate the total fitefoe all other
edges incoming tonax by using the same process. Finally we select dye evhich
has the highest benefit among all the edges anel thavinformation of that edge as

the best potential move from Strategy 1.

The rationale for considering the minimum traffitoW for a particular
commodity k; is illustrated by an example below. There are tvases to be

considered to achieve the best benefit

Case-1: The edg@ax = jmaxiS carrying a lesser amount of commoditycompared

to the edgei = imax

Case-2: The edgaax 2 jmaxiS carrying a greater amount of commoditgompared

to the edge; = imax

An example for Case-1:

Let 0.45 units of commoditlg flow on the edgémnax = jmaxand 0.55 units of
commodityk; flow on the edge; = imax(Fig. 3.3.2). Now if we add an edge from the
end nodex; to jmax as shown using a bold dashed line, a maximum4% Qnits of
commodityk; can be diverted to the alternative path® jmay. After 0.55 units of
commodityk; reached the end nodgsy 0.45 units flows on the ed@g.x = jmaxand
0.10 units of commoditis might be flowing to some other end nodevhich is not a

concern, because our concern is to reduce thectlatid on the edgénax = jmax
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Therefore, the maximum benefit can be achieved ertihg 0.45 units of

commodityk;, which is the minimum of 0.55 and 0.45.

0.1C

Figure 3.3.2: Benefit calculation for case-1.

An example for Case-2For commodityk;, let 0.55 (0.45) units of commodiky flow

on edg8max 2 jmax (% 2 imax) (Fig. 3.3.3). Now if we add an edge from end nrnde
t0 jmax @s shown using a bold dashed line, a maximum4& Onits of commoditk

can be diverted to this alternative path-® jmay. Because 0.45 units of commodity

is flowing fromx; tO jmax USINg the path = imax = jmax Which can be diverted using
the edgex = jmax The 0.10 units of commodity is added to the eddfax = jmax
from some other end node,), again which is not a concern. Therefore, we may

divert 0.45 units of commoditly which is the minimum value of 0.55 and 0.45.
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Figure 3.3.3: Benefit calculation for case-2.

Therefore, in both cases, it is beneficial to cdesthe minimum value of a particular

commodity that is flowing through the path= imax =2 jmax
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3.4 Strategy 2

Figure: 3.4.1 Figure: 3.4.1

Figure 3.4.1 Adding edge from Strategy 2.

Condition for applying the strategylhis strategy is applicable if there is an edge

from nodeimaxto % but there is no edge from noddo jmaxas shown in Fig. 3.4.1a.

Details of the strategyStrategy 2 adds an additional edge from nRd® jmax as
shown in Fig 3.4.1b.

The rationale for the strategyPart of the traffic flowing on the edggax 2 jmax

could be diverted using the edge? jmaxas shown in Fig. 3.4.1b. In this case, adding
an edge from nodg to jmax cOuld be promising, because part of the trafficldde
diverted through the paihax = X = jmaxas shown in Fig. 3.4.1b. As a result, it may
reduce the congestion of the network
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Potential benefit for the strategy The process of calculating the benefit for this

strategy is as follows:
i. Let Lmax be the current congestion value,

il. Let the total traffic flowing on the eddgax = X% be the minimum
traffic (Tmin),

iii. Therefore, the maximum benefit that can be achidrad Strategy 2

is the average of the difference betwégr.andTmin..

The rationale for considering the edge which isyag the minimum traffic

load is explained with an example below.
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Let the traffic be flowing on the network shown(Fig. 3.4.2).

Edge Data
> Jmax
imaxé XZ 0.35 ,’,

Imax? Jmax | 0.95

Figure 3.4.2: Benefit Calculation for Strategy 2.

In Fig 3.4.2, there are 3 outgoing edges figmas follows:
* An edge frommnax t0 jmax Carrying a flow of 0.95
* An edge fromax toX; carrying a flow of 0.45
* An edge fromaxto X, carrying a flow of 0.35

We note that, considering all the edges fiiggy, the edge fronimax to X, is carrying
the least amount of traffic and the edge fridgto x; is carrying most amount of
traffic. In order to reduce the total flow frofax to jmax Under Strategy 2, there are

two choices:
) add an edge fromy tO jmax

i) add an edge from to jmax
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Choice 1- adds an edge fromto jmax

In this case, the traffic has to be routed throtlgh pathinax 2 X1 2 jmax
Note that the edgénax = X1 iSs carrying the most traffic. As per the proce$s o
calculating the benefit from this strategy, the éfégrcan be achieved by the average
of the difference of traffic flow between the edgges 2 X andimax = jmax, Which is
0.25[(0.95 - 0.45) / 2].

Choice 2- add an edge framto jmax

In this case, the traffic has to be routed throiygh 2 X =2 jmax As per the
process of calculating the benefit from this sgggiehe benefit can be achieved by
the average of the difference of traffic flowingiwween the edgeigax 2 X andimax
= jmax Which is 0.30 [(0.95 — 0.35) / 2.

We observed that the maximum benefit can be actiiénan choice 2 by
adding an edge from = imaxand the benefit is the average of the differencthef
traffic flow between the edgesnax 2 % andimax 2 jmax @S mentioned above. Note

that the edgénax = X2 is carrying the least amount of traffic.

To justify the cases, let us reduce 0.30 unitsatd drom the edginax = jmax
which is the average of the difference betwkgg and T, mentioned in step (iii),
and divert this traffic through the pathwx 2 X% = jmax After routing the traffic, the
total load on the edggax = % is 0.65 (0.35 + 0.30), and total load on the edge
2 Jmax 1S 0.65 (0.95 — 0.30) as shown in Fig. 3.4.3htivgs that, the corresponding

traffic on the edgeBnax = jmax@ndimax = X2 are uniformly distributed.
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Figure 3.4.3a: Choice 2 - Traffic routing after renoving 0.30 units.

In contrast, if we reduce 0.35 units of data fréma €dge@max = jmax Which is
0.05 units more then the average of the differdrate/eer.,.x andTmin mentioned in
step (iii), and route that traffic through the path 2 % = jmax the total load on the
edgeimax 2 X2 is 0.70 (0.35 + 0.35) and total load on the eédge= jmaxis 0.60 (0.95
— 0.35). In this way, the corresponding traffictbe edg@max = % andimax = jmaxiS
not uniformly distributed. As a result, the edggx = X becomes overloaded than

imax = Jmax@s shown in Fig. 3.4.3b.

0.35+0.35=0.7

Figure 3.4.3b: Choice 2 - Traffic routing after removing 0.35 units
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Therefore, adding an edge fromto jmaxiS more beneficial then adding an

edge fronX; t0 jmax

3.5 Strategy 3

Figure: 3.5.1 Figure: 3.5.1

Figure 3.5.1 Adding edge from Strategy 3.

Condition for applying the strategyrhis strategy is applicable if there is an edge

from nodegmaxto % but there is no edge from noglgxto x; as shown in Fig. 3.5.1a.

Details of the strategyStrategy 3 adds an additional edge from nigdeto X as
shown in Fig 3.5.1b.

The rationale for the strategyPart of the traffic flowing to nodg, is also likely
being routed through the edgex = jmax In this case, adding an edge from naglg
to x; will be promising, since the traffic routing thigluthe edge from nodgaxto jmax
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could be diverted through the edgg«~> X.

Potential benefit for the strategyl'he addition of the eddgax = % could reduce the

traffic of the edgémax 2 jmax @and as a result it could reduce the congestiothe
network. The process of calculating the benefitthas strategy is similar to Strategy
1, discussed above.

3.6 Strategy 4

Figure: 3.6.1 Figure: 3.6.1

Figure 3.6.1: Adding edge from Strategy 4.

Condition for applying the strategyrhis strategy is applicable if there is an edge
from nodex; to jmaxbut there is no edge from nodgxto x as shown in Fig. 3.6.1a.

Details of the strategyStrategy 4 adds an additional edge frigyto x; as shown in
Fig. 3.6.1b.

The rationale for the strategy Part of the traffic flowing on the eddgax = jmax
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could be diverted using the edggx =2 X.

Potential benefit for the strategyn this case, adding an edge from nogegto x will

be promising because there will be an alternatath po divert the traffic flowing
through the edgénax =2 jmaxa@s shown in Fig. 3.6.1b. As a result, it may redinee
congestiorof the network. The process of calculating the Befrem this strategy is

similar to the Strategy 2, discussed above.

3.7 Overall Scheme with Block Diagram

Initial Traffic Matrix Initial Logical

»
L

>
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A A 4
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New Traffic Matrix,

LP File
created such that
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15% by scaling up on the
initial congestion. C_PLEX
Environmen
Congestion <« |
Value
Traffic on
Each Ed .
ac ge New Logical
Topology

A
Hill Climbing |
Algorithm J

Figure 3.7: Overall Scheme with Block Diagram.
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The overall scheme of our work is shown in Figurg 8vhere the input fdcP
File Generatoris an initial logical topology which is generatég the heuristic
mentioned in section 2.8, and an initial traffictmawhich is randomly generated
discussed in Section 2.5. The LP File Generata ¢ program which generates a
Linear ProgrammingLP) specification file, discussed in section 2.9. TRRLEX
environment is called with theP file* as an input to route the traffic over the logical

topology optimally.

In the first iteration, the CPLEX Optimizer calctgda the initial congestion
value of the network. Then we create three newviid¢rafatrices such that congestion
value increases to 1.05, 1.10 and 1.15 on thealin@tbngestion by applying an
appropriate scaling factor to each entry in thdficranatrix. The lp file is then
converted to a file which shows how much trafficfigwing on an edge for a
commodity. This file is an input to thélill Climbing algorithm to generate a new
logical topology. The Hill Climbing algorithm is oetructed using 4 strategies

designed in Section 3.6.

In the subsequent iterations, we run the CPLEXnagér with new logical
topology and the new traffic matrix and observe dbegestiorof the network. This

task will be carried out with a number of iteratiomtil the stopping-criteridhis met.

® The CPLEX in an optimization tools, discussed rafiter 2.
* A sample of Ip file is discussed in Chapter 4 alsth appeared in Appendix 1.
® Multiple commodities are flowing on a logical egdgéscussed in section 2.5.

® The stopping criterion is to reduce the congestalne below 1 in our thesis. S7



Chapter 4: Implementation Details

The implementation details of our problem of reogunfation of logical topology
have been discussed in this chapter. Various aspédmplementation of our thesis

have been pointed out below:
1. We have designed an “initial logical topology” ugia heuristic algorithm.

2. Created a fractional traffic matrix and sortedftcamatrix (will be discussed

later in this chapter in detail).

3. Designed a CPLEX driver program (Linear ProgramecHpation) for
routing the traffic optimally by calling the CPLE2tivironment.

4. Defined a reconfiguration algorithm based on thdl-Elimbing Search

methodology to create new logical topology.

4.1 Design initial logical topology

We have designed an initial logical topology baseda heuristic algorithm as
mentioned in Chapter 2. We could have used anyisteufor this purpose and we
chose to use the HDL heuristic [19]. We kept tksigh as simple as possible; we
have assumed that all resources such as transmitteeceivers have been used at
each end node properly at the time of designingrtiti@l logical topology. The input
to this heuristic algorithm is a randomly generasedted traffic matrix (discussed
later in this chapter); sorted in the sense thatdhgest traffic has to be handled first.
The straight forward approach of generating arainibgical topology has been given

below:
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. Read sorted traffic request matrix
. For each request, get the source-destination pair.

. Using Breadth-first Search algorithm, search fqra¢éh in the current logical

topology, which has sufficient residual capacitysémd the request.

. If a path is found, update the residual capacityhefpath from the source to

the destination for that request.

. If path cannot be found, create a new logical patmsisting of a single
logical edge from the source to the destinatiothefrequest and update the

residual capacity of the path.
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The flow diagram shown in Fig. 4.1.1, describes phhecess of generating initial

logical topology.

First request from the
(descended ordered
sorted traffic matrix

Get next
request

»
>

Y

A

Breadth-First Search to find the path from
source-destination and have sufficient
residual capacity of the path

No
Path Create new light

found path

Yes |
v

Update the residual capacit
of the path for the request

Yes

More No st
request? 4 oF

Figure 4.1.1: Generate Initial Logical Topology.
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As mentioned, we have used the breadth-first sefarcfinding a path from the
source to the destination of a traffic request.rigfoalgorithm for the Breadth-First

search is given below:
1. Enqueue the source node.
2. Search all neighboring nodes from source node
3. Dequeue a node from neighboring node and examine it

o If the destination node is found, quit the searod eeturn the path

from the source to the destination.

o Otherwise enqueue any successors nodes that hdavgehdieen
visited.

4. If the queue is empty, every node on the netwodsslieen examined — quit
the search and return "not found".

5. Repeat from Step 3 otherwise.

4.1.2 An example of creating a 4-node logical topology

We used arN x N matrix to represent the logical topology of a ratvwith N
end nodes. In this representation, the elementvni rand columrj of the matrix, is
either a 0 or a 1. If the element in rowand columrj is 1(0), it means that there is a
(no) logical edge from end nodeo end nodg. When the heuristic for creating a
logical topology starts, there is no logical edgd ao the entries in the matrix are all
0’s. For instance, a network with 4 end-nodes nayepresented by a matrix of size
4 x 4 with suitable elements. An initial 4 x 4 matrix M representing a logical
topology and a traffic matrixi is shown in Table 4.1.2.1 and Table 4.1.2.2 is
respectivelyM is initialized with all zeros since there is ngilkal edge initially. The
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traffic request matrixT is randomly generated and then sorted in descgrafider,

according to the amount of traffic to be commuradat

In the following example, the very first requestassend 0.5 units of traffic from
source node 0 to destination node 2; second redmi&d traffic units from source

node 1 to destination node 0 and so on.

Table 4.1.2.1: 4 Nodes logical topology (Initializevith zeros)

Source| Destination| Traffic

0 2 0.5

1 0 0.4583
1 3 0.4583
2 0 0.4375
2 3 0.3125
3 2 0.3125
3 0 0.2292
0 1 0.2083
1 2 0.2083
2 1 0.2083
3 1 0.1042
0 3 0.0833

Table 4.1.2.2: Sorted Traffic Request Matrix
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Stepl: According to the algorithm, we take thstfrequest, which is to send
0.5 units of data. The breadth-first search loaks & path from 0 to 2, which is

sufficient to carry 0.5 units. In this case, thexeno path. So we add a new logical

edge from 0 to 2. Now, we have a path from 0 toith & capacity of 1 unifs We

draw a lightpath from the source node 0 to theidason 2 (0> 2) shown in Fig.

4.1.2.1. In Table 4.1.2.3 shows that 1 has beegreshin row 0, column 2, meaning

there is a logical edge from source node 0 to wlatstin node 2. Table 4.1.2.4, shows

the all the updates.

Q

:@

Figure 4.1.2.1: Graph diagram of Logical
Topology with one Logical Edge

0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0

Table 4.1.2.3: Logical Topology Matrix

Source

Destination

Lightpath

Current Load

Residigbacity

0

0> 2

0.5

1.0-05=0.5

" We assume, the capacity of a logical edge is OC-48

Table 4.1.2.4: Updates of Residual Lightpath Capatsi, Stepl
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Step2: Take the next request, which is 0.4583, smuice-destination pair is (1, 0),

there is no path from node 1 to O; we draw a nghwtfpiath as show in Fig. 4.1.2.2,

update of traffic matrix and the residual lightpatipacity for the edge 1 to O is
0.5417 (1.0 — 0.4583) as shown in Table 4.1.2.5Talde 4.1.2.6 respectively.

Figure 4.1.2.2: Graph diagram of Logical
Topology with two Edges

Table 4.1.2.5: Logical Topology Matrix

Source | Destination Lightpath Current Residual Capacity
Flow Load
0 2 0> 2 0.5 1.0-05=05
1 0 1>0 0.4583 1.0 -0.4583 = 0.5417

Table 4.1.2.6: Updates of Residual Lightpath Capatsi, Step2
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Similarly, if no logical path exists for a sourcestination pair of a request; a
new path will be created following the procedurentraned in Step 1 and Step 2. The
next four such requests and their source-destimgtimirs are shown in the table
4.1.2.7 in our example is taken from table 4.1.ZHe request 0.4583 is routing from

node 1 to node 3, request 0.4375 routing from ribttenode 0 and so on.

0.4583
0.4375
0.3125
0.3125

NlW Oo|lw

WININ|P-

Table 4.1.2.7: Source-Destination pair of requests

After handling the four requests, the graph diageamd the traffic matrix
update are shown in Fig. 4.1.2.3 and Table 4.1r@spectively. The updates of
residual lightpath capacity are shown in Table49L.

1 :@ 0 0 1 0

0 ) (G 0] 0| 1] o
Figure 4.1.2.3: Graph diagram of Logical Table 4.1.2.8: Updated Logical
Topology with 6 Edges. Topology
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Source | Destination| Lightpath Current Residual Capacity
Flow Load

0 2 0> 2 0.5 1.0-05=0.5

1 0 1->0 0.4583 1.0 -0.4583 = 0.541}7
1 3 1-> 3 0.4583 1.0 -0.4583 = 0.541)
2 0 2=>0 0.4375 1.0 - 0.4375 = 0.5625
2 3 2> 3 0.3125 1.0 -0.3125 =0.6875
3 2 3>2 0.3125 1.0 -0.3125 =0.6875

Table 4.1.2.9: Updates of Residual Lightpath Capatsi

Step 3: In this step, | have demonstrated the piiweewhere a logical path exists for
a source-destination pair of a request. In thiecé#sthe residual capacity of the
existing path is sufficient to handle the requigstjll use that path instead of creating
a new link (path). For example, from the sourcéend to the destination node 0, the
request 0.2292 units of data to communicate as showable 4.1.2.2. In this case
since there is a logical lightpath 3 2 >0) as can be seen from Fig. 4.1.2.3, it does
not need a new lightpath from the source nodetBéealestination node 0. Since, the
residual capacity of lightpath-2 2 is 0.6875, and for the lightpath-2 0 is 0.5625,

it is sufficient to send the request (0.2292) ugimg path 3> 2 -0 as shown in the
Table 4.1.2.10 in bold-italic text.
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Source| Destination| Lightpath Flow Current Load | Remaining Capacity

0 2 0> 2 0.5 1.0-05=0.5

1 0 1>0 0.4583 1.0 -0.4583 = 0.5417
1 3 1> 3 0.4583 1.0-0.4583 = 0.5417
2 0 220 0.4375 +0.2292 1.0-0.6667 = 0.3333
2 3 2> 3 0.3125 1.0-0.3125 = 0.6875
3 2 322 0.3125 +0.2292 1.0-0.5417 =0.4583
3 0 32220 XXX XXX

Table 4.1.2.10: Update of Residual Lightpath Capaty

Similarly, after handling the entire set of reqgesising this heuristic, the following

logical topology and the corresponding logical togy matrix is generated as shown
in Fig. 4.1.2.4 and Table 4.1.2.11 respectively.

\ 4

@

Figure 4.1.2.4 Graph diagram of Logical Table 4.1.2.11: Logical Topology

Topology with 7 Edges.

Matrix.
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4.2 Generating a traffic matrix

The traffic matrix is alN x Nmatrix, whereN is the number of end nodes in
the networks. The matrix entries are randomly gateerusing the native C compiler.
Table 4.2.1 is an example which is generated femgtwork with 4 end nodes using
the random number generator. The diagonal entriedileed with 0’'s, since there
cannot be any traffic from a node to itself. Foramyple, the entry for source-
destination pair (0, 3) is 0.083333, which mearat the source node 0O is sending
request (0.083333) units of data to the destinatioth node 3. Here the unit is the
capacity of a lightpath.

0.000000 | 0.208333| 0.500000  0.083333

0.458333 | 0.000000| 0.208333 0.458333

0.437500 | 0.208333| 0.000000 0.312500

0.229167 | 0.104167| 0.312500 0.000000

Table 4.2.1: Randomly Generated Traffic Matrix

The rationale for generating a fractional traffiatnx is discussed in Chapter 2.
Since the lightpath capacity has been fixed to @Chd our experiments, as
mentioned in Section 4.1, we have generated traffibetween OC-1 to OC-48
randomly and then divided each value by 48, whisteg us entry with fraction
number in between 1/48 to 48/48. Below are thagtttdorward steps for generating
traffic matrix.
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1. Initialize each cell of matri# with zeros.

2. For each entry oN x Nmatrix M, generate a random numbeiin between 1
to 48.

3. Divide n; by edge-capacity (Edge-capacity = 48 OC).

4. Fill each entry with the value which is got fromef2, except the diagonal

entries.

4.2.1 A sorted traffic matrix

We have also generated the sorted traffic matrishesvn in Table 4.1.2.2,
using the native C compiler. The sorted traffic mxahas been used to generate the
initial logical topology as mentioned in sectiorl 4As we have mentioned in our
problem definition in Chapter 2, the initial logic@pology is needed to find the
initial congestion for a given traffic. The ratidador generating the sorted traffic
matrix in descending order is that we wish to harttie largest traffic first. For the
smaller requests, we may not need to create aightpath if the request can be send

by some existing logical path.

4.3 Determining the Congestion

We have used the CPLEX optimizer program to robeettaffic optimally.
The input to the CPLEX optimizer is a file speaifgithe Linear PrograniP). The
LP file is generated using a logical topology mafiie and a traffic matrix file. The
CPLEX optimizer program routes the traffic througfe logical topology and
calculates the routing strategy within a short getrof time for a small or medium
size of networks. The routirf@PXNETgetobfunction is used to access the objective
function values in the network. The routine retusnsero when it is successful and a

nonzero value if an error occurs. The main preeefifunction of CPLEX used in our
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problem is described briefly below:

1.

The routine CPXopenCPLEX function initializes a CPLEX
environment. The routine returns a pointer to a EREnvironment.

. Next theCPXcreateprolfunction is called to create the problem. The

routine CPXcreateprob() creates a CPLEX problemeaibjn the
CPLEX environment. The arguments to CPXcreatepraéijhe an LP
problem name. The problem that is created is anmiifmization
problem with zero constraints, zero variables, anc&empty constraint
matrix. The CPLEX problem object exists untl theutine
CPXfreeprob () is called. If successful, CPXcreribp() returns a
pointer that can be passed to other CPLEX routtoeglentify the
problem object that is created. If not successduNULL pointer is
returned.

The routine CPXreadcopyprob () reads an LP file gu existing LP
problem object. The problem can then be optimizadgiany one of
the optimization routines. The routine returns eozmn success, and a
nonzero if an error occurs.

The routine CPXlpopt () is called after a lineaognam has been
created via a call to CPXcreateprob (), to find cdutson to that
problem using one of CPLEX's linear optimizers.

The routine CPXgetstat () is used to access thaisolstatus of the
problem after an LP or mixed integer optimizatidh.no solution

exists, CPXgetstat () returns the value 0.

The routineCPXNETgetobjfunction is used to access the objective
function values in the network stored in a netwoariblem object. The

routine returns a zero on success, and a nonzarodfror occurs.
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4.4 Creating a new Logical Topology using the Hill Climbing Search
Technique

The overall process of creating a new logical toggl using the Hill-
Climbing search technique is given in Figure 4Hiest, we have created the mbve
list from four different strategies. Each stratggyerates one best move by searching
all potential moves in the neighbourhood of therentr move and calculates how
much benefit may be achieved from it. As a resh#tre are 4 moves generated from
four strategies. Finally, we calculated one besvenioom the 4 moves, based on the
move which has the highest benefit. We implememiedbest move to the current
logical topology to create a new logical topolog@he flow diagram is shown in Fig.
4.4a. The details of each process are discusssdrathis chapter.

Gererate the move list from
strategies using the Hill-Climbing
search technique

A
Calculate the
best move

A

Modify the current logica

topology (create a new
logical topology)

Figure 4.4a: Generating new Logical Topology.

8 The term “move” has been discussed in Chapter 3. 71



4.4.1. Implementation details and calculating the best move from Strategy 1

The details of designing Strategy 1 have been dssmlin Chapter 3, Section
3.3. In this section, the implementation of thim&tgy and calculating the best move

is discussed in following subsections:
* Implementation of Strategy 1.
* Implementation of determining the best move int8tgg 1.

* Implementation of calculating benefit for a movel@gical edge).
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4.4.1.1. Implementation of Strategy 1

To implement Strategy 1, we have executed the stepsn in Fig. 4.4.1.1a.

Start

:

X; = first end node in the
networlk

Xi = next end node ir|
the network

A
Is there logical
edgeX; =2 imax
but no edge
2 Jmax?

A 4
Storex; in a ListL as a
possible source node of
a logical edge (move)

Are there more
end nodes in the
network’

Figure 4.4.1.1a: Implementation details of Strategyt.

In this process, our objective is to create thiedisncoming end nodes, such
that if there is an edge from the end negd® imax but there no edge from thixenode
t0 jmax @S shown in Fig.3.3.1 in Chapter 3. We assumehifjeest traffic flow is

taking place on edd@ax = jmaxin this particular network.
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4.4.1.2 Implementation details of determining the best move in Strategy 1

For determining the best move from all potentialve® from Strategy 1, we

implement the process shown in Fig. 4.4.1.2a. Dukeé lack of space, we use T(R)

to denote transmitter (receiver) in this diagram.

Legend:
T- Transmitter

R- Receiver

List (L)

X; = first node fromL

Is aT available ta;
& aRavailable at
jmax for the edge;
> ima>?

Store the edg® = jmaxas a potential move,
calculate the benefit for the moxg 2 jmaxand

choose the best move based on the highest benefi

d
<

Is ListL No

X; = next node from
the listL

A

exhausted?

Figure 4.4.1.2a: Implementation of determining besimove in Strategyl.
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We checked each noagefrom the listL, such that there is a spare transmitter
at the nodeg and a spare receiver at the npglg available. The lisk is created from
the previous section 4.4.1.1. We stored the edge jmax considering a potential
move. Then we calculated the berfefiir each such potential move (edge). Finally,

we considered a move which has the highest benefit.

% The benefit calculation is shown later in the ®ectt.4.1.3. 75



4.4.1.3. Implementation for calculating the benefit of a move in Strategy 1

The process of implementation of the scheme fauwtaling the benefit of the
movex, =2 imaxiS shown in Fig. 4.4.1.3a.

List of commodities, flowing
on the edg&, = imax

k = First commodity on the edg® = imax

k = next commaodity
A

A

Is the commodity
k is flowing on
ima) é Jma)o

Accumulate the minimum traffic
flowing between two edges = i max&

Imax= ] max for commodityk.

»
L
Y

Is commodity No
list exhausted?

Figure 4.4.1.3a: Implementation for calculating thebenefit of a move in Strategy
1.

For our discussions below, we hiaken an example when discussing the

strategies we used. As we have mentioned in Se2t@nrouting the traffic over a
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logical topology is a multi-commodity flow problemAn edge could have multiple
commodities flowing for a particular routing scherméere are two edges =2 imax
andx; =2 imaxto the noden. as shown in Fig.4.4.1.3b. We calculate the befhefit
all such incoming edges to end nageg and finally we consider the edge which has
the highest benefit. For example, we consider ttge® - jnaxas a move for this
particular network shown in bold dashed line. Siweeconsider the edge 2 jmaxas

a potential move for this particular network, atprthe commodities flowing on the
edgex; 2 imax are routed through the path 2 imax 2 jmax Therefore, we show the

calculation of the benefit for the edge = imax

Figure 4.4.1.3b: Benefit calculation for the edgexx> imax in Strategy 1

In this implementation process, we assume thamanuadity k is flowing on
the edgex; 2 imax If the same commodity alsoflows on the edgénax = jmax then
we calculate the minimum traffic value between tihe edges; = imaxandimax =
jmax for the commodityk. We calculated the minimum traffic value for dietother
commodities that is flowing between the two edges accumulates by adding them
up. As a result, the accumulated value is the maxirpossible benefit for the edge
X2 2 imax An example for calculating the benefit with aallbw and rationale for

choosing the minimum traffic flow for a commoditgshbeen shown in Chapter 3.

4.4.2 Implementation details and calculating the best move from Strategy 2
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The details of designing Strategy 2 have been dssmliin Section 3.4. In this
section, the implementation of this strategy arldutating the best move is discussed

in following subsections.
* Implementation of Strategy 2.
* Implementation of determining the potential moves.

* Implementation of selecting the best move and tateuhe benefit.
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4.4.2.1: Implementation of Strategy 2

To implement Strategy 2, we have executed the stepsn in Fig. 4.4.2.1a.

Start

x, = first end node in the
network

X, = next end node in thg
network
A

Is there a logical edge
imax=> X & no edge
X 2 Ima?

Yes

v
Storex; in a ListL as
possible source node gf
a logical edge (move)

Are there more end
nodes in the
network?

Figure 4.4.2.1a: Implementation details of Strategy

In this process, our objective is to create thedisend nodes;, such that
there is an edge from nodig.x to end node; but no edge from nodg to jmax as
shown in Fig. 3.4.1 in Chapter 3. We assume thathighest traffic flow is taking
place on the edggax = jmaxin the network.
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4.4.2.2. Implementation detail of determining the potential moves from Strategy 2

For determining the potential moves using Strat2gye implemented the

process shown in Fig. 4.4.2.2a. Due to the lackpsice, we use T (R) to denote

Transmitter (Receiver) in this diagram.

Legend:
T- Transmitter

R- Receiver

List (L)

X; = first node fromL

X; = next node from
the listL

A

Is aT available a;
& aRavailable at
jmaxfor the edgex;
2 Jma

No

Store the information of
the edge 2 jmaxas a
potential move

No

Is ListL
exhausted?

Figure 4.4.2.2a: Implementation of determining besinove in Strategy 2.

We stored the information of the edge= jmax considering a potential move

if there is a spare transmitter at nogl@nd a spare receiver at nggex available of

the edgex 2 jmax NoOdex is a member of list which is created from procedure
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outlined in Section 4.4.2.1. In this process, weatled all such moves and calculated
the benefit for each move. In the next sectionstivew how we calculate the benefit

for selecting the best potential move.

4.4.2.3. Implementation of selecting the best move in Strategy 2

The details of how we selected the best move bgutating the benefit is

shown in Fig. 4.4.2.3a.

List of source nodes of the potential mc

X; = first source node of first

X = next source node o
next move

A

Is the traffic
flowing on edge
imax= X the
minimum?

No

Store the information of the|
edgeimax = X as a potential
best move

No

Is List
exhausted?

Yes

Figure 4.4.2.3a: Implementation of selecting thedst move in Strategy 2.
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An example of selecting the best move is shownign #4.2.3b. There are two
potential movesxy 2 jmaxandxz 2 jmay in this particular example. The nogeand

Xo are two source nodes of the two moves.

Figure 4.4.2.3b: Selecting the best move in Strate@.

In order to choose the best move, we checked gdge? x1 andinax 2 Xo.
Each edge is carrying a certain amount of traféic different commodities. We
selected the edge which is carrying the least amolutraffic as the best move. For
example, if edgénax = X is carrying a smaller amount of traffic than edgg = %o,
then we select the edge - jmax @as the best move in this particular network. The
rationale for choosing the edge which carrying leamount of traffic is discussed

with an example in Chapter 3, Section 3.4.
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4.4.3. Implementation details and calculating the best move from Strategy 3

The details of designing Strategy 3 have been dgarliin Section 3.5. In this
section, we describe the following issues for impdating of this strategy and

calculating the best move:
* Implementation of Strategy 3
* Implementation of determining the best move int8gga 3

* Implementation of calculating benefit for a movel@gical edge)
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4.4.3.1. Implementation of Strategy 3

To implement Strategy 3, we have executed the stepsn in Fig. 4.4.3.1a.

Start

y

X; = first end node in the
network

Xi = next end node ir|

the networ
A
Is there a logical
edge:imax > Xi
but no edgémay
>X7?
\ 4
Storex; in a ListL as a
possible source node of
a logical edge (move)
Are there more
Yes

end nodes in the
network’

Figure 4.4.3.1a: Implementation details of Strateg.

In this process, our objective is to create thiedfsoutgoing end nodes from
jmax such that if there is an edge from the end nodeinax but there no edge from
thex; node tojmax @s shown in Fig.3.5.1 in Chapter 3. We assumehityieest traffic

flow is taking place on eddgax = jmaxin this particular network.
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4.4.3.2 Implementation details of determining the potential moves in Strategy 3

For determining the best move from all potentialve®from Strategy 3, we

implemented the process shown in Fig. 4.4.3.2a. tbuack of space, we used T(R)

to denote a transmitter (receiver) in this diagram.

List (L)

X; = first node fromL

Legend:

T- Transmitter

Is aT available to

imax&aR available
atx; for the edgé max
> X7

. No
R- Receiver

Store the edginax 2 Xi as a potential move,
calculate the benefit for the moug.x =2 X and

choose the best move based on the highest benefit.

Xi = next node from
the listL

<
<

Is ListL No

A

exhausted?

Figure 4.4.3.2a: Implementation of determining best move in Strategy 3.

We considered adding the edgex = X as a potential move, if a spare

transmitter at nodg,.x and a spare receiver at nadeavailable. A listL is created
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with nodex; in Section 4.4.3.1. We calculated the benefitdach potential move
(edge). Finally, we considered the move from wttlod highest benefit that can be

achieved.
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4.4.3.3. Implementation of the scheme for calculating the benefit of a move in
Strategy 3

The process of calculating the benefit of the meove? imax (Fig. 4.4.3.3b) is
shown using the flow diagram shown in Fig. 4.4.3.3a

List of commodities, flowing
on the edg&; = imax

k = First commodity on the edg¢
X1 > imax

'4 k = next commodity
A

Is the commaodity
k is flowing on

[ max> J max?

v
Accumulate the minimum traffic
flowing between two edge§ = i max&

Imax= Jmax for commodityk.

|
L

No

Is commodity
list

Yes

Figure 4.4.3.3a: Calculating the benefit of a movasing Strategy 3.
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As we have mentioned when describing Strategy utjng the traffic over a
logical topology is a multi-commodity flow probleamd an edge could have multiple
commodities flowing for a particular routing scher@ere are two edggsax = X
andjmax 2 % from the nodgmnax as shown in Fig.4.4.3.3b. We calculate the benefit
for all such edges that are outgoing from end rjggeand finally we considered the
edge which has the highest benefit. For examplezamsidered the eddgax = X1 as
a move for this particular network shown using ddbdashed line. Since, we
considered the end nodgis a potential destination of commodities for thésticular
network; the commaodities are possibly being routedugh the pathyax 2 jmax =

X1.

Figure 4.4.3.3b: Benefit calculation for the edgejx 2 X1 in Strategy 3.

The process for calculating the benefit for theeeflgx = X follows an
approach similar to Strategy 1 discussed above.eRample for calculating the

benefit with a data flow has been shown in Chapter
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4.4.4 Implementation details and calculating the best move from Strategy 4

The details of designing Strategy 4 have been dgarliin Section 3.6. In this
section, the implementation of this strategy arldutating the best move is discussed

in the following subsections:

* Implementation of Strategy 4.

* Implementation of determining the potential moves.

* Implementation of selecting the best move and tatledhe benefit.
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4.4.4.1: Implementation of Strategy 4

To implement Strategy 4, we have executed the stepsn in Fig. 4.4.4.1a.

Siart
x = first end node in the
network

X; = next end node in the|
network
A

Is there a logical edge
X 2 imax& NO edge
Imax = %?
A 4
Storex; in a ListL as
possible source node o
a logical edge (move)

Are there more end
nodes in the
network?

Figure 4.4.4.1a: Implementation details of Strategy.

In this process, our objective was to create teedf end nodes, such that
there is an edge from nodeto end nodemax but there is no edge from notigx to ;
( Fig. 3.6.1 in Chapter 3). We assumed that thadsgtraffic flow is on the edggax
2 jmaxin the network.
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4.4.4.2. Determining the potential moves from Strategy 4

To determine the potential moves from Strategy 4, implemented the
process shown in Fig. 4.4.4.2a. Due to lack of spae have used T (R) to denote a

Transmitter (Receiver) in this diagram.

List (L)
Legend:

X; = first node fromL

T- Transmitter

X; = next node from the
list L
A

R- Receiver

No

Is aT available at
imax & a Ravailable
atx; for the move
ima) > Xi?

Store the information of
edgeimax 2 X as a
potential move

No

Is listL
exhausted?

Yes

Figure 4.4.4.2a: Implementation of determining potatial moves in Strategy 4.

We stored the information regarding the edgg = X after considering a

potential move, if there is a spare transmittethat nodeinma.x and a spare receiver
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available at the node of the edgeémax = X. The nodex is a member of list which
is created from Section 4.4.4.1. In this processcheck all such moves and calculate
the benefit for each move. In the next section,slvew the benefit calculation for

selecting the best potential move.

4.4.4.3. Implementation of the scheme for selecting the best move in Strategy 4
The details of the process of selecting the bestenny calculating the benefit is

shown in Fig. 4.4.2.3a.

List of destination nodes of
potential moves (edges)

X; = first destination node of firshove

Xi = next destination
node of next move

A

No

Is traffic flow
on the edge
- jma is least?

Store the edginax 2 Xi
information as a potential
best move

No

Is List
exhausted?

\4

Figure 4.4.4.3a: Implementation of selecting thedst move in Strategy 4.
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An example of selecting the best move is shownign #4.4.3b. There are two
potential movesmax 2 X1 andimax 2 X in this particular example. The nogegandx,

are two destination nodes of the two moves.

Figure 4.4.4.3b: Benefit calculation for the edge> jmax in Strategy 4.

In order to choose the best move, we checked BOGE jmax andXz = jmax
Each edge is carrying a certain amount of trafbicthe different commodities. We
selected the edge which is carrying the least amolutraffic as the best move. For
example, if the edg® = jmaxiS carrying a lesser amount of traffic than thge=d

- jmax then we selected the edge? jmaxas the best move in this particular network.

The process for calculating the benefit for the ee®8g—> jmax follows an
approach similar to Strategy 2 discussed above.eRample for calculating the

benefit with a data flow is shown in Chapter 3.
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4.5 An Example of a 4 Node Network

An example of a 4 node network is given below tovshhe overall basic
steps to solve a specified problem. Initially, veeited the traffic using the CPLEX
optimization tool for an initial logical topology tobserve the initial congestion of the
network. As we have discussed in Section 4.3, tReEX is an optimization tool

which is used to route the traffic optimally ovelogical topology.

Table 4.5.1 is an example of a randomly generasetict matrix® and Figure
4.5.1 is an initial logical topolody shown as a graph. The traffic matrix generated

such that the congestion must be below 1.

0.000000 0.208333 0.500000 0.083333

0.458333 0.000000 0.208333 0.458333

0.437500 0.208333 0.000000 0.312500

0.229167 0.104167 0.312500 0.000000

Table 4.5.1: Initial Traffic Matrix

10 The details of traffic matrix is discussed in $mt®d.2

" The details of initial logical topology is discessin Section 4.1 24



Figure 4.5.1: Initial Logical Topology.

Let the initial congestion of the network be 0.@8 initial logical topology

with randomly generated initial traffic matrix. Vilecreased the congestion to 1.05 by

multiplying each entry of initial traffic matrix bgn appropriate factor as shown in

Table 4.5.2. In the subsequent iterations we ctleateew logical topology using our

hill-climbing search algorithm and called the CPLBtimizer with the new logical

topology and the new traffic matrix (Table 4.3.8) dbserve the new congestion

value. We created a possible move list with 4 bestes from 4 strategies. Finally,

we selected one best move, based on the highesfitoéiwe have shown only

iteration to demonstrate the process.

0.000000| 0.223214 0.535714 0.089285
0.491071| 0.000000 0.223214 0.4910(1
0.468750 | 0.223214 0.000000 0.334821
0.245536 | 0.111607 0.334821 0.000000

Table 4.5.2: New Traffic Matrix
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Iteration 1:

Let the edge carrying the maximum traffic be>20 (imax = jmay @S shown in
Fig. 4.5.1 by a bold line at the beginning of ttezation.

Step 1- Find the possible move list The Table 4.5.3 shows the possible move list
from 4 different strategies and the benefit of eadve.

From | To Benefit | Strategy
3 0 0.33000Q 1
3 0 0.29500Q 2
2 1 0.310000Q 3
2 1 0.67000Q 4

Table 4.5.3: The possible move list

Step 2- Select the best moveThe highest benefit can be achieved by addieg th
edge from the source node 2 to the destination dods shown in the Table 4.5.3

from the strategy 4.

Step 3- Create the new logical topology:As a result, the new logical topology is
created by adding the edge from node 2 to 1 andrsiodashed line in Figure 4.5.2.
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Figure 4.5.2: New Logical Topology.

Step 4 — Calculate the congestionWe call the CPLEX environment with new
logical topology (Fig. 4.5.2) and new traffic mat(irable 4.5.3). The new congestion
value is 0.9725.

The conclusion is that, the initial congestion V@88 for the initial logical
topology and the congested edge wa3 ® shown by bold line in Fig. 4.5.1. A new
traffic matrix created such that the congestioriestap to 1.05 from 0.98, which is
5% more then the capacity of the edge. After theomfiguration of the logical
topology, by adding an edge from node 2 to nodéé,new logical topology is
shown in Fig. 4.5.2. Then by calling the CPLEX optier, we observe the
congestion reduced to 0.9725 from 1.05 and new esxird edge become-3 2 as
shown in bold line in Fig. 4.5.2. By adding an edge are able to reduce the

congestion below 1.

4.6 Implementation of LP formulation.

The LP formulation has been implemented using gprGgram
discussed in Chapter 2, Section 2.9. The LP progranerates thip file as an input
to the CPLEX optimizer tool. Araffic matrix? is shown in Table 4.6.1, where each
non-zero entry corresponds to a commodity and giliesamount of traffic for a
source-destination pair. In this table, we represgrthe commodity from to j

12 Traffic matrix is discussed in Section 4.2 77



byK,', where the value ok, is the entry ofi" row andj™ column of the traffic
matrix. The first commoditykcl) IS in row O, column 1 and has a value 0.21 and
denotes the data flowing from end nodeo end nodel. Similarly, the second

commodity k02 is the entry in row 0, column 2 and has a valu@®.0THhis denotes the

traffic flowing from end nod® to end nod& and so on.

0.00 0.21 0.50 0.08

0.46 | 0.00 0.21 0.46

0.44 |0.21 |0.00 0.31

0.23 0.10 0.31 0.00

Table 4.6.1: Traffic Matrix

The implementation of the LP formulation is infodijadiscussed with an

example. Let us consider commodﬁi/, where 0.21 units of traffic need to be routed

optimally from source node 2 to destination nodes Shown in Table 4.6.1.

Some lines of arp file format are shown below. The lif@g3 corresponds to
the constraint of the form (2.9.2) and li@36 C37 and C38 corresponds to the
constraint of the form (2.9.3) in Section 2.9 ohpter 2.
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C3: +X010+X110+X210+X310+ X401+ X510+
X610+

X710+X810+X910+X1010+X11 1lfnax<=0
C36:+X_ 7 2 0+X 7.2 3-X702-X732=021
C37:+X_ 7.1 0+X 7.1 3-X 7.0 1=-021
C38:+X 70 1+X702-X710-X720=0

Explanations of the symbol:

i. C1...Cn(wheren is an integer value) in the beginning of the equatepresents the

constraint number of the LP file.

ii. X_k_i_j a continuous variable used to define the amotititeotraffic flowing for

commodity numbek on the logical edge— j (wherek, i andj are integer values)
iii. Lmax The congestion value of the network
The details of the form of LP formulation is dissad below with an example.

An example of constrain C3:

k - .
This equation corresponds to the formz X S/\max’[l(li j)oL
k=1

(2.9.2). This LP constraint ensures that the cange®f the network is greater than
or equal to the total traffic on any edge. In otwerds, the summation of the amount
of the traffic is flowing through an edge for dilet commaodities is less than or equal
to the congestion value of the network. The [@8of the.lp file (shown above) is an
example for such an equation. According to thefitraiatrix (table 4.6.1), the
equation also shows that there are 11 commodikegrfg on a particular 4-node
logical topology shown in Fig. 4.6.1. The variabi&X 0 1 0 denotes that

commodity 0 flows on the edge ® 0, the variable “X_1 1 0" denotes that
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commodity 1 flows on the edge2 0 and so on.

Let the congestion value of a particular 4-nodewnét be 0.98. As

mentioned, we would like to use commodilv; for this example, this particular

commodity is flowing from source node 2 to desimatode 1 using the path-2 0

- 1 with the value 0.21. Since there is no dire¢h fieom node 2 to 1 (Fig 4.6.1), the
total traffic flowing on the edge 2 0 and 0> 1 is 0.98 (0.44 + 0.21 + 0.23 + 0.10)
and 0.52 (0.21 +0.21 + 0.10) respectively as pelates shown in table 4.6.2.

According to the formulation, the total traffic fal commodities flowing on
any edge must be less than or equal to the congestiue. From the above example,
the edge 2> 0 carrying 0.98 units of data which is equal te tongestion value and
the edge G> 1 is carrying 0.52 units of data, which is lesantlthe congestion value.

Therefore, the equation for this constraint in I@f&satisfies the condition.

An example of Constrain C36:

Constraint C36 corresponds to the first conditibthe form 2.9.3 discussed
in Chapter 2, if an end node isaurceof a commodity flowing from a source node

to a destination node

This constraint ensures that if an end node sswceof a commodity, then
there is no traffic is flowing into that node arme ttraffic flowing out from this node
is equal to the entry of the traffic matrix for thsourcei to destination nodg The
line C36is an example of such equation of thefile (shown above). This equation
represents the fact that the difference betweerd#te flowing in and flowing out
must be equal to the entry of the traffic matrix flee given pair of source nodéo

the destination node

For example, 0.21 units of data are flowing frone thource node 2 to

destination node 1 for commodil(;}_L , using the logical path 2 0 >1, as shown in

Fig. 4.6.1 and in Table 4.6.1. There are two incaedges 6> 2 and 3->2 to the
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source node 2 and two outgoing edge2 ® and 2-> 3 from the source node 2 and
on traffic flowing on the edge 2 3, 0> 2 and 322 as per the data shown in Table
4.6.2. Therefore, if we plug-in the value of therf@ariables inC36, the result is 0.21
+ 0.0 - 0.0 - 0.0 = 0.21, which satisfies the ctindiof the equation.

Figure 4.6.1: Logical Topology
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Commodity From To Traffic
0 0 1 0.21
7 0 1 0.21
10 0 1 0.1
1 0 2 0.5
2 0 2 0.08
4 0 2 0.21
3 1 0 0.46
4 1 0 0.21
5 1 3 0.46
6 2 0 0.44
7 2 0 0.21
9 2 0 0.23
10 2 0 0.1
2 2 3 0.08
8 2 3 0.31
9 3 2 0.23
10 3 2 0.1
11 3 2 0.31

Table 4.6.2: Amount of traffic flowing on edges fothe commaodity

An example of Constrain C37:

The constraint C37 corresponds to the second d¢onddf the form 2.9.3
discussed in Chapter 2, if an end nodedgstinationof a commodity flowing from a

source nodeto a destination node

This constraint ensures that if an end node isséirdgion for a commodity,
then there is no traffic flowing out from that noded the traffic flowing into the
destination node is the entry of the traffic mawixthe source to the destination

pair. The lineC37is an example of such an equation of .thdile shown above.

For example, the destination of the commod{ti/ is node 1. There are two
outgoing edges (P 3 and 1> 0) and one incoming (& 1) edge for the destination
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node 1 (Fig.4.6.1) and no data flows on the edg2 3 and 1> 0 as per the data
shown in Table 4.6.2. Therefore, if we plug-in adue of 3 variables to the equation
C37, the results is 0.0 + 0.0 — 0.21 = -0.21. Thus eheationC37 satisfies the

condition.

An example of Constraint C38:

The constraint C38 corresponds to the third comditof the form 2.9.3
discussed in Chapter 2, when an end node imtarmediatenode of a commodity
flowing from a source nodeto destination node

This constraint ensures that for all intermediateles where the data is
flowing from the source node to the destination eyothcoming flow must be
matched by the outgoing flow, so that the diffeeenaust be 0 (zero). The lil&88is

an example of such an equation of fipdile shown above.

For example, commodit;k% is flowing from source node 2 to destination

node 1 using the path-2 0 - 1. Since there is no direct link from source n@de
destination node 1 (Fig. 4.6.1), the traffic isAflog through intermediate node The
amount of data flowing into the no@as 0.21 from nod@ using the edge 2 0 and
the amount of data flowing out from no@¢o nodel is also 0.21 using the edgez0

1 as per the data shown in the Table 4.6.2. Thexefowe plug in the values of 4
variables into the equaticf38 as per the data shown in table 4.6.2, such as9.21
0.0 + 0.0 + 0.21 = 0. Thus it is satisfying the dition.
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Chapter 5: Experimental Results

We carried out our experiments using networks hptmee sizes - 6 nodes,
10 nodes and 14 nodes. For networks of a given sieecreated 5 initial logical
topologies. We tested each logical topology wittifeerent traffic matrices, created
using a random number generator generating, fon @adr of end-nodes, values
between 0 and 1. In this way we tested 25 casesaft size of network to observe
how many logical edge(s) is (are) required for réiguration. Finally we computed
the averages of the 25 tests cases. We generaenlaffic matrices randomly as

discussed in Section 4.2.

As we have mentioned in our problem definitiorg 8et of requests
for data communication that the network has to leaddes not remain the same and
changes with time. Therefore, when the traffic @ases beyond the capacity of a
logical edge, the logical topology has to be augeetiso that the new topology can
handle the new traffic. Our objective is to obgehow many new logical edge(s) is
(are) required to reduce the congestion to the aggdevel that can be carried by a
lightpath. We fixed the expected congestion leaiér reconfiguration to 0.90,
meaning that no lightpath will carry a traffic mattean 90% of the capacity of a
lightpath.

We carried out our experiments using the followsieps:

1. Determine the initial congestion of the networkingsthe supplied logical

topology and traffic matrix.

2. Create a traffic matrix such that the edge carryhmg maximum traffic was
x% above the capacity of a logical edge (we usezkthialues of x — 5, 10 and
15).

3. Create a new logical topology by augmenting th&ahlogical topology by
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adding a new logical edge using our Hill-Climbirigaithm as mentioned in
Section 4.4.

4. Determine the value of the congestion by using@h&X optimization tool
with the traffic matrix created in Step 2 and thewnlogical topology
generated in Step 3.

5. If the congestion in the new topology is greatemtlthe target value (0.9 in

our experiments), go to Step 3. Otherwise stop.

In Step 2, we accomplished this by multiplying eacitry of the traffic matrix
with an appropriate factor, based on the initialgestion as mentioned in Chapter 4.
When the above process terminates, we noted how etge(s) is (are) required to

reduce the congestion up the expected level.

As mentioned before, for each size of the netwavk, created five logical
topologies and five traffic matrices. For our dission below, given a size of the
network, we will refer to the five logical topola&s (traffic matrices) as logical
topology (traffic matrix) 1, 2...5. The first colummepresents the test case scenarios.
For example, in Table 5.1, 6-1-1 stand for theasgitun where the size of the network
is 6, logical topology number 1 and tested witlfficanatrix number 2. Columns 2, 3
and 4 represents, how many edges are required thkdraffic has increased, so that
the congestion is 5%, 10% and 15% over the capat#ylogical edge.

Table 5.1 represents the test results for netwaiits 6 nodes. We tested a total
of 75 test cases. We observed that approximatglyespectively 3 and 4) logical
edges are needed to reduce the congestion levewb@l90, when the starting
congestion was 5%, (respectively 10% and 15%). |&ityj Table 5.2 and 5.3
represents the test results for 10-node and 14-netieorks. We have included the

detailed experimental data in Appendix 3.

A bar graph for 3 sizes of network are given irs thection. The x-axis represents
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the test case number and y-axis represents toggésedequired in 3 different

situations of data communications.
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5.1 Experimental Results with 6-Nodes

Test_Case New Edge Required- New Edge Required- New Edge Required-
Congestion increased 59 Congestion increased 10{ Congestion increased 159

Node# -#LT-#TM above edge capacity above edge capacity above edge capacity

6-1-1

6-1-2

6-1-3

6-1-4

I N NN W

6-1-4

6-2-1

6-2-2

6-2-3

6-2-4
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6-2-5

6-3-1

6-3-2

6-3-3

6-3-4

6-3-5

6-4-1

6-4-2

6-4-3

6-4-4

~N| N NN

6-4-5

6-5-1

6-5-2

6-5-3

6-5-4
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N[ ol N o] o B NININEL 6] wl k| wl| w| BN RN EL gl o o o -
al 2 | w| &~

~N| O] Wl w|l o

6-5-5

Average edge
required

[
fod)
SN
e
w
>

3.4

Table 5.1: Experimental Results with 6-Nodes
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5.2 Experimental Results with 10-Nodes

Test_Case New Edge Required- New Edge Required- New Edge Required-
Node# -#LT-#TM__| Congestion increased 5| Congestion increased 109 Congestion increased 159
above edge capacity above edge capacity above edge capacity
10-1-1 3 3 7
10-1-2 4 6 6
10-1-3 3 6 8
10-1-4 4 7 11
10-1-5 2 2 3
10-2-1 4 9 10
10-2-2 4 12 27
10-2-3 10 11 12
10-2-4 9 10 19
10-2-5 3 5 7
10-3-1 10 12 14
10-3-2 2 4 7
10-3-3 5 11 24
10-3-4 7 8 9
10-3-5 7 7 11
10-4-1 8 20 21
10-4-2 8 13 18
10-4-3 11 16 18
10-4-4 7 7 12
10-4-5 7 9 16
10-5-1 14 16 19
10-5-2 4 18 20
10-5-3 4 6 11
10-5-4 7 9 14
10-5-5 3 4 6
Average edge
required 6 9.24 13.2

Table 5.2: Experimental Results with 10-Nodes
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5.3 Experimental Results with 14-Nodes

Test_Case New Edge Required- New Edge Required- New Edge Required-
Node# -#LT-#TM Congestion increased 5% Congestion increased 109 Congestion increased 15%
above edge capacity above edge capacity above edge capacity
14-1-1 7 9 14
14-1-2 7 10 11
14-1-3 11 12 14
14-1-4 9 10 12
14-1-5 8 9 10
14-2-1 9 14 19
14-2-2 9 10 45
14-2-3 8 16 22
14-2-4 10 15 27
14-2-5 8 24 25
14-3-1 1 4 8
14-3-2 12 15 39
14-3-3 8 11 17
14-3-4 9 13 16
14-3-5 17 20 31
14-4-1 6 9 11
14-4-2 7 10 16
14-4-3 10 21 16
14-4-4 9 11 17
14-4-5 9 10 15
14-5-1 9 10 16
14-5-2 8 16 20
14-5-3 7 15 34
14-5-4 8 14 23
14-5-5 11 52 50
Average edge
required 8.68 14.4 21.12

Table 5.3: Experimental Results with 14-Nodes
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5.4 Results with line chart graph

5.4.1: Chart bar Graph for 6-Node Network
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Figure 5.4.1a: Edge(s) Required for 6-Node Network
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Figure 5.4.1b: Average Edge(s) Required for 6-Noddetwork
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5.4.2: Chart bar Graph for 10-Node Network
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Figure 5.4.2b: Average Edge(s) Required for 10-Nodgetwork
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5.4.3: Chart bar Graph for 14-Node Network
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Figure 5.4.3b: Average Edge(s) Required for 14-Noddetwork
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5.5 Observation

There are some significant observations from opedrents:

1. The congestion reduced as new edges are addedald &yical topology in
the each iteration and the required number of edgesased when the traffic
increased gradually. As an example, shown in Tallecase number 10-3-2,
the new edges required are 2 for 5%, 4 for 10% amor 15% increase of

traffic.

2. When the traffic increases, the average numbersedipiired also increases
for each type of network as shown in Table 5.3,nimaber of edges required
almost doubles from 5% to 15% increase of trafficl4-node network.
Similarly, for 6-node and 10-node networks, theultssare shown in Table
5.1 and 5.2.

3. In our problem specification, we mentioned that¢hare basically three steps

for reconfiguration of logical topology.
» Design an initial logical topology.

» Reconfigure the logical topology as necessary winaffic demand

changes with the time.

* Route the traffic optimally and determine the catga of the

network.

Since, our Initial step is to design a logical tmgy and we have used any
heuristic algorithm to design the initial logicalpblogy, we can not claim that it is
optimal. The designing of initial logical topolodyas significant importance in our
problem solution, because we could not guaranieinitial congestion is minimal at
the time of designing initial logical topology;dbuld be either very high or very low.
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Chapter 6: Conclusions and Future work

6.1 Conclusion

As we mentioned in Chapter 1, in static lightpatlocation, the logical
topology of a WDM optical network is determined,sbd on long-term traffic
demands. These traffic demands however do not rete same at subsequent
points in time. When a logical topology is incapabf supporting the current traffic
demands, the logical topology has to be modifiedeoonfigured. Our objective is to
find an optimal new logical topology which can sagpthe current traffic demands

with as little change to the original topology asgible.

In this Thesis, we have implemented a Hill-Climbiagorithm to solve the
problem of reconfiguring logical topologies. We kavied to determine how many
new edges are required when the congestion of wonetexceeds beyond the
capacity of a logical edge. We have shown in Chaptehow many edges are
required when congestion increases above the d¢gpmca logical edge by a factor
that ranges from 5% to 15%.

Utilizing the Hill-Climbing algorithm we have dediged an iterative process
where we identify, in the each iteration, the “mpsimising” edge to be added to the
initial logical topology. We monitored the congestivalue after routing the traffic
after adding the promising edge. Although the Kiiimbing algorithm has the
problem of getting into the trap of local optimag Wwave found that our solution gives
fairly good results when traffic increases beydmel ¢apacity of a lightpath. We have
compared 3 situations, and found out how many twal edges are required in each

situation.
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6.2 Future work

On the basis of our experimental observation dised in Section 5.4, there

are at least two approaches that can be taken:
1. Design the initial logical topology optimally
2. Apply alternative strategic approaches in Hill-Gbiimg algorithm

It is well known that designing an optimal logitapology is considered to be
intractable using a mathematical programming apgroaSince, it is very important
to have an optimal logical topology initially; wewd use meta-heuristics instead of

any heuristics, such as tfiabu Searclalgorithm.

For the logical topology reconfiguration, the Hillimbing algorithm has
been investigated. There are many alternativesegitaapproaches can be taken to
improve the search criteria, in order to deterntimebest logical edge to be added to

change (reconfigure) the logical topology.
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Appendix 1

1.1 The notation used in LP Formulation

N: : Number of end nodes in the network.

T: An N x N matrix, called the traffic matrix, giving the tfiaf requirements for

the network.

T(l, j): entry in row | and column j of matrix Tt represents the traffic from source

end nodeE; to destination end nods.

N

max: The congestion of the network.

Bj : A binary variable such that

1 if alightpathexistfromendnodeNitoendnodeN;j

0 otherwise

sd
ij : A continuous variable to denote the portion afftc t(s, d) : t(s,d) > O,

X
that is routed through the logical edge= E;.

Ain Aouy : A constant denoting the number of transmitterexeiver at every end

node.
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1.2 C-Programming Code for LP Formulation

PR ahiective finclon(la) FEEee
feintflpFile "Minirizeln obyj: Linastn"),

forintfIpFile "nSuhiect ton",
Heont=,
cotrrndity =
for(i =01 < endModes, 1++)
for(y =0, < endMades, j++)
1§, Troatriz(i][j] = O
cotrrodity,

connt={;
for (m=10; m = endModes, m+)
for (n=10; n < endiNodes; o)
1f Liatri[m)[n] = [}
{ court++,
frintflpFile, "chod ", courd),

fori =0;1 < commadity, i++)

forintf1pFile, "+ 3 %d_%d_%d" i, m o),

fpnmf(lpFllﬁ, " Linas == Ef".n“);

commadity =0,
for(i=0;1 < endModes, i++)
for(j = 0,7 < endModes, j++)
1f Trrateizfi][]] = 0
{

for { m=10; m « endModes, m++)
{

CoutH,

firirtflpFile, "o¥d: ", count),

for [ 1="0; 11 < endMNodes; 1)
ifiLmatiz[m][n]=1)
fprntflpkile, "+ X %d %od %d ", commodity, m, oy,

for(n="0; 1 < endMNodes; o)
1fLmatiz(n) ] = 1)
BrintflpFile, - 3 %d Yod Yod ", cotrumodity

ifim=_srocarnmodity))
forintf1pFile, "= %. 2fin", Tmatriz{i][{]);

else iff m=des{corarmndity))
forintflpFile, " =% 200", Tratrixfi] [j]
else
forintfilpFile, " = 0n",
Hend of each row

cotrgriodityr+;

fprictflpFile "eFndn";

frlaselpFile)y, Aelose the fle poitter
frlose{1tF1le); /il ose the file pointer

frlosetrdile) il oze the file pointer
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1.3. Notation used for the heuristic formulation in Section 2.4.2

The inputs to the heuristic are the following:
« A, denoting the number of receivers at end rgde< | < N.
« Ao denoting the number of transmitters at end ride< | < N.

» The traffic matrixT = [t(l, j)] giving the required volume of data so th@t )
is the traffic from end nodgi to end nodd;j in the traffic matrixT, for alll, j,
1<l j<Ne

» The physical topology of the network.
« The number of channelg, per fiber.
*  Cightpath IS the capacity of a lightpath.

1.4 Routing over logical topology described in Section 2.7

Ne: Number of end nodes

g: Number of commoditiesrg, and desk : source g and destination dfor

commodity k,
1<k<q)
t“ traffic t(s,, d) for commodity k, (i k < q)

k
Xij : amount of traffic flowing on logical edde= j for commodityk,
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N\ : Congestion on the network

max

L: set of all pair of end node, lightpath exists od andeE; to end nodé&;.
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Appendix 3

3.1 Details raw data of test results for 6- node network

Test_Case Congestion increased Congestion increased] Congestion increased
5% above edge 10% above edge 15% above edge
capacity capacity capacity
Node# -#LT-#TM Initial New Final New Final New Final
Crigesion =0 Congestion CEE Congestion CEE Congestion
Required 9 Required 9 Required 9
6-1-1 0.701389 1 0.845977 1 0.886262 3 0.871039
6-1-2 0.743056 0.736332 2 0.836703 2 0.862499
6-1-3 0.526042 2 0.873267 2 0.838614 2 0.850166
6-1-3 0.654948 2 0.809941 2 0.848510 2 0.654948
6-1-5 0.546875 4 0.762858 5 0.843333 5 0.744763

6-3-1 0.838542 3 0.721428 3 0.658695 4 0.601241
6-3-2 0.753472 2 0.764170 3 0.696774 3 0.858527
6-3-3 0.927084 1 0.690168 1 0.723032 i 0.755897
6-3-4 0.692709 3 0.726315 3 0.898746 4 0.795487
6-3-5 0.756945 3 0.799542 3 0.696330 5 0.727981

6-5-1 0.585937 3 0.883556 5 0.829689 6 0.602311
6-5-2 0.729167 2 0.754286 2 0.788571 3 0.674999
6-5-3 0.656249 2 0.643334 2 0.673969 3 0.730160
6-5-4 0.609376 i 0.897433 2 0.699486 5 0.766666
6-5-5 0.807292 2 0.839998 2 0.879999 7 0.636645
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3.2 Details raw data of test results for 10-node network

Test_Case Congestion increased Congestion increased] Congestion increased
5% above edge 10% above edge 15% above edge
capacity capacity capacity
Node# -#LT-#TM Initial New . New . New .
. Final Final Final
Congestion| Edge . Edge . Edge .
Required Congestion Required Congestion Required Congestion
10-1-1 0.957532 3 0.849555 3 0.819707 7 0.875732
10-1-2 0.915720 4 0.794287 6 0.861307 6 0.840499
10-1-3 0.940972 3 0.688700 6 0.775857 8 0.838630
10-1-3 0.902778 4 0.742673 7 0.765253 11 0.880192
10-1-5 0.937500 2 0.633899 2 0.858611 3 0.858611

10-3-1 0.847373 10 0.822855 1z 0.898225 14 0.863444
10-3-2 0.971875 2 0.863880 4 0.894070 7 0.872053
10-3-3 0.789062 5 0.884357 11 0.658306 24 0.834985
10-3-4 0.751157 7 0.733339 0.873305 9 0.893069
10-3-5 0.893995 7 0.862526 7 0.875828 i 0.744634

0.828125 0.700000 0.733334 0.766667
10-5-2 0.776042 4 0.848701 18 0.720138 20 0.790765
10-5-3 0.655449 4 0.853694 0.878453 11 0.867203
10-5-4 0.631325 7 0.883559 9 0.870277 14 0.687203
10-5-5 0.737939 3 0.873699 4 0.899732 6 0.841539
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3.3 Details raw data of test results for 14-node network

Test_Case Congestion increased Congestion increased Congestion increased
5% above edge 10% above edge 15% above edge
capacity capacity capacity
Node# -LT-TM Initial New . New . New .
Crigesion =6 Colrzlmeasltion CEE Colrzlmeasltion CEE CoEm:sltion
Required 9 Required 9 Required 9
14-1-1 0.725356 7 0.898144 9 0.899189 14 0.888424
14-1-2 0.673129 7 0.877986 10 0.898554 11 0.896345
14-1-3 0.637555 11 0.896655 12 0.888146 14 0.884330
14-1-4 0.683989 9 0.870337 10 0.885141 12 0.894790
14-1-5 0.706597 8 0.878088 9 0.899663 10 0.896920

14-3-1 0.836805 1 0.899194 4 0.888590 8 0.894710
14-3-2 0.695234 1z 0.845602 15 0.893997 39 0.745216
14-3-3 0.694762 8 0.887799 i 0.872763 17 0.894513
14-3-4 0.688836 9 0.897081 13 0.897798 16 0.894746
14-3-5 0.708334 17 0.862940 20 0.864779 31 0.884243

14-5-1 0.836805 9 0.862656 10 0.896889 16 0.878009
14-5-2 0.800000 8 0.875000 16 0.866339 20 0.862500
14-5-3 0.763889 7 0.822273 15 0.825000 34 0.730501
14-5-4 0.736458 8 0.888119 14 0.847950 23 0.842575
14-5-5 0.746817 i 0.870792 52 0.782488 50 0.818005
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