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Abstract

The thesis cxp!a.ins'th:n it is possible to develop a testbed which will allow users
to: 1) define a distribuicd database environment, 2) define the topology of the network
on which the Distﬁbuwd Databasc System is stored, 3) define traffic and other dynamic
characteristics of the network at a given point in time, and 4) experiment with diffcrcnr.
heuristics for query optimization. -

The purposc of the testbed is to allow users to experiment with different distributed

.query optimization heuristics which takes into account nctwork traffic and network

topology. !"f_.

The work done 1o in\_rcsiigalc the thesis involved the design, development, porting
and installation of two testbeds: a Distributed Queue Dual Bus (DQDB) Metropolitan
Arca Network (MAN) simulation modci.“ﬁéing thc NETWORK 11.5 simulation package
and a Hypercube simulation modcl using the SIMSCRIPT IL5 simulation language.

The first u:stbcd (DQDB) had l:m:tcd success and lhcrcforc did not support the
thesis. However, it did prove very successful as a tool for studying MAN Pcrformancc
This thesis report documents the independent development of the DQDB MAC Protocol
logic nceded to build the DQDB simulation model. The report describes thr.:.? model and
presents the results of the investigation into different DQDB MAN architectures.

The sceond ‘testbed (the Hypcrcubé*éiodcl) did support the thesis. This thesis report
describes the Hypercube topology; the simulation model and the assumptions that the
model is bascd upon The rcport also presents results of the investigation into executing

different dlsmbutcd qucry opumu.auon schedules in the Hypercube s:mulanon.

_ This thesis rcport also provides a litcrature rcv:cw of D:smbuted Query Processing

and Opn%zanon on Data Communication Networks for students continuing this work.
N,
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CHAPTER 1

INTRODUCTION

THE ADVANCEMENT OF DISTRIBUTED SYSTEMS

Imagine a project involving hundreds of scientists and engineers accessing and contribut-

ing to an international distributed database system that grows at more than a terabyte per

" day. Helen M. Wood! predicts that this may become reality over the next decade due to

the international effort to improve our understanding of the planet Earth and the role of
man in changing Earth’s cnvironment. This is just one example of a complex application

that will cﬁallcngc information technology in the 19905'3:1d beyond.

'Advances in VLSI and communications techmology combined with scientific and
m_arkeling pressure hav\c made possible the vision.of loosely coupled, distributed het-
Crogencous systems suﬁporiing users from many backgrounds [1]; Distributed Database
Systcx&s (DDS) collc::cting.r maintaining, and supplying data and answers for many of

today’s most pressing pioblems. says Wood.

-

In the past, most research on DDSs centered on special purpose distributed database

systems [2]. ltis predicied that in the fuuirc much of the research and development will

be on general purpose DDSs [1], [3], [4].

! Computer Socicty President’s Message, IEEE Computer Magazine, March 1990.

2
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Client 1 ‘ Client 2 Client
PCor PSP2 MACintosh ™ e
- MAN or
D High Speed LAN D
Server 1 Server 2 Servern

Figure 1 Client-Server Architecture. [5].

Today, research is aimed at developing cfficient query optimizers which Lake into
account communication costs, network load, network topology, disk 1/0 and processing
costs, whilc also evaluating scveral ways of transporting data across the network to satisfy

the requirements ‘of a multi-site transaction.

Another important future development is likely to occur in the arca of network
system architectures. According to [5], a school of thought has recently developed which
advocates that the most attractive model on which 10 basc a Distributed Database System

on is the client-server modcel (shown schematically in Figure 1.

The client-server model provides the immediacy of desktop power tdgcthcr with the
host’s spced and centralized databascs. Since this volume of usage can well exceed the
capacity of a single machine or CPU cluster, we will probably sce a migration towards

specialized servers (i.c. databasc machincs) on MANs and LANs in the future.

The impact of optical fibers on the ficld of modem public telccommunication
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INTRODUCTION
networks and distributed systems cannot be over-emphasized [6], [7]. Fiber optics
offer huge bandwidth potential, noisc immunity and excellent sccurity. Wavelength
Division Multiplexing (WDM) of the lightwave spectrum has made it possible to logically
connect computers together with a varicty of topologics. Two of these topologics, the
Duul Bus ahd Hypercube, arc known for their simplicity, symmetry and casc of node
accessibility. It is predicted that networks using these types of ‘architectures will have a
tremendous impact on data communications as we move towards 1ISDN and global high
speed networks [8].

How will these gigantic distributcd database systems be dcéigncd and implemented
in order to supply uscrs with timely and réliable information they nced? How will

&
<

Distributed Database Systems (DDS) optimize and process complex querics on such

largc distributcd databascs? What public communications systems will be required to -

h:mdlc Lhus amount of data? These are questions Lhat some of today’s computer scientists

arc struggling 1o answcr.

~

1.2 THE PROBLEM TO-8BE INVESTIGATED

In [9] and [10] a DDS is dcﬁncd as a collection of nodcs or sites (computcrs) cach
ol' which contains a local databasc systcm Each local databasc xs.loglcally connected
;ogcthcr to make up a global databasc. Each site is able t0 process local transactions
and may participatc in the cxccution of gldi:al transactions. The cxccution 'of global

transactions requires communi{:ation among the sites. In [5), 12 rules (Table 1) are

o discﬁsscd which define a fully DDS. The state of DDSs is such that at the present time,

no system meets all of these conditions.

Ny
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1. Local sites shouid be able to act zutonomously,

2, There should be no reliance on a central site,

3. Continuous operation should be possible.

4. Data should be accessible without the user needing to know its location {data transparency).

5. Dawa fragmentation should be possible, i.e. it should be possible to divide up a given relation into
frapments for physical storage purposcs (this is only relevant 1o relational DDS).

6. It should be possible to store distinct copics of a given "fragment” of a relation at many distinet
sites (this is only relevant to relational DDS) (data replication).

7. Distributed queries should be optimized from a global perspective.

8. Distributed transaction management must allow concurrency control and deadlock detection,

9. The DaizBase Management System (DBMS) should be able to run on different hardware systems.

10. The DBMS should be able to run under different operating systems.

11. The DBMS should support a variety of different communication networks.

12, DBMS independence should be pmvidcd.'i.c. it'should be possible 1o mix different DBMSs.

Table 1 Distributed Database Rules. [5].

In the past, distributed query optimization (Table 1 rule 7) was carricd out with

knowledge about: 2

= the allocation of rclations/fragments,
«the replication of relations/fragments.
« the characteristics of the relations involved in the query.

°ﬂ'\lc naturc of the query.

» individual proccssor load.
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An open question is them: “Can Distributed Query Optimization be improved

by taking into account the network topology andlbr traffic information on individual
communication links (network load) in the network?”

To the authors of this document, it seems likely that knowledge of network topology

and network traffic will aid in the optimization of distributed querics.

From this discussion, it follows that the development of simulation software which
allows a user to take the above factors into account when studying different heuristics

for optimizing distributed queries is very useful.

1.3 THE THESIS STATEMENT

The. thesis explored in this report is that available simulation tools make it possible to

develop a testbed which will allow users to:

»definc a distributed database environment
. «definc a topology ;:)f the nctwork on which the DDS is‘storcd
« define traffic and other dynamic characteristics of the network at a given point
in time .

« cxperiment with different heuristics for query optimization.

1.4 PURPOSE OF THIS INVESTIGATION

The purpose of this thesis work is to develop a testbed, written with the aid of

simulation software, which will enable users to experiment with different Distributed

5
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Query Optimization Heuristics which, along with the characteristics of relations and

queries, have the option of taking the network load and network topolegy inte account.

1.5 PREVIOUS WORK RELATED TO THE THESIS

Dr. S. Bandyopadhyay's previcus work in this arca includes Distributed Query Opti-
mization in-a circuit switched Hypercube nctwork [11], [12). Optimization of a single
query was carried out with knowledge of the Hypercube network topology. However,

the study did not ke into account neiwork load or neiwork traffic.

This thesis work provides an environment for the continuation of this work by
providing a testbed for Distributed Query Optimization in packet switched public

communication networks.

When it was discovered that the NETWORK ILS simulatiof: package and the DQDB
1cstbcd (first testbed — sce Chapters 3 and 4) would not be flexible cnough to meet the
objcctives of the Thesis (sce scction 6.2), an aliemate package and sim;xlalion model was
sought. The SIMSCRIPT I1.5 sirﬁulation language was acquircd and a study began to

see if it would be fiexible cnough to meet the Thesis objective.

At the same time, P. Maitra [13] was developing a simulation model to study the
dynamic characteristics of the Supercube Network [14], the Manhattan Strect Network
[15] and the Shufflc Exchange Network [16]. The Supercube simulation softwarc
was written in SIMSCRIPT ILS for the VAX/UNIX cavironment at the Arizona Statc

University.
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The Supercube simulation software developed by P. Maitra was made available by

Dr. A Sen of the Arizona S{atc University. However, the simulation software needed to

be ported and modified to simulate a 32 node Hypercube network (second testbed — see
Chapter 5) to run in the SUN/UNIX environment at the University of Windsor.

At this stage, additions to the model are required 1o verify if the model can execute

optimized query schedules. The investigation is documented in Chapter 5.

Other background work relating to the Thesis is discussed in Chapter 2.

1.6 OBJECTIVES AND SCOPE OF THE THESIS WORK

The objectives and scope of the Thesis work are as follows:

1.0 explore NE‘I‘WORK- 11.5 [17), {18] (discussed in Appendix B) and SIMSCRIPT
IL5 [19]. (20}, [21], [22]), t23], [24] (discussed in Appendix C) as tools to sirnulz;lc
computer networks, fof the purpose of query opﬁmﬁaﬂon.

2.10 devciop a lestbed which models a standard Public Dala Communication network

(IEEE; 802.6 Disﬁbuwd Quecuc Dual Bus (DQDB) Metropolitan Area Network (MAN)
231, (261, [27]. [28], [29]) using NETWORK 1LS {30].

3.10 develop and d;cumcm detailed' DQDB Medium Access Control (MAC) Promcol
logic,

4.10 develop the following DQDB MAC simulation models: ;"M
: . =7

«  Suandard DQDB with Static Boundary and no Bandwidth Balancing — 4, 8,

16 nodes (3 programs).

.,
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«  Broadecast DQDB with Suatic Boundary and no Bandwidth Balancing — 16
nodes (onc program).
= Swndard DQDB with Sttic Boundary and Uncven Bandwidth Balancing — 4,
8. 16 nodes (3 programs).
«  Swandard DQDB with Static Boundary and Even Bandwidth Balancing — 4, 8,
16 nodes (3 programs).
+  Stndard DQDB with Dynamic Boundary and no Bandwidth Balancing — 4,
8, 16 nodes (3 programs). -
«  Standard DQDB with Dynamic Boundary and Even Bandwidth Bhl:mcing —

4, 8, 16 nodes (3 programs).

5.to perform an investigation into the different DQDB MAC MAN architectures 1o
determine: .
*  Avcrage packet queucing time

= Average stol queucing time:

= Avcrage qucuc length

o~

«  Throughput network capacity
. Max operating rangc
+  Slot utilization

»  Queucing time by location on nctwork

6. 10 port and modify the Supercube VAX/UNIX maodel to the SUN/4 UNIX environment.
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7. 10 develop a testbed which models a proposed Hypercube Public Data Communication

Network using SIMSCRIPT ILS,
8.10 simulatc a 32 node Hypercube nciwork.
9.10 add a guery processing scheduling subsystem to the model.

10.to usc resulting optimized distribution schedules from algorithm SERIAL, PARAL-

LEL, GENERAL and JOIN ([31], [32]) to test the Hypercube Lestbed.

1.7 ORGANIZATION OF THE THESIS REPORT

Chaplcr 1 defines the purposc of this investigation and outlines the objectives and scope
nceded 1o ensure successful compiction of this Thesis project.. Chapter 2 surveys previous
work in two arcas relating 10 the Thesis. These arcas arce distributed query optimization

and computer networks which facilitate communication in a DDS.

Chapter 3 immduccs the first ﬁackct switched public communication nctwoﬁc investi-
gated (testbed #1): the Distributed Queue Dual Bus (DQDB) Metropolitan Arca Network. .
Chapter 3 overviews the DQDB architecture, describes how the protocol works and dis-
cusses how information is transmitted on the communication bus. Chapter 4 documents
the indcpcndcﬁt development of the DQﬁB MAC Protocol logic and outlines the basic
assumptions uscd in building the DQDB simulation model. Chapter 4 also presents the

" results of the investigation into different DQDB MAN architectures.

Owing 1o the fact that the first testbed did not support the Thesis, a second testbed was
developed. The sccond lcstbcd, the Hypercube simulation, is discussed in Chapter 5 along

with the basic assumptions used in developing the model. Chapter 5 also reports that it is
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possible 10 develop a testbed which will allow users to: 1) define a distributed database
environment, 2) definc the 1opology of the network on which the Distributed Database
System is stored, 3) define traffic and other dynamic characteristics of the network at a
give point in time, and 4) experiment with different heuristics for query optimization.
Chapter 6 presents a summary of findings and conclusions. Chapter 6 also discusscs
recommendations and suggests possible future work.
Appendix A and B overviews the NETWORK 11.5 and SIMSCRIPT IL.5 simulation

languages which were used in creating the two testbeds.

10
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CHAPTER 2

BACKGROUND: REVIEW
OF THE LITERATURE

DISTRIBUTED QUERY PROCESSING AND OPTIMIZATION

An Overview of a Distributed Query Processing System

The softwarc which manages the DDS is called a Distributed Database Management
System (DDMS). Discussed in [33) and [10] are two major comﬁoncms of a DDMS.

The first component is called the user processor and is responsible for interpreting user

input and formatting output, determining the execution straiegy (query optimizer), and

for monitoring global transaction execution. The second component is called the data

processor and its responsibility is 1o optimize resulting local queries, ensure integrity,

- control concurrency, and.to, provide recovery should a failure occur. The acceptance and

widespread usage of DDSs will Ia}ée[y depend on how efficient the query optimizer can

be made to execute. This is a major area which requires further research.

In a DDMS, the data processor (Figure 2) contains four major components. that are
directly: involved in the exccution of a disujitgutéd query. They are: the query processing

V' — : -
subsystem, the integrity subsysiem, the Scheduling Subsystem and the Reliability Sub-
11
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USER QUERY SYSTEM
l DIRECTORY
USER INTERFACE
— a
GUERY AEQUIRED  LOCATIONS
U QUERY ANALYSIS DATA
PROCESSING |
SUBSYSTEM 1 INTEGRITY
: SUBSYSTEM
OPTIMZATION
- ALGORITHM MATERIALIZATION
COMMANDS STRATEGY
FAILURES |.
LOCAL SCHEDULER AELABILITY
oBMS SUBSYSTEM SUBSYSTEM
BATA > NETWORK NETWORK
OPERATIONS - MESSAGES MONITORING
MM LOCK
- oara | COMMUNICATIONS | K2auzsTs
BUFFERS WITH NETWORK =
a5 DATA DATA
‘ & MESSAGES
BN | SECONDARY NETWORK
| STORAGE

Figure 2 A Distributed Query Processing System. [31]
system. It is these four components and their interaction that provide for efficient and

reliable query processing.

~ Before a query can be optimized, the query processing subsystem must’have access
to a subsct of the database needed to answer the query. This materialization along with
the location of the fragments and/or files is provided to the query processing subsystem

by the integrity subsystem. In [34], the usc of malerializations and the role of data

12
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rcdundancy‘in query processing is discussed. This approach focuses on how the data
avalilablc at cach site changes as processing proceeds. This information is used in a
query optimization algorithm to maximize parallelism and minimize data movement.
The imtegrity subsystem must also solve the problem of controlling concurrent queries
and ensurc that data integrity and consistency is maintained duriné updates [35]: [36],

[37], [38].

Once the query processing subsystem receives a materialization for the query, the

optimization algorithm (using algorithm PARALLEL, SERIAL, etc.) can then produce an,

~ optimal distribution schedule [39], [40], [41]._ The scheduling subsystem coordinates ;hg:

Nt
\ﬁ

various schedules in the strategy so @at the query response is presented at the result node.
In [31] it is stated that a complex c_i_igtribution étrategy will require considerable network
coordination of transmission and local pmcegsing. Often simple dz‘stributién strar_égies
are beneficial in a distributed system because the Scheduler‘ is required to transmit fewer

messages on the nerwork.

An objective of a distributed database is to increase the reliability and availability of

data in the system. To achieve this objective it is often the case that a number of copies

of the same relation are distributed on different nodes in the n_et:xork [42], [43], [4:4]. ‘

In the case of a node failurc there is always another node where a copy of the desired
data can be foui‘1d {45]. Thc‘rcqubility _subsysiem continuously monitors the system for
failures. If a failure occurs the reliability subsystem notifies the scheduling subsystt;m of
the ¢venL 'i‘hc scheduling subsystem either waits for the reliability subsystem to integrate

the failed component back into the system or it halts execution and requests thai the query

13
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processing subsystem provide a new schedule based on the current status of the system,

What is Query Processing?

The problems involved in distributed query processing are extremely complex. The
reason is that there are so many different variations on the kinds of networks available,
the way in which these networks are set up, and the way in which data are fragmenied,
replicated and distributed. In query processing, deciding which processing strategy is the
most benefictal requires a great deal of analysis and hence, overhead. Distributed query

processing differs from centralized sysiems in two significant ways :

_ Thcrc s an oppon.unuy for parallcl proccssm smcc Lhcrc m scvcml computcrs

' mvolved m handlmg the query

Query processing has been an active arca of rescarch ever since the beginning of
the chclopmcnt of relational databascs [46]. Many different query processing strategics
can be-employed 0 optimizc the processing of a query. A query processing strategy

is an cquivalence transformation of a query posed in a Data Manipulation Language

) e
(DML) {4] 10 relational algebra [9] which aucmpis o minimize transmission cost o

exploit parallclism, This transl'onnation approach is discusscd in [10] and [38]. In

this approach a sct of rules is used to transform ‘a query expression into an cquwalcm

expression. The idea is to apply these rules repeatedly to obtain an expression that can

be evaluated with a reduced cost. :

14
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Distributed Query Processing Strategies

One simplc distributed query processing strategy is to ship all relations that are involved
in a query to the point where the query originated. This strategy is expensive if large
rclations have to be transmitied to the originating node and if the result of the query only
contains a few twples and attributes, This strategy is referred to in the literature as the

initial feasible solution (IFS) [31].

Another solution is to usc the join as a query processing strategy. This involves
joining relations before they are transmiticd. Computing the join of two relations is
expensive.  Whenever possible joins:should alWays exploit concurrency. That is, we
should carry out joins in parallel on diﬂ‘crf:nt nodes 10 save lime. It makes no sense
to transmit tupics which arc not part of the selection criteria. We should "filter” out
unwantcd information before any transmission is done. This is referred to in the literature
as the application of reducers. Reducers rcduc; the amount of information that has to

be transmiticd. A rule of thumb is to exccute unary operations (selection, projection)

as soon as possible.

In [47], three parallel join algorithms are developed and implemented on a network
of workstations. The three load sharing algorithms arc Simple Sort-Merge “.Iain, Nested
Loop Hash Join and Tree Merge Join. 1t is claimed that by using these three algorithms .
and by moving data \dynamically to otherwise idle workstations over a LAN; a high
dcgrt\:c of parallclism;:bould be achicv;:d through load sharing.

;nomcr stralcg; is called the Scmi-Join stratcgy. Semi-Join is used in situations

where network transmission costs are high. The Semi-Join of relation R, defined over

15
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the se: of attributes A, by relation S, defined over a sct of attributes B, is the subset of
the tuples of R that participate in the join R with S. The advantage of Semi-Join is that it -
decrcases the number of tupics that need to be handled to form the join. Itis important in
DDSs because it usually reduces the amount of data that needs to be transmitted between

sites in order 10 evaluate a query.

In [48], the Scmi-Join stratcgy is used as the principai reduction opcrator. 48]
defines the Scmi-Join operator, cxplains why Semi-Joins are clfective as a reduction
operator and presents an algorithm thay constructs a cost-cffective program of Scmi-
Joins, given ag cnvelope and a databasc. [49] also demonstrates thc-usc of the Scm__i'
Join strategy 105 minimizc the intersitc data traffic on a point-10-point packet switchi;;-;\

communication nctwork.

SEMI-JOINs arc bencficial only when a join has good selectivity, in which casc
the SEMI-JOINs act as a powerful size reducer. [50] states that although the usc of
Semi-Joins reduces the amount of data transfer and is a valuable tool, it is not always

superior to the use of joins. The rcasons are:

ditional: messages- may-be genera

Other tccl}n’iqucs used to solve the query processing problem include lincar and non-

16



BACKGROUND: REVIEW OF THE LITERATURE
lincar optimization models using large amounts of variables. Some of these variables
inc}udc the size of relations that are involved in join operations, the range of values which
common join atributes have, probabilities about attributes, and the use of knowledge

about transmission cost.

How to Measure the Cost of Each Strategy

For centralized systems, the primary criterion for measuring the cost of a particular

strategy is the number of disk accesses or CPU processing time. In a distributed system

we must take into account the cost of data transmission over the network and the potential®

gain in performance from having several sites process parts of the query in parallel. A
good measure of resource consumption is the total cost that will be incurred in processing
a query. Total cost is the sum of all times incurred in processing the oﬁcratjons of
the query at different sites and imérsitc communication. Another good :ﬁcasurc is the

response time of a query, which is the time elapsed for executing the query.

The communication cost component is probably the most important factor when con-

e,
==

sidering query optimization in a DDS. Usually the aim of distributed query optimization
is %impliﬁcd 10 the problem of minimizing communication cost. The communication cost
is the time needed for exchanging data between sites participating in the execution of
a query. ‘ln‘[31]. the cost for answering a query is expressed in terms of the fozal cost
measure or the response time racasure. The data uﬁqsmission cost between two nodes is
defined as a lincar function C(X)= cp + ¢1 X, where 5( is the amount of data transmitted.
cp is defined as the cost to setup a transmission. The total cost measure is computed by

adding up all the cost functions between nodes. In [31], the response time measure is

17
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defined as the time from initiation of the query to the time the answer is presented at the
query site. Since operation can be executed in parallel at different sites in a DDS, the

response time of a query may be significantly less than the total cost

What is Query Optimization?

Discussed in the brcvious scction were ways of breaking up querics into an equivalence
sct of operations which attempted to minimize ummission cost and take advantage of
paraliclism in a distributed system. In the next section, we discuss the optimization of
strategics which requires a sclection of the most beneficiat strategy among altematives.
Query optimization involves improvemenis in light of the inexact knowledge of the status
of the distribuicd databuse. The optimization done may not be the best. The optimal
stratcgy may be o difficult to cvaluate and could require much more computing to
improve on it, which on average may not be dramatically different from the onc afforded

through a heuristic strategy [39].

Distributed Query Optimization Strategies

Distributed query optimization has received a great deal of attention in the litcrature,
In [51], an algorithm based on the query optimization technique of decomposition is
developed. ﬁis algorithm is impicmented in a distributed INGRES databasc system.
Performance studics of this algorithm and system arc reported in [S2].

Discussed in [31] are distributed query optimization algorithms using Semi-Join to
minimize total time or rcspopsc time for simple querics (algorithm PARALLEL and

SERIAL). Simple querics are defined such that at initial local processing, cach relation in

18
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the query contains only onc common attribute, which is also the only output of the query.
It is claimed that algorithm PARALLEL derives minimal rcéponsc time (8)? distribution
strategics by scarching for cost beneficial data transmissions in the current system state
given by si, sclectivity p; and schedule response time r; of cach relation R;. The sclectivity
pi of an attribute is defined as the number of different values ﬁccuning in the a;tributc,

divided by the number of all possible values of the attribute. Thus 0 <pi < 1.

The basic stratcgy of algorithm PARALLEL is to search for cost beneficial data
transmissions by irying to join small relations to large relations. First an Initial Feasible
Solution (IFS) is chosen, where all.rclations arc transmitied in parallel to the query site.
The algorithm then trics to improve the solution by considering alternative schedules
where some relations arc sent 10 an iﬁtcrmcdiatc sitc. The algorithm docs not consider
all schedules that could be gencrated for a given relation R;. Rclations larger than R;
cannot improve the original schedule of R; and thus are discérdcd afier first ordering the
rclations by increasing sizes after projection on the join attributes. Algorithm PARALLEL

is presented in Table 2. -

'To minimize to:é[ time @ a serial strategy is discussed in [31]. The outline of the
algorithm is described hn Table 3. Given an ordering on the required relations of the
simplc query, the SERIAL strategy consists of wransmitting cach relation, starting with
R;, to the next relation in a scn;I order. The strategy is represented by Ry — Ry —

.. — R — Ry, where R, is the relation at the result node. There are two cases of the

SERIAL strategy. In case 1, Ry is included in its proper order in the transmission pattern,

% is defincd as the min(r;} where the minimization ranges over all possible schedules.

19
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1. Order rclations R; such that §; 83, . . < 5q.

[

Consider cach relation R; in ascending order of size,
3. For cach relation R; (f<i), construct a schedule to R; that consists of the parallel
transmission of the relation R; and all schedules of relations Ry (k</). Select the

schedule with mirimum response time.

Table 2 Algorithm PARALLEL (Response Time Minimization). [32].

Rl —mRy— .. —-R —.. — Ry — .. — R Incase 2, R, is not included in its
proper order, R} — R — ... — R, — R,. It is claimed that the SERIAL strategy has

minimal total time when the relations are ordered so that 51 € 53 £ ... € 54 [31]

Owing to the fact that algorithms PARALLEL and SERIAL only work in specialized
situations, the algorithms were cxiended to work in general query environments [32],
Algorithm GENERAL (discussed in the next section) is a general heuristic that uses an

improved exhaustive scarch to find clficicnt distribution stratcgics for general querics.

In [53], query optimization is applied and system performance is presented for a

databasc allocated on a star network.

Owing to the complexity of the distributed query optimization bmblcm. [39] proposcs
the use of heuristic algorithms. It is argued that the overhead can be controlled and that
the notion that simple greedy heuristic algorithms proposed by many researchers arc
sufficient in that they arc likely to lead to near-optimal strategies. /¢ is also argued that
increasing the overhead in forming optimal strategies is only marginally beneficial.

As previously discussed, Hevner and Yao [31] developed two query processing

20
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ta

Order relations R; such that §; €53 €. . . < S
If no relations are at the result node, then sclect strategy:
Ry, — Ry — . . . — R, result node. Or clse if R, is a relation at the result

node, then there are two strategies:

Ri—Rz—...—R—...=Ry—R;
or
Rl —Ry=—...—=Rpayg—Rpu—...—Ry—Rn

Sclect the one with minimum total time.

Table 3 Algorithm SERIAL (Total Time Minimization). [32].

algorithms called PARALLEL and SERIAL which usc Semi-Join as a query processing

tactic. These algorithms were designed 1o minimize response time and total time for a

special class of simple queries. They also developed an extended algorithm (Algorithm

G) [31] which optimizes general distributed querics. [54] showed that this algorithm

had the following drawbacks:

Algorithm GENERAL

Hevner and Apers recognized these problems and developed an improved algorithm

‘called GENERAL ([32]) to process gencral querics®. The tactic used in the algorithm is

1o reduce the size of a relation with Semi-Joins on different joining attributes.

3A genersl query means that a relation can contain more than one joining attribute.
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Algorithm GENERAL (Table 4) makes the following assumplions:

1. 'I'hc cost, of processing a qucry is dctcrmmed by lhc lransmission cost only.
2. Al rclauons ar¢ located at dlffcrcnt sucs. .

3. Local proccssmg cosl 1s nor. takcn mm accoum.

Th : qucry V:processmg stralcgy is'un‘on ded:cmed syslcm

8 dclays"arc not consndcrcd in me

6. Aii'initial'lbéal‘pmccssing has been' performed.

Each rclation R; is -cxamincd in a small 1o large order (i.c., the index of a rclation
indicates its rclative size after projection on the join attributc):
size(R)) € size(lla) < ... < size( ) 10 find a schedule that has 2 minimal rcspon:ic
time % or a minimal total time value &, depending upon the declared cost objective
£{example given in F‘ngu__[c: 3). Each joining domain in the rclation R; is handled scparatcly
bccausé of the assumption of domain independence. When the minimal time schedules
arc found for cach join domain, the algorithm integrates these schedules into the overall
schedule for relation R; (Figurc 4). The c_iistribul.ion strategy is then construclcd'hby

synchronizing the schedules of all required relations in the query. To construct the

schedules of the distribution strategy, the algorithm considers only the transmission of

join domains between nodes that reduce the size and further transmission cost of the

receiving relation by join restrictions (Figure 5) [31].

In [32}], it is stated that minimizing responsc timc lcads to an increcased number

of parallel data transmissions in a query processing strategy. To reduce these extra

“
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1. Do all initial local processing.

ta

Generate candidate relation schedules. Isolate each of the joining attributes, and

consider cach 1o definc a simple query with an undefined resuit node.

a. ‘'To minimize response time, apply Algorithm PARALLEL 10 ‘each simple
query. Save all candidate schedules for integration in step 3.

b. To minimize total time, apply Algorithm SERIAL to each simple guery.
This results in one schedule per simple query. From these schedules, the
candidate schedules for cach joining attribute are extracted. Consider joining
attribute d;;. Its candidaic schedule is identical to the schedule produced by
Algorithm SERIAL, applied to the simple query in which d;; occurs, up to
the transmission of dy. All transmissions after that are deleted from the

schedule.

3 lmegrt_uc the candidate schedules. For cach relation R;, the candidate schedules
are integrated 10 form a processing schedule for R;. Thc inlcgration is done by
procedure RESPONSE (Table 3) for response time minimization and by proccdure
TOTAL or procedure COLLECTIVE for total time minimization (Figure 3).

< 4. Remove schedule redundancies. Eliminatc relation schedules for relations which

have been transmitted in the schedule of another relation.

Table 4 Algorithm GENERAL. [32].

A

~

transmissions, algorithm TOTAL is used. -By minimizing the total time in a query

processing strategy, fewer transmissions will be included and improved actual response

times may result in certain systems cnvironments.

.4
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Figure 3 Example of Algorithm GENERAL. [32].

A further reduction in total time is possible if the existence of identical data

transmissions in different reiation schedules is discovered. A third version of Algorithm
GENERAL (COLLECTIVE) is developed 1o }ccognizc redundant data transmissions
among scparatc rclation schedules in the overall query processing stralegy. In many

|
cascs, the total time of these strategics is less than the total tirrkwtgf strategics produced

by Algorithm GENERAL (total time).
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\. Candidate schedule ordering For cach rc!auon R; otder the candidale’ schedules:
on joining aunbulc dj j= 1. 2, o

- ART; denote the amval umc of ¢
atributes not in R, d:srcgard t

2,  Schedule m:egrauon For cach

consrmcmn mlcgratcd schedulc

" response time' (Figure 5):.

Table 5 Procedure RESPONSE. [32].

Complexity of Algorithm GENERAL

In [32], algorithm GENERAL is claimed to be an cfficient algorithm of polynomial
complexity that~derives close to optimal query processing strategies for distributed
systems. Two versions of Algorithm GENERAL are prescnied. The first is to minimize

- - * N
response time and the sccond is to reduce total time, N

The mhjor drawback of algdﬁthm GENERAL is its complcxityf; In [55], a more

~ N
. . N
ciiicicnt and less complex method for processing general querics is proposed. An

cxtcndcd version of algorithm PARALLEL and stratcgy SERIAL is applied to queries
10 gencrate transmission schedules. It is claimed that this method gives better and more™

= , :
cfficient solutions with a lower order of complexity than Algorithm GENERAL. Work

4For each relation (m), for each joining domain (8), for cach incoming domain (m), and for each possible domain candidate
(m) the upper bound complexity is O(m?). '
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Stop 4) Step 5)
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Figure 4 Example of Algorithm GENERAL — Continued.

by [55] defines the solution space of feasible processing stratcgics for distributed querices.

e . . . N .
Presented. isan optimal, although inhereiv+~=Zponcntial, optimization algorithm.

Reason-for Extending Algorithm GENERAL

=

s

The reason why algorithms PARALLEL, SERIAL, and GENERAL arc used 1o test the
testbed is that these algorithms can be applied to any distributed query cnvironment.

These algorithms assume the network topology 10 be a wide arca point-to-point network.

26



BACKGROUND: REVIEW OF THE IITERATURE
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Figure 5 Example of Algorithm GENERAL — Continued.

Also, the resulting optimized schedules are ‘mlativcly simple to program and can be

casily implemented in the Hypercube simulation.

{32 also claims that algorithm GENERAL has the added flexibility that all versions

(algorithm GENERAL total time version & algorithm GENERAL response time version) |
. v

==

can be implemented together. The optimization objective (total time or response time

minimization) can be changed by a simple switch in the program depending upon run-

27
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time factors such as sysiem load or query complexity, An example of this would be to
usc algorithm GENERAL total time version when network load is moderate 1o heavy

and to usc algorithm GENERAL rcsponse time version when network load is light.

2.2 PUBLIC DATA COMMUNICATION SYSTE.MS WHICH
INTERCONNECT DISTRIBUTED DATABASE SYSTEMS

A major problem that distributed systems face, particularly at the national level, is that
we do not yet have in place a public communication infrastructure that would allow
computers to c;'lsily conneet to one another over a large geographical arca. Although the
telephone system is uscd to that cnd:ioday, it is inadcquate. Speed is low and delays
are too long (relative to the speed of computers). The situation rcscmblcs the U.S. road
~ system 75 years ago: in principle you could get where you wanted on narmv: din roads.
The massive cconomic benefits of our current transportation system had to await the -

modem highway infrastructure.

fl“he Reference Model Used for this Testbed: The OSI Model

Owing to the fact that the Open System Interconnection (OSI) model has achicved
universal acceptance, it has allowed communication standards 1o be developed for cach
layer of mc model. It also provides a reference for discussing communication system
design. The network simulalion models designed in this document will follow its

stucture.

The basic idea is to decompose a large problem into several more manageable sub-

problems. The model partitions the communication function into layers. Each layer

-
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LAYER FUNCTION:
Concemed with transmission of unstructured bit strcams over a
Physical physical medium; deals with the mechanical, electrical, functional,

and procedural characteristics to access the physical medium.

Provides for the reliable transfer of information across the physical
Data link link: sends blocks of data (frames) with the necessary
synchronization, error control, and flow control.

Provides upper layers with independence from the data transmission
Network and switching technologics used to connect systems; responsible for
establishing, maintaining, and terminating connections.

Provides reliable, transparent transfer of data between end points;

Transport provides end-to-cnd crror recovery and flow control.

Provides the control structure for communication between
Scssion applications; cstablishes, manages, and terminates connections
(sessions) between cooperating applications.

Provides indcpendence to the application processcs from differences

Presentation . .
in data rcprescntation (Syntax).

Provides access to the OSI environment for users and also provides

Application .. . . .
PP distributcd information services.

Table 6 Functions Performed at cach Layer of the OSI Model. [56].

performs a subsct of the functions required to communicate with another system. Also,
cach layer is defined so that a change in one layer does not require a change in another.
A bricf definition of cach layer is given in Table 6. A complete definition is given in

[56] and [57].

The Physical Transmission of Data

Since the sites in Wide Arca Networks (WAN) are distributed physically over a large
geographical arca, thc communication links are likely to be relatively slow and less

rcliable as comparcd with Local Arca ‘thwoﬂcs (LANs). Typical WAN links are
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telephone lines, microwave links, and satellite channels. In contrast, since all sites in
LANs arc close together, the communications links arc of higher speed and have lower
crror rates than their counterparts in WANs., The most common links are twisted pair,

Basecband coaxial, broadband coaxial, and fiber optics [56], [57].

The sites in a computer communication sysiem can be connected physically in a
varicty of ways. The various topologies are represented as graphs whose nodes correspond
1o sites. An edge from node A to node B corresponds to a direct physical connection

between two sites. In most cases it is just not feasible to fully conncct all sites together.

-

—

RN . . .
To solve this-problem, other network topologics are used (i.c. ring or bus network) that
provide for the sharing of transmission facilitics among many sitcs. This reduces the

cost incurred by any pair of sites.

Two of the best known ways to transmit digital information are Wavclength Division
Multiplexing (WDM) and Time Division Multiplexing (TDM). In WDM, the frcqu;:qcy
' spectrum is divided into logical channcls, with cach uscr having cxclusive posscssion
of this frequency band (frequency sharing). In TDM, cach uscr takes tums accessing
the cntire bandwidth for short periods of time (round robin). The advantage of multi-
plexing schemes (as opposed to using a dedicated copper wire between cvery pair of
communicating stations) is that a large number of voice and data transmissions can occur

simultancously, thus making betier use of the cxisting communication facilitics.

With the recent developments in light wave technology, it is possible to transmit data
on an optical fiber using light pulses to represent bits (a light pulse represents a 1 bit,

no light pulsc represents a 0 bit). Reasons why fiber optic technology is so important is

-
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that fiber has high bandwidth, is thin and lightweight, is not affected by clectromagnetic
interference, and has excellent sccurity because it is nearly impossible to wirctap withc.t”

detection.

Onc fiber optic transmission standard for MANSs, known as Fiber Distributed Data
Interface (FDDI), is an example of a token-passing ring capable of 100 Mbits/s operation
[58]. FDDI cabling consi_sts of two fiber rings, one transmitting clockwisc and the other
ransmitting coumcrclock-wisc. If cither one breaks, the other can be used as a backup.
To Lr:m:#iﬁt data on the fiber, a station must first capturc a token. The station with the

token transmits a frame and removes it when it comes around again. The FDDI design

specification calls for no more than one crror in 2.5 X 10'° bits [59).

Owing to the fact that only onc station can transmit at a time, the enormous bandwidth
offercd by fiber optics is not being utilized. FDDI uscs lightwave technology for its
superior transmission propertics, but the ring does not even come close to tapping the
bandwidth of the medium. [60] indicates that concurrency tcchniqués, such as WDM and
TDM arc the key to tapping this cnormous bandwidth. WDM can produce a multitude
of non-intcrfering packets to be simultancously resident in the network (on one fiber),
thereby achieving concurrency by spreading signals over a vast portion of the optical

band.

Evolving Computer Networks: Architecture & Importance

In [56), a Local Arca Network (LAN) is defined as a communication network that

provides intcrconncction of a varicty of data communicating devices within a small area. -
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LANs support minis, mainframes, terminals and other peripherals. In many cases, these

networks can carry not only data but voice, video, and graphics.

The most common type of LAN is the bus or trec using coaxial cable. Rings using
twisted pair, coax, or cven fiber arc an altenative. The data transfer rates on LANs (1 to
20 Mbits/s) arc high cnough to satisfy most requirements and provide sufficient capacity

1o permit large numbers of devices to share the network.

The LAN is probably the best choice when a varicty of devices and when a mix
of t;afﬁc lypes are invelved. The LAN, alone or as pan of a hybrid locali;lclwork. has
become a common feature of many office buildings and divisions. LANs usually have a
length of not more than 2 or 3 miles. This restriction is a result of propagation delay in

the network and as we will sce is a very important limitation,

Mclropolif:m Arca Networks (NFANS) arc defincd as networks that support two-
S :

way communication over a shared medium, such as optical-fiber cable, span a distance
of approximately 50 miles, and may offer point-to-point high-spced circuits or packet-
switched communication. MANs arc cxpected to transmit data at rates of 150 Mbits/s.
They do not, however, have the huge traffic-handling capability of a switched exchange
network, such as the present iclephone system. Esscntially, a MAN is a very large LAN,
using access protocols less sensitive to network size than those used in LANs. A cable

television (CATV) network, which is cssentially a broadcasting system, is not ordinarily

classified as a MAN, but can be modified to suppon two-way MAN scrvice [61].

In [25], it is predicted that high spced Metropolitan Arca Networks arc ready to

challenge the traditional star topology of the.voice-only telephone network. It is also

AN
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stated that the telephone network is not suited to handle data transmission. LANs and
MiANs are not scaled-down telephone networks; rather they are scaled-up and scrialized
computers. These local networks stem from computer architecture which is based on the
internal computer bus structure where all data flows between central processor, memory,
and pcriphcrals. Each onc of these units time-shares the bus as nceded. As a result of
this, it would seem like an extremely effective idea 10 connect computers together via this
samc Lype of parallel bus structure. As it tums out, this is not practical. Bus-allocation
schemes usually assume very short distances and the parallel cabling would prove to be
too cxpensive and cumbersome.  As a result, computers which arc attached to LANs
sharc a high-speed scrial transmission facility that no single processor dominates.

The problem with LANs is that they have been optimized for distances of up to
several miles, MANS on the other hand, have been designed and optimized for longer
dismncfcs. Also MAN traffic will include both data and voice transmission. As a result the
IEEE 802.6 standards commitiee has attempted to give roughly cqu:il weight to both data
and voice requirements. Since digital voice comprises the bulk of the bits sent between
locations, any MAN must deal cfficiently with it. Typical MAN traffic is expected to

include [25]:

« LAN interconncction

»  Graphics and digital images
»  Bulk data transfer

« Digitized voice

»  Compressed video i )
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. layer
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820.3 = Carrier sense multiple access bus with collision detection
802.4 = Token passing bus ’

802.5 = Token passing ring

802.6 = Metropolitan area network on a broadband bus

Figure 6 Relatonship Between IEEE LAN Family and the ISO Model. [57]

» Conventional terminal traffic

Standards for MANs have been developed as part of the Institute of Electrical and
Electronic Engincers (IEEE) 802 LAN project (Figure 6).” The MAN group known as the
IEEE 802.6 committee is to provide a spcéiﬁcaﬁon for a city wide nctwork which will

carry digital, voice and video as well as interconnect 1o LANs and other data sources,
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LOCAL AREA NETWORKS
(LAN) '

WIDE AREA NETWORKS
(WAN)

Distances up to thousands of miles
Typical data rates up to 100 k. bits/s.

Complex protocols

Within site up to 3 Miles
High bandwidth (> 1M. bits/s.)

Simpler protocols

Interconnect autonomous computer
systems

Interconnect cooperating computers in
distributed processing applications

Usually operated by the same
organization which operates the
cOmpuicrs it connccls

May be managed by organizations
independent of users, ¢.g. AT&T™

Often use analogue circuits from the
telephone system

Gencrally digital signalling over private
cables

Lower crror rates (1 in 10%) Higher crror rates (1 in 10°)

Can broadcast a singlc message (o

multiple destinations Generally usc point-to-point llmks

Common topologics - bus or ring Common topologics - mesh or star

_ Table 7 Characteristics of LANs and WANs. [57].

In [62], a comparison is given between LAI;Is and Wide Arca Networks (WANS).
Most carly nctworks were WANs designed for voice communication. The arrival of
cheap microprocessors has resulted in the proliferation of computcgs within individual
sites. LANs were developed to interconnect these local computers in order 1o share data

and resources. Table 7 compares the characteristics of local and wide arca networks.

WANSs usually span greater distances, arc ba_scd on the storc-and-forward switching
mechanism, and require the routing of packets. LANs on the other hand, span distances
upto 3 milcs. arc bascd on the ring topg!ggy which mﬁmm a single data link, and are
usually less cn'o;- prone. A trend that isic;mc;-rging is mc“:”usc of MANs (span 50 miles)

to interconnect LANs, and to connect LANs to WAst.-“

V4

-
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The telephone industry’s future standard for its fiber optic WANs is Broadband
Integrated Services Digital Network (BISDN). BISDN will provide worldwide uniform
digital voicc and data services. Compatibility between standard MANs and BISDN s
now being worked out. The key here is that the samce header will be used by both the
802.6 MAN and Lhc_.BlSDN standards. The result of this is that MAN packets will be
transmitted on WANs with casc. WANs will then interconnect MANs, and MAN will

interconnect LANs. When this happens the global LAN will have arrived.

//'-'-. ,

i
i
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CHAPTER 3

AN OVERVIEW

OF THE FIRST
NETWORK PROTOCOL
INVESTIGATED: THE
DISTRIBUTED

QUEUE DUAL BUS

The rcasdn.;; lﬁﬁl Distributed Queuc Dual Bus (DQDB) has gained such wide-spread
acceptance as 2 public nctwdrk arc that it has outstanding m}jability, it is independent of
nctwork size and speed, it provides for security, network ac;ninistration, and bandwidth
control, and it has a frame structurc that will be compatibie with the evolving BISDN.
Hence, DQDB can be seen as an evolution path to this ﬁrl-turc public nct\_work technology

[27). 1t is for this rcason that this Medium Access Control protocol (MAC) will be -

simulated.

o

3.1 TﬁE:DIQTRIBUTED QUEUE DUAL BUS ARCHITECTURE

N
= j

The three main components of the DQDB architecture are %‘ Frame Generating stations

{(Hecad Siation and%lavc Station), two unidirectional busés. and the nodes (computers)

which arc connected to it. An overview of this architecture is shown in Figure 7. The

head station generates the frames on bus A, and the slave station gencrates the same
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SLAVE
FRAME BUS A. X FRAME
GEN. @ODE . GEN.
orR R © o R or
HEAD . } SLAVE
STATION BUS B. STATION
‘ READ ( UNIDIRECTIONAL
TAP WRITE
A. Distributed Queue Dual Bus Architecture
FRAME \ SYNCH,
FIELD
SLOT O SLOTT | verernns SLOT 45
FRAME
B. Frame format for the DQDB MAN

Figure 7 DQDB Bus and Frame Structure. {27,

frame pauem at the same ratc on bus B. Each node is connected to cach bus via a read

and write conncction. The rcad connection is placed ahcad of the write conncction and

allows all data to be copicd from the bus unaffecied by the node’s own writing,

Communication on the DQDB subnectwork is within the frame format shown in
Figurc 7B. The frame intcrval is 125 microscconds, matching that of the digital tclephony,

Frames are subdivided into a fixed number of cqixal size bits calied slots. Slots provide
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the subdivision between isochronous (regularly periodic data such as voice and video)
and non-isochronous (irregular, bursty data such as file transfers) traffic. A slot may be
allocated to carry cither type of communication. Slots are allocated for isochronous usc
bascd on the proportion of demand for isochronous capacity. The remaining slots arc

then made available for packet communication.

For isochronous communication, cach octet within a slot provides a 64kbit/s channel.
By using multiple octcts per frame, higher rate circuits can be constructed. For non-
isochronous communications, a slot once reserved for access by a node, is used to

transfer a single segment of a packet,

3.2 THE DlSTRIBUTEb QUEUE bUAL BUS PROTOCOL

The protocol uses two control bits, busy and request, to control access to a slot on the
forward bus (Figurc 8A). An identical, but independent arrangement applics for access

1o the opposite bus.

When a node has a scgment for transmission on the forward bus it will issue a single
REQ on the reverse bus. This bit will pass to all upstream nodes, where upstream is
defined in relation to the flow on the forward bus. This REQ bit scrves as an indicator

10 the upstrecam nodes that an additional scgment is now queued for access..

Each node keeps track of the number of scgments queued downstream from itself -

by counting thc REQ bits as they pass on the reverse bus as shown in Figure 8B. For
P

. e .. =
cach REQ passing on thecreverse bus, the request (RQ) counter is incremented. One

REQ in the RQ counter is canceled cach time an empty slot passes on the forward bus.
i .
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2

i

busy bit busy bit
TN i TN
) ) ()
R R BUS B
o S— -—
requast it requast bit

A. Queue information on bus A.

BUS A T

cancel one request lor
® sach empty slot on A

Court requust on B

Rt —

B. Node not queued to send.

BUS A

C. Node queued 1o send.

Figure 8 Distributed Queuncing. [27).

This is done since the cmpty scgment that passcs the node will be used by onc of the

downstream qucucd scgments. We sce that with these two actions the RQ counter keeps

a precisc record of the number of scgments queucd downstream.

/N

When a nodc has a segment for access to the bus, it transfers the current valuc

f

1

of the RQ count to its sccond counter, the countdown (CD) counter (Figurc 8C). This

action loads the CD counter with the number of downstream scgments queucd ahcad of

40
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it. This, along with the sending of the REQ for the node’s segment, cffectively places

the segmenlt in the distributed gucue.

To cnsurc that the segment registered in the CD counter gains access before the newly
quecucd scgment in the given node, the CD counter is decremented for every empty slot
that passcs on the forward bus. This opcration is shown in Figure 8C. The given node
can then transmil its segment in the first empty slot after the CD counter reaches zero.
The claiming of the first free s.-Im cnsures that no downstream scgment that queued after

the given scgment, can push in and access out of order.

During the time that the node is waiting for access for its segment, any new REQs
received from the reverse bus are added the RQ counter. Hence, the RQ counter still
tracks the number of scgments queued downstream and the count will be correct for the

NeXt scgment access.

Thus, with ﬁc usc of the two counters in each node, one counting outstanding access
requests and the other counting down before access, a first-in-first-out ?(FIFO) queuc is
; .cstablishcd for access to the forward bus. The queue is established for acces§ to'_the
forward bus. The qucue formation is also such.that a slot is npvcf wasted on the network
if there is a‘scgmcnt queued for it. Th‘is_ is guaranteed since the CD count’in the queued
nodes represents the number of scgmc-ms quecucd ahcad. Since at any point in time one
_ scgment must have qucucd first, then at lcast onc node i; guaranteed to have a CD count

ofzzcro. It is that node thar will access the empty slot.
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Figure 9 DQDB Scgmentation Scheme. [27).

3.3 SEGMENTATION AND REASSEMBLY OF PACKETS

In [27], the scheme used 10 ‘control the scgmentation of packets at the source and the
rcassembly at the ultimate destination, is described. This process is shown in Figure 9
and involves the fragmentation of the original packet inlo segments, 1o match the stot

size on the bus,

All segments consist of a header ficld along with the actual data as shown in Fi‘g/’ﬁ\rc

42

1\

)



AN OVERVIEW OF THE FIRST NETWORK PROTOCOL
INVESTIGATED: TIHIE DISTRIBUTED QUEUE DUAL BUS

9. The header field consists of two sub-ficlds, The first is a single bit, the C/D subficld,
which is used to indicate whether the scgment is a control or a data scgment. The sccond
ficld is the source identifier (SI). This is used to provide the logical linking between slots

of the same packet.

The Sl is a fifteen bit ficld. Each node in a DQDB network will have one or more
unique SI number(s) related to its physical location along the bus. The SI is in addition
10, and independent of, any Network Layer addressing. The allocation of the ST numbers
is locally administcred and only-has significance within a single network. The purpose of
the SI is to identify scgments of a single packet. This information is used to reasscmble
the scgmented message at the destination. To dc::scribc the operation of the packet transfer
scheme, the scgmentation of the packet at the source is described first and the action of

the receiver is considered later.

The train of scgments sent by the source is shown in Figure 9. The first scgmcnt-
of a multi-scgment message is a control scgment. Within this segment a control ficld
immcdiatcly after the scgmcﬁl header will indicate the bcgin;'ling of message (BOM) code.
This code significs the start of a new packet transfer. The SI field of this segment is set
to the source’s value and the information ficld of the segment contains additional control
information amoluming to a packet header. Part of this information is routing i_nformation
required 1o transfer the packet o the destination. All routing within the MAN is based
on physical access unit addresses, not on the Network Layer addresses. Also, contained

within the information ficld of the first scgment is the length of the packet.
All'scgments of the packet until the last arc placed in the information fields of slots
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following the first control slot, In the header of cach of these stots the C/D bit is reset
to indicate data and the SI ficld is the same value as was sent in the fisst or control
segment. The transfer of the multi-secgment packet is compleicd by sending a further

control slot which contains the end of message (EOM) code in the control ficld after

the segment header.

For the transfer of a message that only requires a single scgment, the SSM (single
segment message) code is used in the control field of the first segment. The S is not

required in this casc, however it is still used for consisiency in operation.



CHAPTER 4

AN INVESTIGATION CF
THE DQDB, THROUGH
SIMULATION

SIMULATED DQDB ARCHITECTURE

Distributed qucucing is a medium access control protocol (MAC) packet switching
scheme that controls the access of fixed Iength data scgments to :thc slots on the DQDB
bus. A current state record is kcpi in"cvery node which holds the number of segments
. awaiting access to the bus1 When 2 node has a scgment for ﬁ'ansmisfsion. it u.scs its count
to determine its position in the distributed queue. If no scgments arc waiting, access is
" immediate, otherwise preference is given only to thosq scémcnm that qucucd first.

i

W
)

\

t)

| _
DQDB Frame Structure

Every 125 mir.:roscco;:_d\} thc Frame and Slave Frame Generators generate frames for
. transmission on the forward and reverse buscs respectively. The frame size is 19440 bits
(Cd'l'[‘ G.707-9, 155,520,000 bits/s / 8000 frames/s = 19440 bitslffamc). seec Figure
10. Each frame is divided into cqual size slots capable of carrying both isochronous and

non-isochronous data. Access to isochronous slots is Pre-Arbitrated (PA), while access

-
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8 bit Frame header
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Figure 10 Simulaied DQDB. Slot Design. [63].

to non-isochronous slots is Queued Arbitrated (QA). Every slot contains a segment of 52

bytes and a onc byte Access Control Ficld (ACF).

The Division Between Computer and Digitized
Voice Communication within a Frame -

In [64), a straicgy is described in which Ny < N slots per frame are reserved for

isochronous traffic. N2 = N - Ny slots arc then allocated to non-isochronous traffic.
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Unuscd isochronous slots in a given frame may be used, for that frame only, by non-
isochronous traffic. A scheme of this type has been termed as movable boundary and
was first proposed in [65]. An alicrnate stralegy called a static boundary allocates ap-
proximately half of the total bandwidth to isochronous traffic and the other half to non-
isdchronous wraffic. There is a trade-off between isochronous traffic being blocked (this re-
sults [rom greater allocation of bandwidth to non-isochronous tr:ifﬁc) and non-isochronous

having to queuc (this results from greater allocation of bandwidth to isochronous traffic).

Computer Communication

Access 1o QA slots is controlled by the Disiribulcd Qucucing MAC Protocol and would
be used lypically to provide non-isochronous scrvices. The stat_ic boundary simulation
modcls the Distributed Queucing protocol Qi:h 24 non-isochronous siots and their QA
access mechanisms. The model takes into account the use of 21 slots for isochronous

data. Each non-isochronous slot is used to transfer onc scgment.

It should bc noted that although cach non-isochronous slot contains 53 bytes of
information, only 44 bytes arc available for data payload usc. Nine bytes from cach slot

arc considercd overhead.

Digitized Voice and Video Communication

PA slots arc typically used 1o provide isochrg_r;pus services (i.c. voice calls). Centralized

- o N - - .
access 1o PA slots is controlled by the Frame™ Generator and Slave Frame Generator. [28]

proposcs a distributed isochronous channel management protocol in which cach station
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assigns, maintins and deallocates its isochronous channels without communicating with

other stations.

As shown in Figure 10, the DQDB static boundary simulation allocates approximately
half the bandwidth (21 PA slots) for isochronous services, The PA scgment payload is 48
bytes long which consists of 48 isochronous scrvice bytes (21 slots supply bandwidth for
approximately 1000 isochronous channels). In [64], various models for integrating voice
and data arc described. With PA traffic, differcnt users would be assigned a different
number of isochronous service bytes, depending on their bandwidth requirements. In
Figurc 10 it is assumed that cach user requires the same bandwidth, onc byte, Access 10
a PA slot may be sharcd among a number of isochronous service users. Each uscr keeps
its assigned channel (same byte location wilhinlu slot and samc slot location within a
frame) for the duration of the call, and is blocked if no assignment is available.

The dynamic boundary simulation models the Distributed Qucuéing protocol for non-
isochronous data, with 24-31 slots per frame. The movablie boundary allows the use of
PA slots by QA scgments, if available. Figurc 11 shows the probability distribution of the

number of slots available for use by QA segments. The mean of this distribution is 24.98.

Controlled Access to a Slot within a Frame

Of the ninc non-isochronous overhead bytes, only two bits are used in' the simulation
model. These bits are located in the AQF (Figurc 10). They arc the BUSY bit and the
REQ_0 bi.“The BUSY bit is used to indicatc whether a slot is a\_'ailablc for usc (0 or reset
indicates that the slot is free for use, 1 or sct indicates that the slot is busy a:}q unavailable

for usc). The REQ_O bit is used to indicate whether a node wishes to queue (0 or resct

48
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AN INVESTIGATION OF THE DQDB, THROUGIH SIMULATION
indicales no request, 1 or sct indicates a request for a empty slot). The SL_TYPE bit
in the ACF indicatcs whether the slot is 2 Qucued Arbitrated slot (SL_TYPE = 0) or
a Pre-Arbitratcd slot (SL_TYPE = 1). In the simulation the SL_TYPE is considered t0
be always zero. Also the three remaining ficlds (REQ1, REQ2, REQ3) in the ACF are
used for priority queucing. Only a single distributed queuc is being modeled utilizing
only the REQ_O bit (notc: the Priority Distributed Queuc has important uses — i.c. for

nciwork signaling).

Simulated Dual Bus Addressing

By studying only nctwork load and the Distributed Qucucing mechanism, the actual

NI

simulation of point-to-point communication between any two nodes is unnccessary. As
a result, addressing in the simulation is handled very simply. Dual bus addressing is
o~
~
simulated by nodes in the following way: nodes wishing to transmit 1o a node with a

higher address acécss the forward bus, while nodes wishing to transmit to a node with a

lower address transmit on the reverse bus. The simulation assigns an cqual probability

- ol sending a packet (onc 1056 bit packet requires 3 slots. See Figurc~‘10§ on cither the

forward or reversc bus. The only deviation frdm this rulc is at the cnd nodes. The

first node (node 1) accesses the forward bus 100 percent of the time and the Nth node
- L

accesses the reverse bus 100 percent of the time. It should also be noted that oncea slot

is marked as busy it remains busy for the duration of the time it is on the bus.

Information packets greater than the slol'payload size (in this case 44 bytes) must
be segmented. In Figure 10, a2 1056 bit packctkrcquircs a total of three physical slots

to be transmitted. In the siniulation, 1056 bit packets arc generated at random using
N \ ‘
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DYNAMIC BOUNDARY SLOT DISTRIBUTION

ISOCHRONQUS VS, NON-ISOCHRONOUS SLOTS
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Figure 11 Dynamic Boundary Slot Probability Distribution.

N

the Poisson Distribution. This creaites a demand for three slots on cither the forward or
reverse buses. Access to cmpty slots needed 1o transmit these segments is arbitrated by

the Distributed Qucucing Protocol which is discussed below.

Bothway Transmission of Data

A DQDB Broadcast (Bothway Transmission) or Multicast implementation allows nodces

to transmit a scgment on both buscs. This allows all or a subsct of stations to reccive
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segments at the same time. Advantages of such a scheme are: 1} nodes avoid the creation
and maintcnance of bus sclection tables, and 2) nodes avoid costly reconfiguration of these

tables which can rcsult from bus/node faulis or node relocation.

Fair Sharing of the Bandwidth Resource

Bandwidth Balancing (BWB) techniques are used to ensure fair sharing of the bandwidth

_resource between stations operating at a single priority. In [64], BWB is defined as a

procedure to facilitate cffective sharing of the bandwidth, whereby a node dccasion:;lly
bypasscs the usc of empty QA slots. In [66], it is stated that BWB‘may bcrdcsirablc ina
DQDB subnctwork when the -distance between any two stations exceeds 546 meters,
transmission ratc is 155.52 Mbps, and the oﬂi:rcd load of all stationé exceeds the

bandwidth available.

"Bandwidith Balancing is implcmcmcd by aniﬁéially sctting a node’s countdown

(CD) counter 10 a value greater Lhan zcro~followmg the transmission of a scgn*cnt. '

A full dcscnpuon of the IEEE 8026 standard BWB mechanism is provnded m [66].

-

The snmulanon modcls s:mplcr BWB mcchanisms rcsu]ung m\a sn'alghtfoxward model

\ \
=1

requiring less coding. What l‘ollows is a description of the EWB mcchamsms used in

Ay
IFET

p—_—

“the simulation model:

L. 1EEE 802.6 Defauls Bandwidth Balancing mechanism ({.c. no BWB mech- _
anism usc:’fi7 rcscv-»valuc = Q).
Il. AnEven BWB mechanism such Lhat the Clh.oumcr of all nodes is aruﬁcmlly

set by the same amount aftcr a scgmcnt transmission. The rcsct valuc of a

N R
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node’s CD counter is based on half the network size.
Reset Value = N £ 2
Where:
N = Number of nodes in network

The goal of this mechanism is to allow all stations to reccive an cqual share
of the bandwidth, With this scheme, bandwidth will be wasted.

1. An Uneven BWB mcchanism such that a node’s CD counter is artificially
sct after a scgment is transmitled. The word uneven is used 1o indicate that
cach node has a unique reset value based on xi.s location in the network. The

reset value of a node’s CD counter is based on the number of nodes between

itsclf and the end of the bus.

L7

Reset Vaiirw = N - L

-

Where :
N = Numberof nodes in network

L = Relative position of node in network

pa
= 3

This mechanismatiss.lo distribute bandwidth evenly without -waste.

— -~

. 4.2 DQDB PROTOCOL LOGIC DEVELOPED FOR THE
. SIMULATION: A DETAILED DESCRIPTION

-

The simulated DQDB performs the Mcdium Access Control (MAC) procedure for write

access of QAE‘fgmcms into empty QA slots. The DQDB operatcs request counters,

[ ‘ : : )
countdown counters and local request queuc counters for access 1o cach bus.
| Z =
- = 52
==
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Distributed Queueing Variables

The simulation- programs maintain two independent request counters: RREQ COUNTER
for the forward bus and FREQ COUNTER for the reverse bus. Each node has a pair of
these counters which arc used when queuceing a new Queue Arbitrated (QA) scgment.
If a node docs not have any QA scgméms queucd for access, the counters indicate the
number of currcnily outstanding requests frorﬁ downstream for access to the respective
bus. If the node does have a QA scgment queuced, the counter indicates the number of
requests from downsircam for access to the bus, that arrivcd at.the node after the QA
segment was qucucd. All counters have a minimum value of zero and a maximum value

of 2¥6-1, All counters are sot 10 zcro at start-up.

The simulation maintains two independent countdown counters for cach node. The
HV/[jREQ Cﬁ and RREQ CD counters are used by the Distribuféil:Qucuc Statc Machine
V(DQSM)..which pcrfgnns the accéss function for QA scgments. The FREQ COUNTER

is associaled with mi FREQ CD counter and RREQ COUNTER is associated with the
RREQ CD counter. Each counldqwn coﬁnlcr opératcs when a node has a QA segment
quecued for its respective bus. Th§ counter indicatcs I.ht; number of outstanding requests

made for access 1o bus x before the QA scgincm can be transmitted.

~ \\ .. The simulation also maintains two independent scgment counters. The FSEGMENT
'~ and RSEGMENT counters arc used by -the DQSM. The FSEGMENT: counter keeps

track of the number of outstanding scgments that will require empty forward bus slots.

The RSEGMENT counter keeps track of the number of outstanding scgments that will

\ v
require empty reverse bus slots.

- =f
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Simulated Slot Access Control Field

Also shown in Figurc 10, arc the BUSY and REQ bits in the ACF ficlds in slots on
the Forward and Reverse buses. The operation of the request and countdown counters
(N1 RREQ COUNTER — N1 FREQ COUNTER and N1 FREQ CD — N1 RREQ CD
respectively for node 1) for cach bus involves read eperadons on the BUSY bit in the ACF
for all slots on the forward bus and read operations on the REQ bit in the ACF field of all
slots on the opposite bus. For cach bus there i§ an instance of the DQSM ®Q§M logic is

duplicated for cach bus) which controls the fcqucst and countdown counters for that bus.

A request for aceess 1o the forward bus is sign:ilcd to other nodes by a write operation
performed on the REQ bit in the ACF of cach slot passing on the oppositc bus. The
writc opcration stopé when a REQ bit is sct on the oppositc bus. In the simulation onty
onc scgment is qucued for a slot at a time. A slot is l.:lSCd when it is available for this

queucd segment. If the slot is unavailable for usc, only then docs this scgment queuc.
The Frame Generators

The purposc of the Frame Generator (FG) and the Slave Frame Generator (SFG) is to
generate 24 cmpty 53 byle non-isochronous sloté, every 125 microscconds (isochronous
slots arc not simulatcd). Empty Qucued Arbitrated (QA) siots arc generated by the FG
and SFG by resctting (0) the BUSY, REQ and SL_TYPE bits. As in the casc of the

FG, it sends a free slot to node 1 so that node 1 can proccss‘lhc information in the ACF

-~

during the sctup time (DQSM Figure 12). When node 1 has reached its Forward Bus

Sync Timc’it resends the slot to node 2. At the same time node 2 is resending its slot to

-

node 3, and so on. The SFG scnds an empty QA slot to the Nth node on the opposite
- AT o :
- ::-:‘:' : Ve
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AN INVESTIGATION OF THE.DQDB, THROUGH SIMULATION
bus, so that it can process the information in the ACF during the sctup time. When
the Reverse Bus Sync Time (the reverse bus DQSM logic not shown) is reached, the
Nth node resends the slot to the (N-1)th node, and so on. The three internal node times
(sctup ime, intemal nodc changf: time, 2nd Forward/Reverse bus sync time) are required
to ensure that all counters an_d écmaphom states arc correct at specific points in time.
This cnsurcs proper synchronization of the Forward and Reverse Distributed Quecue for
cach node. Each node in the network periomms its own. specific Forward and Reverse

Distributed Qucue functions during these time intervals.

The Distributed Queue State Machine: The Idle State

The two Dfstribulcd Qucuc State Machines (one for the forward bus, FDQSM and one for
the reverse bus, RDQSM) for cach node can be in one of three states: Idle, Countdown

or Waiting. The Distributed Queucing Staic Machine (DQSM) is in the Idle State when

it has no QA scgments to be transferred on a bus. The DQSM is in the Countdown State

when it has a QA segment queued for transfer on one of the two buses. The DQSM is
in the Waiting Staic when it has a QA segment to transfer but the slot is busy and the
Reverse bus: REQ bit has alrcady been set by a down stream node. In effect the DQSM
waits, In all states the EDQSM obscrves the Reverse bus for requests generated f;y nodes
downstrcﬁm on the Forward bus. A request for a slot in the simulation is indicated by

the REQ_O bit in the ACF being sct to onc. The FDQSM also obscrves the Forward bus

for cmpty QA slots, which arc indicated by the BUSY bit being resct to zero.

The logic that depicts the Idle siate for node 1 (FDQSM) is' shown in Figure 12.

While the FDQSM is in this state, the Distributed Gueue maintains the value of the
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Figurc 12 Forward Bus Distributed Queucing State Machine for node 1. Idle State. [63).

associated request counters by:

bus wuh Lhc BUSY bll r&cct (0)

i
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Figure 13 FDQSM for node 1. Counidown State. [63].

The FDQSM remains in the IDLE state until it Eé“rcqucstcd 1o queuc 2 QA segment

)

- —_—

{or transfer (FSEGMENT > 0).

The Distributed Queue State Machine: The Countdown State

When a QA segment is quecued for access 10 the Forward bus, the associated instance
of the FDQSM is in the countdown state (Figure 13). The FDQSM remains in the )

countdown state until all scgments arc written to empty QA slots and the FSEGMENT
z o~

N
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count is cqual 1o zero. While in the countdown state all REQ CD counters are maintained

by the following actions.

If an empty QA slot is received on the Forward bus and the FREQ counter cquals
0 then the FDQSM marks the QA slot as busy by setting the BUSY-bil and writing the
QA scgment to the QA slot (Figure 13). It is important to note that the FDQSM still
maintains the value of the associated request counters in this state, as discusscd above.

If an cmpty QA slot is received and the FREQ CD is greaier than zero, the FREQ
CD counter is &ccrcmcmcd by 1. The slot is then resent to the next node, empty.

If a busy QA slot is reecived and the node has a scgment 10 send. (FSEGMENT >
0) it scts the REQ_O bit on the oppositc bus (Figure 14). Each DQSM on the Forward

and Reverse bus is uniquely associaicd with the REQ on its "opposite” bus. _

The Distributed Queue State Machine: The Waiting State
"A“} . - .
Figurc 14 dépicts a waiting to quecue state. In this state a busy QA slot is received on the

Forward bus and the REQ bit is sct on the Reverse bus. The FDQSMs can neither send
a QA scgment nor sct the REQ bit on the opposite bus. In this casc the FDQSMs resend
the forward slot and the RDQSMs resend the reverse slot to the next node without taking

any action. In other words, the node is actually waiting to queue.

4.4 BASIC ASSUMPTIONS USED IN
THE DQDB SIMULATION

Computer network dcsiﬁﬁs follow a hicrarchical approach (OSI reference model, [57)

and [56]). The OSI model is a reference model for this simulation work,
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Figurc 14 FDQSM for node 1. Waiting State. [63]).

In the simulation mode! there arc four layers: Physical, Data link (including Medium
Access Sub-Layer), Transport and Application Layer (Uscr); For cvery send-receive pair
of nodes A and B on the forward or reverse bus, the model can be viewed as in Figure

16. Important assumptions uscd in the simulation model are described below.

Physical Layer Assumptions
‘ \

All nodes are assumed to be homogcncous. The physical links which interconnect nodes

-~
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Flgure 15 FDQSM for node 1. Slot Reransmission Logie. [63].

arc assumed tocmp]by Wavclength Division Muliplexing (WDM). The bit rate of both

B i S —

et T T i - .
channelsZis-155:520.Mbps (CCITT G.707-9.SBH). Stations accessing a given bus arc
R e

assumed Lo span a distance c¢quivalent 1o the transmission time of onc 53 byte slot (approx.
. 546 mcters assuﬁ?:.:)g no station latency). Finally, frames of size 19940 bits arc generated

. ,, -
‘every 125 microsceonds by the frame and slave frame gencrators.

|
—
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DATA LINK
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Figure 16 DQDB Layered Simulation Model.

Data Link Layer Assumptions

The purpose of this layer is to detect transmission crrors and re-transmit unacknowledged

scgments. In this simulation the crror rate is assumed to be 4.0x107'/bit therefore, an

e}
-

crror free channel is assumed. o

Medium Access Sub-Layer Assumptions

For a n}hlﬁncccss channel, the key issue is to determine who gets use of the channel

when there is competition for it. The simulation dcscnbcs the queued 'Lrbm'.mon access

mclhod and takes into account the load of appmxlmatcly 1000 voice channcls (21 slots).
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In the static boundary simulation model it is assumed that 1000 voice channels are
simultancously being used for the duration of exccution of the simulation. Henee, the
model utilizes a static boundary scheme which allocates approximately half of the total
nctwork bandwidth to non-isochronous traffic (24 QA slots). In the movable boundary
simulation model unused PA slots are allocated for usc by QA scgments. Figure 11 shows

the probability distribution of the number of slots available for usc by QA scgments.

The simulation model assigns all segments the same priority.

Transport Layer Assumptions

The simulation assumes that the Transport Layer provides the User Layer with an crror
free poini-to-point conncction.  As such, cvery node is assumed 1o have a logical
connection to cvery other node in the network. Logical connections are assumed o

exist throughout the execution of the simulation.

User (Application) Layer Assumptions

The User Layer of every node generates fixed length packets (1056 bits) addressed o
any node in the nctwork with cqual probability. Owing to the dual bus nature of this
network, packets arc transmitted on the forward and reverse bus with cqual probability

{exception being the end nodes) in the Addressing simulation model and on both buscs

with a probability = 1 in the Broadcasting simulation model.

Y
. : - . .
The mean time between packet generation by cach node is assumed to be cxponen-

_ tially distributed with a mean ranging from 4.0x10~ sccond to 1.67x1075 second (2,500

PKTs/second 1o 60,000 PKTs/sccond).
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General Assumptions

The simulation models the DQDB MAC protocol only and not the actual network. It is
assumed that there is no limit o the buffering capacity of the queues. Also the simulation

uscs the first 5.12 microscconds (one siot period) to warm up.

4.5 RESULTS AND CONCLUSIONS OF THE
DQDB TESTBED INVESTIGATION

Results of the Static Boundary and Default
Bandwidth Balancing Techniques
Figurc 17 dcpicts the results of increasing load on a 4, 8 and 16 node network. Figure

17A depicts the average slot queucing time, increasing cxponentially with an increase

-~

in load. Figurc 17B depicts the similar bchnviQr for average packet qucuc}ng time. In
the. simulation ;ackcl queucing time is the aggregate of three slot queueing times. The
slight increase in time is duc the fact that the arrival of the first slot is random (REQ
counters can grow to a large amount), with the use of the remaining two slots dcpéndem
on the first (the time interval between slots only allows a limited growth in thc REQ
count). This shows that transmitting very short (control) messages can take almost as
long as pnckpt sized messages. Figures 17A and 17B also shotr\tlmﬁfrﬁr light icad

-~

access delay is small. This is in contrast to the token ring where greater delay results
\\F‘\
™

from token transfers over large arcas [29).

Figure 17C depicts slot utilization approaching 100 percent with an increase in load.

It also shows that the utilization docs not decrease when the networks are overioaded
% | -
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Figure 17 Results of the Static Boundary and Default Bandwidth Balancing Techniques. |30].

g‘CSMAICD shows a dccrease in Lhroughpﬁl with very long cabl‘cg‘.{}‘_shon messages and
Q\l‘z\cn the network load cxceeds its maximum operating range [57D.

Figure 17D depicts queue length increasing exponentially with an increase in load.
When Figure 17D is compared to Figure 17C, queuc length increases without bound
when slot uﬁlization approaches 100 percent

N

FiguE:s 18A and 18B depict the avémgc packet qucucing time by a node’s location
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Figure 18 Results of the Static Boundary and Default Bandwidth Balancing Techniques. [30].

in a nctwork under a load of 5,000 and 10,000 packets/sec respectively. These graphs
show that network size and a node’s position on the bus influence access delay. The

larger the network and the further a node is away from the frame generator, the greater

~—

is the access delay. Figurc 18B demonstrates that this trend increases in severity as

—

X
network load increases.
N

Ff'gurc 18C depicts the CCITT G.707-9 network capacity and compares the theoret-

{f>
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ical and actual throughput of 4, 8 and 16 node networks. Figure 18C demonstrates that
the Distributed Qucﬁcing protocol cffcctively uses all capacity, 1t closcly approximates
the theoretical capacity until the CCITT G.707-G capacity is reached. The maximum
operating range of .a 4, 8 and 16 node nctwork is demonstrated to be approximately
40,000, 20,000 and 10,000 packets per sccond respectively. This diagram can also be
used to predict the throughput of these networks as the bit rate increases and 1o predict

the maximum operating range of larger networks.

Comparison of the Address and Broadcast Techniques

Figurc 19 compares the results of the Broadcast technique (segment transmission on both
buses) to the standard DQDB Addrcssirig technique (scgmcm transmission on onc bus).
Figurc 19A depicts the inﬂﬁcncc of node location on packet queucing time. It can be
noted that the bandwidih in a 16 node network using the Addressing technique, is sharcdr
fairly, With the:Broadcast iéchniquc, the further a node is away from a frame gencrating
station, the ﬁighcr lhc'dcla_y.

Figure 19B depicts the slot utilization of a 4, 8, and 16 node neiwork using the
Addressing technique and a 16 node network using the Broadcast technique. Figure 19B
shows that the Broadcast tcchni;luc utilizes 100 percent of the bandwidth with increasing
load. It shows that the Broadcast network reaches 100 percent channel utilization
(5,000 PKTs/sccond) much faster than the 4, 8, and 16 nodec Address networks (40.d00
PKTs/sccond, 20000 PKTs/second and 10,000 PKTslsccond‘ respectively). Figure 19B
also shows that the Broadcast nctwork continugs to utilize 100 pereent of thc bandwidth

when the network is overioaded.
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i-‘ignrc 19 Comparison of the Address and Broadcast Techniques.

Figure 19C depicts the CCITT G.707-9 network capacity and compares the theoreti-
cal and acwal throughput of a 16 tlpdc Address network to "'a:fﬁ\\t{\odé Broadcast network.
Figurc 19C shows that throughput of the \i\% node Broadcast ﬁctwork is hélf that of the
16 nodc Address ncnyork [3(5]. Thc_ graph clcarly shows l.hﬁt the implementation of the
simpler DQDB ncn;r;;rk using Broa-dcasting is-less cfficient than an Addressed DQDB

=
network.
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Figure 20 Results of Combining the Dynamic Boundary and Default Bandwidth Balancing Techniques.

When Figurc 19A is compared to Figure 19B and Figure 19C (the 16 node Broadcast
network reaches the overload point au 5,000 PKTs/scc) it demonstrates that cffective
sharing of the bandwidth becomes a problem when a DQD\B nclwdrk becomes overloaded.

-This implics that a bandwidth balancing mecchanism should be used when channcl _

utilization approaches 100 percent.
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Resuits of Combining the Dynamic Boundary and
Default Bandwidth Balancing Techniques
Figurc 20 depicts the results of increasing load on a 4, 8, and 16 nodc DQDB network
using the Dynamic Boundary technique. As with the 4, 8, and 16 node DQDB network
using the Static Boundary, Figures 20A and 20B depict the average slot queueing time
and average packet queucing time, increasing exponentially with an increase in load. In-
the simulation. packet queucing time is the aggregate of thrc-c slot qucucing times. The
slight increase in total timc. is duc to the fact that the arrival of the first slot is random,
with the usc of the remaining two slots dependent on the first.

Figurc ZOC depicts slot utlization of the Dynamic Bound&?y technique approaching
100 percent with an increasc in load (this was also Lhccasc with the Static Boundary
tcchnique). It also shows that channel utilization does not decreasc when the three

networks arc overloaded.

Figure 20D depicts queuc length increasing exponentially with an increase in load.

When Figure 20D is compared to Figure 20C, it can be scen that queuc length increases

In

without bound when slot utilization approaches 100 percent. . -

Figurc 20 shows that the Dynamic Boundary techiique reduces both the average

qucuc length and access delay when compared to networks of the same size utilizing

" the Static Boundary technique (Figure 17). This result also compares well with those

N

given in [6714 } = : e

Fig}!frc 21A (Dynamic Boundary with Default Bandwidth Balancing) shows that the - =

4, 8. and 16 node networks utilizing the Dynamic: Boundary technique also increases -

D]
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Figure 21 Results of Combining the Dynﬁmic Boundary and Default Bandwidth Balancing Techniques.

throughput above that of the Static Boundary technique (maximum throughput = 128,000

PKTs/sce. [30]). The resulis show that the Dynamic Boundary makes more cfficicnt use
!

—

of the transmission link. This simulation confirms the conclusions arrived at by qucucing
analysis of the dynamic-boundary [64].

7 Figure 21A also dcpiéts the C?lTT G.707-9 nciwork capacity and compares the the-

orctical and actual throughput of 4, 8 and 16 node networks. Figurc 21A demonstrates
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AN INVESTIGATION OF THE DQDB, THROUGH SIMULATION
that the Distributed Qucucing protocol (using the Dynamic Boundary technique) cffec-
tively uscs all capacity. It closcly approximates the theoretical capacity and cxceeds the
CCITr G.’IO’!-—(-‘:V capacity when the network is highly loaded. The maximum operating
range of a 4, 8 and 16 node network has‘ increased to approximatcly 50,000, 25,000 and
13,000 packets per second respectively when compared to Figure 18. This diagram can
also be used to predict the throughput of these networks as the bit rate increases and to

predict the maximum operating range of larger networks.
Figures 21B and 21C depict the average packet queucing time by a node’s location

in & nctwork under a load of 5,000 and 10,000 packets/sec respectively. These graphs

A

also show (when compared to the Static Boundary results in Figure 18A and Figure 18B)
that network size and a node’s position on the bus influence access delay. The larger
the newtwork and the further a node is away from the frame generator, the greater is the
access delay. Figure 21C demonsiraies that this trend increases in severity as network

load increases.

Results of Combining the Static Boundary and
Even Bandwidth Balancing Techniques .

~

“Figurc 22 depicts the results of increasing load on a 4, 8§, and 16 node DQDB nctwork

using the Even Bandwidth Balancing technique. Figures 22A and 22B depict the average

slot queucing time and average packet queucing time increasing exponentially with an
increase in load. When Figures 22A and 22B arc compared to Figures 17A and 17B,
under light loads, they indicate that channel access isno longer immediate with the Even

Bandwidth Balancing t;:chniquc. Comparison of these graphs also reveals that queucing

7& a3
i v
NTon 4
A P
;”"’ T
i RS

¥}

3



L

T

4

(]

AN INVESTIGATION OF THE DQDB, THROUGH SIMULATION

QUEUEING TME (MICROSEC) % OF SLOTS UTILZED
00 b a7r2a 100

+ nus 4327

[ anooe
NETWORK
graonx

4 NOOE
NETWORK
—p—

16 NODE
NETWORK
—

" " "

o L . : : . . N
200 5000 10000 13000 20000 25000 0000 38000 10000 20000 30000
PKT1GENERATED PEA NODE PER SECOND PKTs GENERATED PER NODE PES SECOND
A, AVERAGE SLOT QUEUEING TIME C. SLOT UTILIZATION
QUEVEING TME (MICROSEC) QUEVE LENGTH
400 ?:mu ® 2 . s ?‘“ Fim
H | anone
H : NETWORK s
i : ——
e |- 3 NOOE
i § NETWORK
i ———— bk
: 16NODE
H NETWORK
i —p—
200 |- i £ 3
F .
100 [- -
t
0 . : . . . . . . . .
T 2800 3000 10000 15000 20000 23000 30000 29000 T Z00 0000 2000 30000 40000 20000 80000
PKT3 GENERATED PER NODE PER SECOND PKT+ GENERATED PER NODE PER SECOND

B. AVERAGE PACKET QUEUEING TIME D. AVERAGE QUEUE LENGTH
DOTTED LWES INDICATE PONTS OFF SCALEN :

-Figure 22 Results of Combining the Static Boundary and Even Bandwidth Balancing Techniques.
time is now dependent on the amount of nodes conncected on the network. The comparison
/ A .
also shows that queucing time ¢f the first segment of a packet is no longer random. It
is now dependent on the resct value of the CD counter. ~
7z

Figurc 22C shows that slot utilization of the 4, 8, and 16 node nctworks using the

Even Bandwidth Balancing technique no longer utilizes 100 percent of the available

bandwidth. It shows that the Even Bandwidth Balancing technique reduces channcl
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cfficicncy. It also shc;\.las that slot utilization is dependent on network size. This implics
that if the amount of nodes connecied to the network is increased, slot utilization will
approach 100 percent

A comparison between Figure 22D and Figure 17D shows that the Even Bandwidth
Balancing technique causcs queuc lengths to increase.
Figurc 23A shows that with the 4, 8, and 16 node nctworks utilizing the Even

Bandwidth Balancing technique, throughput is reduced from that of the Static Boundary
\»_\:_\_ :

wtilizing the default Bandwidth Balancing technique (128,000 PKTs/second). It also

shows that throughput is dependent on network size.

Figure 23B and 23C ﬁcpict the average paékct qucucing time by a node’s location
in a DQDB nctwork utilizing the Even Bandwidth Balancing technique under a load of
5060 PKTs/sccond and 10,000 PKTs/sccond respectively. Figure 23B shows that access

delay is dependent on network size. It also shows that channel access under Light loads”
\

is no longer immediate. Figures 23B and 23C show that this technique forces nodes that

arc close to a frame generating station 10 wait longer than nodes which are not.\\This

is the opposite cffect frdfn what was scen in Figurc 18A and Figurc 18B. The results
show that the Even Bandwidth Balancing technique shares the bandwidth resource more

evenly than that of the Default Bandwidth Balancing tcchnique. =

hY

Results of Combinin§ the Static Boundary and
Uneven Bandwidth Balancing Techniques

s

Figure 24 dcpicts the results of increasing load on a 4, 8, and 16\.#nodc DQDB network

using the Uncven Bandwidth Balancing technique. Figures 24A and 24B depict the
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Figure 23 Results of Combining the Static Boundary and Even Bandwidih Balancing Techniques .
average slot queucing time and average packel queucing time increasing cxponcntially
with an incrcasce in load. thh Figurcs 24A and 24B arc comparced to Figurcs 17A and
17B, under light loads, they indicate that channel access is no longer immediate with the
Uneven Bandwidth Balancing technique. Comp-arison of these graﬁhs also reveals that

qucucing time is now dependent on the amount of nodes connected on the network.,

Figurc 24C shows that slot utilization of the 4, 8, and 16 node networks using the
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Figure 24 Results of Combining the Static Boundary and Uneven Bandwidth Balancing Techniques.

Uncven Bandwidth Balancing technique docs not utilizes 100 percent of the available

compared to Figure 22C. It also shows that slot utilization is dependent on network size.

Figurc 24D shows that the Uncven Bandwidth Balancing technique also causes queue

lengths to increase.

Y

53

Figurc 25A shows that w

4

-
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bandwidth (also scen in Figure 22). There is a slight decrease in Channel cfficiency when

the 4, 8, and 16 node networks utilizing the Uneven
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Figure 25- Results of Combining the Static Boundary and Uneven Bandwidih Balancing chhr;'iigucs.

Bandwidth Balancing technique, throughput is also reduced from that of the Staic

Boundary utilizing the default Bandwidth Balancing technique (128,000 PKTs/second).

As with thc Even Bandwidth Balancing technique, Lhroughb:m is dependent on network
™

size. K
e

Figures 25B and 25C depict the average packet quecucing time by a node’s location

in 2 DQDB network utilizing the Static Boundary with an Uneven Bandwidth Balancing
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technique under 2 load of 5,000 and 10,000 PKTs/sccond respectively. The goal of this
tevhinique is to force the nodes closcst 1o a frame generating station to bypass a number
of slots cqual to the number of nodes downstrcam from it. Figurc 25B shows that
this technique forees nodes in larger networks to wait much longer than nodes in smaller
nctworks. It also shows that channel access under light loads is no longer immediate. This
also implics that bandwidth balancing mechanisms _lshould be used only when channel

B

utilization approaches 100 percent.

Figurc 25C dcmon:.:tgjmcs that as the 16 node network operates in the overload region,
the Uneven Bandwidth Balancing technique docs not perform as well as the Evcn Band-
width Balancing technique. The results show that Uneven Bandwidth Balancing is not an
effective technique for sharing bandwidth in an overloaded homogencous environment.
The goal of the Uncven Bandwidth Balanciné technique (share the bandwidth resource

with no waste) has not been realized.

Results of Combining Dynamic Boundary and
Even Bandwidth Balancing Techniques. !

T
_ - N
Figurc 26 depicts the result of combining the Dynamic Boundary and Even Bandwidth

Balancing techniques on a 4, 8, and 16 node network. When Figures 26A and 26B

N '
arc compared to Figurcs 22A an&?.ZB. access delay is shown 1o be reduced duc to the

utilization of unuscd isochronous slots. Figure 26C demonstrates an increase in slot |

utilization over Figure 22C. Figure 26D shows 2 decrease in quéuc length compared to
Figure 22D. It should be noted that decreases in access delay and_qucuc length, and

increases in slot utilization arc dependent on the Dynamic Boundary slot probability
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_ Figure 26 Results of Combining Dynamic Boundary and Even Bandwidth Balancing Techniques.

distribution (Figurc 11). If the simulation is run with a higher mcan valuc of the

probability distribution, more favorable results can be expected.

~

Figure 27A shows thal the Dynamic Boundary technique had a favorable cffeet on-the
throughput of all threc networks. Figures 27B and 27C show that under homogenous

network loading the Even Bandwidth Balancing technique produces the opposite cffect

from that of the Dcfault Bandwidth Balancing technique. It also shows that this technique
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Figure 27 Results?of Combining Dynamic Boendary and Even Bandwidth BaInncing';chhnfﬁucs.

[ails to cvenly sharc the bandwidth capacity when the offered load is.lhctéingcnous.
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CHAPTER 5

THE INVESTIGATION
OF THE SECOND
NETWORK MODEL:
THE HYPERCUBE
TESTBED

INTRODUCTION AND OVERVIEW

The Hypercuf)e Topology

T?w, sites ir: 4 computer communication system can be connected pl;ysically in a varicty of
ways. The varioqs topologics arc represented as graphs whose nodes correspond Lo sites.
An edge from node A to node B correspends to a direct physical connection between two
sites. Some of the most common configurations arc dcpiclcd in Figure 28. Thc major

differences among these c()nﬁguralions involve [62}:

- nstallaion cot. T cot o physaly g the s e ..

i ». Communication cost:“The cost'in‘time-and ‘money to: send a message. from'site. .

. A 10 site D.

. - "R’cliabi_li_ly. 'The.]frcquency_:wim“which-.a‘lihk or.site fails,

e el

\Y B -
= 4 3 = 3 T

In'most cascs it is just not feasible to fully-connect all sites together as depicted in
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Figure 28 Network Topologics

arc used (i.c. ring nctwork) that provide for the sharing of transmission facilities among -

.
many sites. This reduces the installation cost incurred by any pair of sites at the expense /. -

of incrcasing communication cost.
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to thousands of nodes. A disadvantage of this type of topology is that the number of

computing nodes in a Hypercube network must always be a power of two.

Definition of a Hypercube Network

The Hypercube was first proposed by [68]. A Hypercube is an # - dimensional Boolean

cubce with 2" nodes. Each node has an address [ap, . . . , a,.;] where a; ¢ {0, 1}.

A node x is connccted to a node y if the hamming distance is_cqual to 1. For
cxample, in a four-dimensional cube, node 0000 is connected lOI 0001, 0010, 0100 and
1000. An cxample of a three-dimensional cube is given in Figurc 28.

The main characteristics of~iic Hypercube topology arc ild';\??cosl data transmission
between siles (low communication diameter) and the topology is fault iolcram (more than
onc path bctwccrliiiny pair of communicating nodcs).

Two gencral approaches are used to transmit information on the above mentioned
topologics. They are known as circuit switching and packet switching. Circuit switching
is almost always uscd for tclephone nctworks. Packet switching is almost universally

used for computer networks. Only the packet switching technique is implemented in

-
Ja
"€
kN

the modecl.

An Overview of the Hypercube Model

The OSI model is a reference model for this simulation work. Normally the OSI model
has scven layers. However, simulation of all seven is impractical. _To reduce.the
complexity of the simulation only four layers arc modeled. The layers simulaied arc

the: Application (User) Layer, Transport Layer, Network Lzyer and Physical Layer.- For
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SCHEDULING
USER SUBSYSTEM USER
SENDING + * RECEIVING
NODE  [“Transmit Quenc NODE
A TRANSPORT TRANSPORT B
\_wawr. Queue
TRANSPORT g
* . NETWORK ?
Routing Decisions
NETWORK NETWORK NETWORK
Transmit Queuc )| Transmit Queuve
PHYSICAL PHYSICAL PHYSICAL
. Receive Queue Receive Queue

Figure 29 Hypercube Layered Simulation Model,
cvery send-receive pair of communicating nodes A and B, the model can be viewed as

in Figure 29,

In the Hypercube model, the Scheduling Subsystcmsl of a DDMS (scc Scction 21)is
implemented at the uscr level. The Scheduler interacts with the network corﬁmunications
facilitics of cach node involved with the query in order to transmit data between nodes
as determined by the distribution stratcgy.' The Scheduler coordinates the various

schedules in the stratcgy so that thc:qucrg;:rcsponsc is presented at the result node.

SAt this point, the Query Processing Subsystem is not modeled. However it wilk be added at a later date.
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Optimization algorithms {Algorithms PARALLEL, SERIAL, GENERAL and JOIN) arc

- executed outside the model as a scparaiC cxcreise

The user level continually genernies packets. Each of these packets needs to be

transmiticd 1o some other node in the network. When packets are gencrated at the User '

Layer they are first quened in the transport queuc in the Transport Layer. The reason

for this is that the Transport Layer uscs a sliding window technique to cnsurc that each

packet arrives crmor-free at its destination.

The User Level of all nodes generates packets addressed to any other node with eqﬁal
probability. When an optimized query schedule is simulated, no@cs containing relations
p;nicipating in the query, arc forced to send a number of packets to spcciﬁc nodes
(depending on the size of the relation, the query processing tactic used and the point: .of
exccution in the sch’cdu}c). depending on the particular query schedule being executed.

Recciving nodes count the number of\packcts reccived. If the amount of data received

cquals the amount predicted in the schedule, the next segment of the schedule is executed.

Packets lcaving the Transport Layer aré. sent to the Network Layer where a routing
decision is made. The Network Layer utilizes an adaptive routing strategy which finds
the sﬁum;:g path.bctween every node in the network. . After t-naking a decision as to which
route is the shortest, the Network Laycr"‘qucucs the pacl;ct into the appropriate transmit

o

qucuc (Physical Layer) for that route.

The Physical Layer has the responsibility of controlling links and of transmitting the
packets one by onc from the transmit qucuc of cach link. A Medium Access Control

Laycr (MAC) is not required in this model, because all cc)mmunicating nodes ha;:_;c a
S o
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dedicated link between them. In the DQDB testbed, a MAC Layer was required because
all nodes shared the same link. The DQDB protocol logic cnsures that only onc node

can access the channel at a panicular point in time.

Once a packet is put onto the link, the packet arrives at the other end afier a certain
period of time. This transmission time is dependent on the size of the packet being
transmitted and the data transmission speed of the channel. When the packet arrives, it is
quecuced in the receive queuc in the Physical Laycr of the receiving node. After updating

link statistics, the packet is passed to the Network Layer where a routing decision is made.

When the Network Layer of a particular node receives a packet, the packet’s address
is checked against the current node address, If the ;ﬁdmsscs do not maitch, the packet
has not yct rcached its destination. In this case the packet is transmitted further into
the network depending on the adaptive routing algorithm. If the packet has amrived at
its destination, the packet is pass_g:d to the Transport and User Layers where all relevant
slatistics about the packet arc t{:o.llcctcd (also information rclated to optimized query

schedules arc collected). The packet is-then deleted from the system.

What follows is a detailed description of the Hypercube Model,

5.2 THE HYPERCUBE TESTBED: A _
DETAILED DESCRIPTION e

LR

The Main Events of the Hypercube Simulation

The Hypercube model, written in SIMSCRIPT 115, is a discrete-event simulation model.

Discrete events are the atomic clements of discrete simulation. An event occurs at an

35
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Figure 30 A Three-Dimensional Hypercube Model

instant in simulated time. Since processes have cvolved from events, a process may be

thought of as a sequence of cvents.

There are a total of sixtecn events in the model. Eleven events are used to simulate
the process of transmitting packets in the network (Figure 30). Table 8 describes each of
these cleven cevents and indicates in which level of the simulated OSI model the event

can be found (Figure 30). The remaining 5 are used to control the simulation program
A
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: ' : 0sI
EVENT EXPLANATION OF EVENT LAYER
EVGNXP(nid) EVent to Generate the NeXt Packet for this Node 11D, | User
EVQURY EVent 1o start execution of the distribution schedule, | User
QUERY_EVGNXP(srcid, EVent to Generale packets relating to 2 part of a User
destnid,numpkts,schedseqnum) distributed schedule. :
EVent 1o SEND a PacKeT using the transpoert
EVSEND(nid.cid,pkt) connection, at this Node 1D, and using this User
Connection 1D,
EVTRDY(nid,pkt) EVent 1o Transmit this PacKeT to this Node ID. Transport
EVen: to detect an acknowledgement imeout, for
EVTIMR(nid,cid,status) this Nede 1D, on this Conncction 1D and this suuuc TmnSpo;t
for the TIMeR. RS
. EVent 1o GeNerate Load information packets for
EVGNXL(nid) eXchange with neighbours of Node 10 (flooding) Network
EVent to ransmit this Packel 1o this'Node 1D using
EVPXMT(nid.link) this outgoing LINK. The packet is removed from Network -
the ransmit queue XMT_PKTQ for that link.
- EVent signaling the arrival of a PacKeT at a Nodc .
EVPRCV(nid,link,pkt} ID, through one of its LINKS. Physical
EVent which signals that the network layer has
decided that a packet has reached iis destination
EVRECV({nid.cid) - Node ID on this Connection ID. This event queues Network
the packet into the Transport’s receive queue
CRCVQ.
EVINCP(nidcid.pke) Arrival of an INComing PacKeT at the user level of User

Node ID, through this virtual connection.

Table 8 Explanation”of Packet Moving Events. {13].

(Tablc 9).

For cvery send-receive pair of nodes A and B on a link, the model can be viewed
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. EVENT PURPOSE
EVGREP This EVent Generates a2 REPort every GR_FRQ scconds.
EVSTOP This EVent STOPs the simulation at GSIMSTOP scconds.
EVCLKT This EVent simulates a CLocK Tick every GCLOCKTICK seconds.
EVWMUP This EVent signals the end of the WarM-UP period (GWARMUP
: seconds).
This Event signals the start of BaTCH statistics collection (at
EVBTCH GBATCH scconds).

Table 9 Events for Simulation Program Control.

as shown in Figure 30. Important implementaiion issucs and assumptions uscd in the

Hypercube simulation model arc described below.

Simulation of the User (Application) Layer
The User Layer provides a means for application processes to access the OSI environment.
This laycr contains the functions necessary to support distributed applications.

The simulated User Laycr is responsible for gencrating packets (ie. loading the

network). These packets have an cxponcnfially distributcd mean generation period and

" arc addressed to any node in‘ine network with equal probability.

Conncqtion-oricnlcd data fransfcr is used for cxchanging data in which a logical
connection is csléblishcd between two communicating nodes (virtual circuit). In order to
simplify the Hypercube model, the simulation assumes that cach node has a logical
conncction to every other node in the network. This means that there are N2-—N
conncctions (32 node Hypercube = 992 conncctions); no node can have a connection

0 itscl‘f:\fl\‘hc destination address of a' packet is used as a Connection ID.

X!
NY
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After gencrating a packet, the uscr issucs an EVSEND(nid,cid.pkt) to send this packet
to its destination (Figure 30 User Layer). The Conncction 1D 1o be used is the same as

the destination node [13].

In the Hypercube model, the Scheduling Subsystems of a DDMS is implemented at

the user level. The Scheduling Subsystem is responsible for 'controlling the execution
e

of a distribution schedule (also know in the literature as an Execcution Monitor). The

Scheduler coordinates the various scgments in the strategy in order to present the query

response at the query site. e

A distributed schedule starts execution after an initial warsi<ep-neriod (EVQURY).
=,
N
The Scheduling Subsystem assigns cach segment in a schedule a scuucnse.nember. When

an optimized query schedule is simulated, nodes containing relations participating in the

f;"schcdulc. arc forced to address a number of packets to specific nodes depending on

/!

the particular query schedule being executed.  When a schedule starts, the Scheduler
instructs sourcc‘nodcs to send a certain amount of packels 1o a particular destination
with a scquence cqual 10 one (QUERY_EVGNXP(srcid.dcsuﬁd. numpicls.schcdséqnurﬁ).
The Scheduler uscs the distribution schedule to determine the s&urcc ID, destination ID,
amount of packeis to transmit and the sequence number of the schedule. The Scheduler
monitors the destination node and counts the number of packets reccived with a sequence
number cqual to onc. “If the amount of data received cquals the amount dictated in the
schedule, the next scgment (scquence number cqual to two) of the schedule is executed.
All packets not\rclatcd to the query have a-sequence number cqual td 999. The Scheduler

. EN .
continually monitors and controls the scqucncir;}u‘:c distribution schedule until all

&9
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necessary packets arrive at the query site.

The cxccution time of cach scgment is added together 10 determine Total Time.
The clapsed time from the start of the query until its completion is used 10 determine

Response Time.

User (Applitation) Layer Assumptions

The Scheduling Subsystem of a DDMS is implemented at ll}'zc Uscr Layer. It is assumed
that all information regarding coordination of schedules is globally available. .Hencc, no
message passing is required 1o exscule a schcdulc. The model docs not take into account
mcssa.gc passing and local proécssing time. Also, the distributed databasc is assumed

10 be non-réplicatcd and non-fragmented. The only distributed operations that are being

>~

. A : .
simulated arc road only querics.

The User Layer of every nole generates fixed length packets (2048 bits) addressed to
any node in the nctwork with cqual probability. Packets which arc addressed to the

originating node (the node which created the packet) arc immediately discarded.

The 1imé between packet generation by cach node 1s assumed to be exponentially dis-
tributed with a mcan ranging from 5.0x162 sccond to 1.8x10 second (20 PKTSssc0nd

o 550 PKTslsccond).

The transmission rate of all links is assumed to be 80Mbits/sec. The c‘:harmcl__'spccd
can be changed by setting the GCXMT variable from the input parameter file (see input

paramcter file below).
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Simulation of the Transport Layer

The purpose of the Transport Layer is 10 provide a reliable mechanism for the exchange
of data between nodes. The Transport Layer ensures that packets arc delivered error-frec,

in scquence, with no losses or duplications.

To simulate an crror-free point-to-point channel a Sliding Window protocol (IEEE
802.2 LLC's Class II) [56] is used for cvery conncctien in the network. In the model,
data framcs transmitted from node A to node B arc inlermixed with acknowledgement

frames from node B 10 node A.

In the Hypercube model. two types of frames are used to transfer packets: they :ch
IPDU, for information protocol data units generated at the user level (data packet); and
RR for Rcccivc-ch;iy ‘frames (acknowlcdgcmcms). By lodking at the type field in the
frame header, a receiver can tell whether tl'ié frame is data or an acknowledgment. When
a data frame arrives, an acknowicdgement is sent back 1o the sending node indicating
lh:;t the packet has arrived error-free. This is known in the litcrature as piggybacking

[57]. If there is no data packet going in the opposite dircctiqh (back to the source nodc),

a scparatc RR frame is sent.

The Hypercube modcl assumes a Sliding Window s:izc of one. The way this protocol:
works is that the sender (séurcc nodc) continually tr:;nsmits its data and waits for
acknowledgements.  Upon rcccbtion, the recciver (remote nr_;gc) checks to sce if the
packet has any errors. If the packet arrived crror-free then an acknowlcdgn{cnt is sent
back to the source Ii.ndicating that packet arrived cmr—frcqﬁf within a certain period

of time (timc;out period — sce EVTIMR(nid,cid,state) in Figure 30), the receiving end

= =
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docs not acknowledge receipt of the packet, the source re-transmits the packet a fixed
number of times (depending on network load). The scnder always kceps a copy of
all unacknowledged packets. In this way, the sender is able to re-transmit packets if
necessary. The sc.ndcr destroys its copy of a packet upon receiving an acknowlcdgmcnt
for it

The Transport Laycer uses the Sliding Window protocol -for every connection in the
neiwork. This mcans that the transport component of :\.e.ach node is responsible for N-1
conncctions. Each conncctipn needs two connection-data-block (knowﬁ in the simulation

as 'a CENT) to kecp track of details about a connection from its two ends [13].

The connection table is defined ai* the Transport level. The CTAB(J/) gives the
address of the conncction cntity (CENT), which stores all the details of the virtual
connection from / to J. The peer cniity CTAB(J, D) is linked to CTAB({, J) througﬁ
the CRCNC ficld (-_)I!T a CENT. Noie that CTAB(/, J} = 0 for / = J. The coﬁnection entity

is defined in Table 100 &

When the Transport Layc;' has stored all packet information needed to maintain the
connection and the Sliding Window protocol, an EVTRDY(nid, pkt) cvent is gencrated

-

to signal the'Network Layer that a packet is now ready for transmission (Figure 30).

Transport Layer Assumptions

The simulation assumcs that the Transport Layer provides the User Layer with an error-

free i)oim-lo-poim connection.  As such, cvery node is assumed to have a logical

connection 10 cvery other node in the network. Logical connections arc assumed to
kil o

exist throughout the execution of the simulation.

92

"



LA

i)

4

5

THE INVESTIGATION OF THE SECOND
NETWORK MODEL: THE HYPERCUBE TESTRED

FIELD NAME' DESCRIPTION
CRNID Node 1D at remote end of this connection.
cX X Variable in IEEE 802.2
CLNR Last send sequence namber received from remote end.
CRCNC Pointer 1o connection cntity CENT at remote end.
CRETRY Retry count (Nommally 0,1,...GN2 ).
CSACKT Status of ACK - Timer ;: DEAD or LIVE
CSBSYT Conncction busy.
CPACKT Pointer 10 ACK Timer's temporary cntity.
CSTATE . State of this connection,
CRSTAT _ | State of remoie CENT at the other end.
Cvs i The scnd state variable,
CVR The receive state variable, : =

Table 10 Data Ficlds Which Describes a Connection Entity (CENT) -
A sliding window mcchanism is used for crror and flow control (sliding window
size = 1).”Acknowledgements are handled at this tayer and piggybacking is used where

appliczble.

Owing to the fact that emor control is handied in the Transport Laycer, the model
assumes that a Data Link Layer is not required. . ~

Simulation of the Network Layer

The purpose of the Network Layer is to control the operation of the network. This

includes routing of packets (packet definition given in Figure 11) through the network

and controlling congestion. In broadcast networks no routing is required. As a result, the
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FIELD NAME DESCRIPTION
PSRC The Source node ID.
PDST The Destination node ID.
PCUR The Current node ID.
PTIM Packel creation time,
PQTIM Time when the packet was put into the transmit queve (XMT_PKTQ).
PHOP Number of hops traversed by this packet.
PNR- Send sequence number.
PNS Receive sequence number.
PERR Indication of error (not used in this model).
PTYP Packet type (IPDU of RR).

Table 11 .Dnta Ficlds Which Describe a Packet Entity

DQDB MAC MAN model (previously discussed) did not have a Network Layer. Owing

- to the fact that 2 Hypercube has a number of dutgoing links on which to send a packet,

the routing function is a major component of this model. -

R o . ~

- The Hypercube model combines two routing techniques. They are adaptive and
shortest path routing. The model finds the shortest path between any two communicating

nodes by making routing decisions based on recent changes in network traffic, -

The simulation maintains a matrix (NDS, which is a 3-dimensional array) ‘whi'ch
represents a graph of the Hypc;cubc nctwork. Each node of the graph represents a node
in the network, Each arc (LSET_ (nid)) of the graph represents a communication link, To
choose a route between a given pair of nodes, Dijkstra's algorithm [69] is used to find the.
shortest path between.them. ':I:hc algorithm calculates the shortest path from the current

node to cvery other nodein the network and stores the sccond node of these paths in
Y . :
1) s
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NPATH(curr,*). In the model, arcs arc labeled with the mean queucing and transmission
dclay in crossing the link. The algorithm uscs these delays (o calculate the fastest path .

between cvery two nodes. The results of these calculations are stored in NDS.

Neighboring nodes exchange estimates of link length (mean queucing and trans-
mission delay) every 500 milliscconds. An IPDUL (an information protocol data unit
containfng load information) packet is sent by a source node; to every onc of its neigh-
bors. When an IPDUL packet is received, the receiver updates its load information matrix
(NDS). Following this the IPDUL packet is re-transmitted on all outgoing links except

for the link which it arrived on. This technique is known in the literature as flooding [56).

The method the model uses to stop incessant re-transmission of packets is for cach
nodey to keep track of the last packet sequence number generated by cvery other nodg;
in the network. If an IPDUL packet i; received with a sequence number cqual to or less
than the last scquence number reccived from node;, the packet is discarded. Also, to

help with the clean-up of very old IPDUL packets, there is a maximum length of time

that these packets can exist in the network., X

The matrix NDS(X, I1.J) gives a mecasure of distance for the outgoing cdges,
J=1,2,.. ,NUMBER.OF.LINKS{/), and / =1, 2, ..., NUMBER.OF.NODES. The index
K identifies the node at which the distance matrix (generated through 7 and J ) is being
used. As discusscd above, adaptive routing maintains a distance matrix for every r;odc
in its owr‘1 arca. The last two indices of NDS-array refer 10 the distance matrix cntrics
while the first index refers 1o the node which owns the distance matrix. An ¢xample of

the distance matrix for node 1 in a three-dimensional Hypercube, is given in Table 12.
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DISTANCE :
MATRIX AT THE DELAY ON EACH OUTGOING LINK
NODE 1.
DISTANCE | DELAY NggE DELAY Ng?m DELAY ._ﬁggE. |
FROM NODE /| (millisee) 7 {millisec) f * “{millisec). 7
1 0.224 2 0.255 3 0.211 5
2 1.000 1 0.274 4 0.241 6
3 1.000 1 0.239 4 0.254 7
4 0.222 2 0.377 3 0.233 8
5 ~ 1.000 1 0.229 6 0.226 7
6 0.241 2 0.297 5 0.229 8
7 0.232 3 0.229 5 0.289 8
8 0.274 4 0.317 6 0213 7

Table 12 An Example of the Distance Matrix (NDS({L.i.j)) at Node 1.

The simulation uses Dijkstra’s algorithm on matrix NDS(k,i/) (Table 12) to calculate
the main routing table NPATH(I,J). The /-th row of NPATH holds the GN-1 (total number,
of ,poﬁés—l) diffcrent path dctails: (cxcluding the path from 7 to /). Actually only the second
n:odc of these paths arc maintained in NPATH(/,J), the first node being the starting node

/. An example of the NPATH matrix is given in Table 13. If node 1 wants to send a

packet lornodc 8 (NPATH(1,8)) thc shortest path is: node 1 — node,S — node 6 —

B
node 8 (Table 13). S

Network Layer Assumptions

This laycr assumes the Datagram model. In the Datag}am model, cach packet is rbii?:l:d

independently through the network. Successive packets may follow different routes and

96 2

2



it

DESTINATION NODE J
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4 2 213 o 2 2 g8 | 8
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Table 13 An Example of the Shortest Path Routing Table

(NPATH) for a Three-Dimensional Hypercube Network.

hence, may arrive out-of-order. Datagram neiworks are more robust and adapt to failures

and congestion more casily than connection-oricnted networks.

The shortest path adaptive routing algorithm is used which bases its routing decision |

on mecasurcments or cstimates of current traffic and topology.
Flooding is usecd to communicate link load information to all nodcs in the network.

No flow control mechanism is uscd. Infinitc buffer space is assumed at the receiving

end of each link.

Simulation of the Pﬁysical Layer
The physical link is mainly concemed with the transmission of bits over a communication
link. =

When the th\:.rork Laycer of a node wants to send a packet using one of its links,

it qucues up the packet in the transmit queuc (XMT_PKTQ) of that link and issucs an
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EVPXMT(nid,link). The Physical Laycr removes the packet from the XMT_PKTQ FIFO
qucuce and schedules a receive event EVPREC for the node at the recciving end (Figure
30). The time the EVPREC event is scheduled to occur is based on the packet size and

the transmission speed of the link,

Once a link; has started transmitting, it cannot transmit another packet until the
current transmission is compiete. Another event is scheduled for itsclf (equal to the
transmit time {or this packet) at a later time 1o see if another packet has been queued

for transmission over link;,

After receiving a packet through an incoming link the Physical Layer checks the
packet’s destination ficld (PDST) against the current node ID. If they do not match, the
routing table (NPATH) is used to route the packet further into the network. For packets
having reached their destination, an event EVRECYV is gencrated to signal the Transport

Layerof the arrival of a packet (Figure 30).

A node in gencral has a number of outgoing cdges. In the following arrays this

information is maintaincd.

NSZ(I) gives tfm number of outgoing cdges for the / th node.

The nodc-lﬁs at the receiving end of these outgoing cdges for node [ are NIX({/,1),

NIX({,2), ... . NIX{/, NSZ(/) ). Thus, the NIX-array actually storcs the indices of the

outgoing ncighbors of a nodec.

Physical Layer Assumptions
All nodes arc assumed to be homogencous. The physical links which interconnect nodes
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are assumed to employ Wavclength Division Multiplexing. All links arc assumed to be

unidircctional. The speed, capacity and length of all communication links are identical

(80Mbits/sec).

It is assumed that there is no limit to the buffering capacity of lhc; qucucs.

It is also assumed that all packets arrive at a remote node crror free and that links
never fail,

Input Parameters for the Hypercube Model

The model is set up to generale and simulate any size Hypercube store-and-forward
nctwork by reading the input file “hcube.dat”. What follows is a description of the
variables assigned valugs from this file.

Network Description

GNET: Indicaies the type of network to simulaic. GNET = 1 indicates that a
Hypci‘cubc'nclwork will be simulated.

GN: Indicates the number of nodes to simulate. GN = 32 indicated that the

Hypercube will have 32 nodes.

User Level

GIMD: Exponcntially distributed inter-packet gencration time. GIMD = 0.0125

indicates that cach node will generate 80 PKTs/scc.

Physical Level

GCXMT: Channel transfer rate. GCXMT = 0.0000001 indicates a channel speed of
30Mbits/sec.
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GMOVHD: Ovcrhead time 10 transfer one packet. GMOVHD = 0.000250 indicates a

250 microsccond overhead.
Network Level

GLDSTRT: ﬁmc 10 start exchanging load (IPDUL) packets. GLDSTRT = 0.004 indicates
that the exchange of IPDUL packets is to start at 0.04 sccond.
GLDEXCG: Frequency of load-info generation (i.c., Flooding). GLDEXCG = 0.50
indicates that load information packets must be exchanged every half second.
GMXLAGE: Maximum age of any IPDUL packet on the network. GMXLAGE = 040
indicates that the packci should be destroyed if it has been in the network
longer than 0.40 sccond. |
GFERR: Allowable fraction of packets with errors against total number of packets
on a LINK, GFERR = 0.01 indicaies that onc percent of the packets will

"have crrors.
Transport Level

GK: Sliding window size. GK = 1 indicates a sliding window count of one.
GN2: Retry count. Maximum number of times to resend a packet.
GDBPT: Acknowledgment time-out period. This is described as a function of the

send queuc length at the Transport Layer.
Simulation Run Control

GSIMSTOP: Run length of the simulation.

GCLOCKTICK: Period 1o display rhcssagcs and time on the 'u:rminal.
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GWARMUP: Signals the end of the warm-up period.

GBATCH: Stans scheduling EVBTCH for batch statistics collection.
Fault Model

The fault model is not used in the testbed. All fault model variables are st so their

cffects arc negligible.

5.3 MODEL VALIDATION AND VERIFICATION

An auempt to validate and verify the original Supercube model is documented in [13].
In [13], it is stated that as a result of not having rcal life data available for model
validation, expert opinion and user input were used throughout the development phase
of the project. All data requircments for the model were met by assuming hypothetical
| figurcs aficr numerous consultations with experts and the model users. The verification

task was performed by:

1. dumping the network connectivity graph.

2. dumping vital data structures like PKT entitics, CENT ecntitics, NPATH
entities and NDS entitics. |

3. tracing cvery possiblc communication between two connection entitics over
a virtual connection. ‘ ‘

4. performing a completc irace of SIMSCRIPT's dynamic memory usage.

Following this, a number of cross-checks were performed from numerous reports
generateG by the program. [13] states.that “the possibility of an improperly functioning

program for the simulation model is almost climinated through these Cmss-thcks".
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(.]%Iﬂ{s\;;ggl) AMOUNT OF DATA HAMMING | PKT
SERIALLY) TRANSMITTED(PACKETS) DISTANCE | HOPS.
R1 - R2 100 " v
R2 - R3 16 3 43
R3-QS 9 5 a5
TOTAL PACKET HOPS = | 193

Table 14 Sample Query for Validation Purposes

However, [13] did not prove this claim and thercfore this statement should be treated
with some skepticism.
The same procedure of dumping, tracing and cross-checking was performed on the

Hypercube model.

Table 14 shows a sample query with the amount of data transmitted between each
relation. Also depicted in Table 14, is the distance (measured in this casc in hops) each
packctl has to travel to reach its destination. The total number hops to exccute the query
is 193 .

In the Hypercube model, the time to transmit one character is 0.1 microseconds.
Each packet contains 2048 characters. Hence, the time to transmit a packet is 0.204-8
milliscconds. The time to transmit a packet with an acknowlcdgmcnt is 0.4096 millisec-
onds (0.0002048 X 2). The theoretical time to c;cccutc the query path in Table 14 at no
load on the network is 0.079 scconds (0.0004096 X 193). This comparcs very well with

the actual simulated time of 0.08:.2 scconds.

With cach node on the network gencrating 350 packets per sccond the avcragé time

lo transmit & packet (with acknowledgment) is 0.729 milliscconds. The theoretical time
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1o cxccute the query path in Table 14 at a load of 350 packets per sccond is 0.140
scconds (0.000729 X 193). This compares very well with the actual simulated time of

0.143 scconds.

5.4 EXPERIMENTING WITH OPTIMIZED
DISTRIBUTED QUERIES

As discussed in Chapter 2, the Query Processing Subsystem of a DDMS is responsible
for implementing the query optimization algorithm (i.e. PARALLEL, SERIAL, and
GENERAL). The purpose of the query optimization algorithm is to gencrate an efficient
distribution strategy for a particular query. This dfstribulion strategy is then passed to
Lhc Scheduling Subsystem for exccution. The Scheduling Subsystem sﬁnds commands to
local DBMSs in the network in order to do local data processing related to the query. The
Scheduler also intcracts with the network communications facilitics of cach node (nodes
invol.vcd with the query) in order to transmit data as detcrmined by lhc_distribulion
stratcgy. The Scheduler coordinates the various schedules in the strategy so that the
query response is presented at the result node. At this point in time, the Query Processing
Subsystem is not implemented in the model. Exccution of query optimization algorithms
(i.c. PARALLEL, SERIAL, GENERAL and JOIN) arc performed outside the simulation
(mechanically-by hand). H

The Uscr Level is rcsponsiblch for creating packets. The User Level of each node
generates packets addressed to othér nodc with ec/zal probability. When the'Scheduling
Subsystem cxcc;ucs a distribution strategy, nodes containing rclations participating in the

query, arc forced to address a number of packets li') specific nodes, depending on the
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particular distribution strategy being cxecuted. To simplify the model, it is assumed that
the Scheduling Subsystem has direct control over all nodes. As a result of this assumption,
control messages needed to coordinate the execution of the distribution schedule are not
simulated. Receiving nodes count the number of query related packets received, If
the amount of data received cquals the amount dictated in the schedule, the Scheduling
Subsystem coordinates the next scgment of the distribution schedule.

A simplc® query cxample is presented in Figure 31 (Example 1) to generate distribu-
tion schedules 1o test the Hypercube testbed. The three distribution strategics generated
in Example 1 are: the Initial Feasible Solution strategy, the Algorithm PARALLEL distri-
bution strategy, and the Algorithm SERIAL distribution strategy. It is these distribution
schedules that are implctﬁcnlcd in the simulation.

Figurc 31 (Examplc 1) illustrates a materialization for a simple query. This example™
assumes that Ry, Ra, R3 and R4 (listed in ascending order) are all required at the qﬁcry _
site to answer the query. The location of cach relation in a 32 r;odc Hypercube network
is also depicted in Figum 31. Relation R; is located at node O, relation R; is located
. at node 7, relation Rg is located at node 15 and rclation Ry is located at node 23. The

query site is located at node 31.

The first processing taclic cmployed m to scnd all relations directly to the query site.
This tactic is Icnown in the lucratum as the Imual Feasible Solution (IFS). The IFS for

the query is depicted in Figure 31 wnth the response time (RT) and total time (TT) bemg

1020 and 2280 units respectively. ' P

*The word simple indicates that only euc atribute from cach relation is involved in the query.

P
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Figure 31 Exa.mplg l— Optimiicd Distribution Schedules for a Simple Query.
)’_Algorithm PARALLEL (scc Chapter 2 for details) is applied to the materialization to
gencrate a minimized responsce time schedule for the query. A summary of the most cost
bcnclﬁcial schedules for cach relation is given in Figure 31. The integrated Jistribution
schedule for Algorithm PARALLEL is shown with the response time and 1otal time being
420 and 780 units respectively. Exccuting Algorithm PARALLEL statically (outside the

simulatior) produccs a distribation schedule which is expected to reduce response time

by 59 percent when compared to the TFS (simulation results arc discussed in the next
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section),

Algorithm SERIAL (also sce Chapter 2) is applicd to the materialization to generate

a minimized 1otal time schedule for the query. The intcgrated distribution schedule
for the query using Algorithm SERIAL is shown with the response time and total time

' being 456 and 456 unils respectively. Exceuting Algorithm SERIAL statically produces a
distribution schedule which is expected to reduce total time by 80 percent when compared

to the IFS. | —_—

oS

While the optimization algorithms presented above work for special situations, they
do not necessarily derive cfficient distribution strategics for gencral queries. A g;ncraf
query cxample is presented in Figure 32 (Example 2) to gencratc more cqmplicaled dis-
tribution schedules o test the ijcrcubc testbed. The three general distribution strategics
generated in Example 2 are: the IFS strategy, the Algorithm GENERAL distribution strat-
cgy, and a scrial JOIN distribution strategy. It is these rcsﬁlting distribution schedules

* that arc implemented in the simulation.

Figure 32 (Example 2) provides a summary of the distributed query optimization
qumplc given in Chapter 2. Figure 32 illustrates a materialization for the general query
~ outlined in Chapter 2. Example 2 assumes that Ry, Rz, and R3 (listed in ascending order)
are required at the query site in order to answer the query. The location of each relation
in a 32 node Hypercube network .is also depicted in Figurc.32. Relation R; is located

at node 0, relation Ra is located at node 15, and relation Rz is located at node 23. The

P -

"

! \
w

7In this context, the word general indicates that more than one attribute from each relation can be involved in the query.
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Figure 32 Example 2 — Optimized Distribution Schedules for a General Query.

query site is located at node 31. The IFS for the query is depicted in Figure 32 with the

response time (RT) and total time (TT) being 3020 and 6060 unils respectively.

——

Algorithm GENERAL is applied to the materialization to generate a minimized

response time schedule for the query. The integrated distribution schedulc for Algorithm

GENERAL is shown with the response time and total time being 920 and 2910 units

respectively. Exccuting Algorithm GENERAL statically produces a distribution schedule
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which is expected to reduce response time by 70 percent when compared to the 1FS.

The JOIN 1actic (sec Chapter 2) is applied to the materialization to generatc 2
minimized total time schedule for the query. Algorithm PARALLEL, SERIAL and
GENERAL optimize queries based on the SEMI-JOIN tactic. The trade-offs between
using JOIN and SEMI-JOIN as a query processing tactic arc discussed in Chapter 2.
The integrated distribution schedule for the query using the JOIN strategy is shown with
the response time and total time being 1306 and 1306 units respectively. Exccuting the
JOIN algorithm statically {outside the simulation) produces 2 distribution schedule which
is expected to reduce total time by 80 percent when compared to the IFS TT (simulation

results are discussed in the next scction).

5.5 RESULTS AND CONCLUSIONS OF THE
HYPERCUBE TESTBED INVESTIGATION .

Total Time Minimization Using Algorithm PARALLEL
and SERIAL (Experiment #1)

Figure 33A depicts the results of increasing load on the to:dl time it takes to execute the
IFS TT schedule, the Algorithm PARALLEL TT schedule and the Algorithm SERIAL
T sch;:dulc for the cxample simple query given in Figure 31 (Example 1). Figure
33A shows that the IFS TT is morc scnsitive to network load than the ‘o'ihcr total time
schedules. The Algorithm PARALLEL TT schedule shows approximately a 55 percent
rcduction in 1oial time (theoretical rcsullé\:;dis'cusscd in the previous section predict a 59

pereent reduction). ' T
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Figure 33 Results of Experimcminglﬁijlh Simple and General Queries (Example 1 & 2).

When the network reaches its overload region (450 packets per sccond) the IFS
and Algorithm PARALLEL TT schedules show an cxponential increase in total time. A
possible cxplanation is that queuc length, and hence queucing dcla:y. has grown large
because of the incrcasedk load. As a result, total query time increascs cxponcntially

because this increased delay is encounterced at every hop in the query path,

The Algorithm SERIAL TT distribution schedule shows the most reduction in total
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time. The reason is that Algorithm SERIAL has joined smaller relation to larger relations

thus rcducing the amount of data transfecrred. With less data being transmitted in the
network, the effect of queucing delay is reduced. Owing 1o this fact, total query time
cxpericnces less sensitivity to network load.

Figurc 33A shows that the Algorithm SERIAL TT schedule is the least sensitive to
nctwork load. The total time needed to execute the query is reduced by 80 percent when

compared 1o the IFS TT strategy (theorctical results predict an 80 percent reduction). It

also shows that the 1otal time minimization strategy performs significantly better when

the network becomes overloaded. This result coincides with what is predicted in the

-~
-

literature [31].

:::;

Response Time Minimization Using Algorithm
PARALLEL and SERIAL (Experiment #1)
Figurc 33B depicts the results of increasing load on the response time (elapsed time) it

takes to exccute the IFS RT schedule and the Algorithm PARALLEL RT schedule. The
Algorithm SERIAL RT schedule is shown in' Figure 33A, since total time is equal to

Figure 33B shows that the Algorithm PARALLEL responsc time distribution schedule
takes less time 1o execute than the IFS RT schedule. The reason: for this is that Algorithm
PARALLEL has reduced the amount of data transmitted in the network with the use of

the SEMI-JOIN query processing tactic.

Figurc 33B shows that Algorithm PARALLEL has succeeded in reducing response

time by approximately 40 percent (theoretical results predict a 60 percent réduction).
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A possible cxplanation for the discrepancy is that although Algorithm PARALLEL
succeeded in reducing the amount of data transmitted, it has not significantly decreased
the total number of packet hops® required to present the data at the query site. The
longest parallel transmission in the IFS schedule, Ry 1o the query site, uses 100 packet
hops 10 scnd its data to the query site. The longest parallel transmission in the Algorithm
PARALLEL distribution schedule, Ry 10 Ra 1o the query site, uses 90 packet hops to

transmit its data to the guery site.

Figurc 33B also shows response time of the IFS schedule and the Algorithm
PARALLEL schedule increasing exponentially when the network becomes overloaded
{450 packets per sccond). A possible cxplanation for this is that qucucing delay has
grown large because of the increased load. As a result, ol query pro;:cssing time
increases cxponentially because this increased delay is ecncountered at every hop in the

query path.

When Figure 33B is compared to the result of the Algorithm SERIAL schedule in
Figurc 33A (total time cquals response time for scrial stratcgics), the SERIAL schedule
shows approximately the same response time as the PARALLEL schedule in Figure 33B.
This result does not coincide with the theory, The explanation for this is that although the
query path of the Algorithm SERIAL distribution stratcgy (R1-R2-R3-R4—QS) traverses
7 hops® and the Algorithm PARALLEL distribution stralcg;r (R;-R3-QS) traverses. a

total of 5 hops, Algorithm SERIAL has succceded in. reducing the amount of data

8A packet hop is a unit of measure that describes one packet traversing one link. Thus 2 packets ‘{\r\avcming 3 links

(hamming distance = 3) is equal to 6 packet hops.

#The number of hops is a theorotical valuc based on the sum of all l;amming distances between Ry and the Query Site.)
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that must traverse these two cxtra hops. In the Algorithm PARALLEL distribution
strategy (R;~R3—-QS) scnds 200 packets from R; to R3 over 4 hops while the Algorithm
SERIAL distribution strategy (R1-R2—-R3—R4-QS) sends 200 packets from R to Rz over
3 hops. The Algorithm PARALLEL distribution strategy (R;—R3-QS) actually cost the
same as the Algorithm SERIAL distribution strategy (R1—R2-R3-Rs—QS). Without using
the knowledge of network topology and relation location, Algorithm PARALLEL was
unsuccessful in reducing responsc time (below that of the SERIAL Strategy) in the

simulation.

Another important factor is that in packet switched neiworks ‘which use algorithms
such as the Shonest-Path-Algorithm to route packets, it is impossible to predict before-
hand what path a packet will actually take to reach its destination. It scems likely that
query 6pﬁmizadon can be improved by making use of the information available in the
nctwork routing table (queucing delay) to determine the truc cost of a strategy. Lastly,
it s:;cms likely that knowledge of network topology and where relations are located
in rclation to onc another (i.c. number of hops apart) would also provide valuable

information for query optimization algorithms. Detailed analytical and simulation studies

arc required to determine if these speculations are true.

Total Time Minimization Using Algorithm GENERAL
and the JOIN Strategy (Experiment #1)

Figurc 33C depicts the results of increasing load on the total time needed to execute
the IFS TT schedule, the Algorithm GENERAL TT schedule and the JOIN Algorithm

strategy schedule for the general query given in Figure 32 (results from Example 2).
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Figure 33C shows that the IFS TT is morc sensitive 10 network load than the other total
time schedules. The query path of the IFS distribution stratcgy (R1—QS) transmits 100
packets over 5 hops. This causes 100 packets to cxperience long delays at five nodes

as load increases.

The Algorithm GENERAL TT schedule is less sensitive to changes in network
load (between 100 and 400 packets per sccond) than the IFS TT schedule. It has also
successfully reduced the total time needed to exccute the query. The reason is that Ry,
which is 5 hops away from the query site, has had its query related data reduced from
100 packets to 36 packets by Algorithm GENERAL (SEMI-JOIN strategy). This reduces
' the packet hops required to exccute this segment of the schedule from 500 to 180. The
cost of performing the SEMI-JOIN is 36 paékct hops. Thus the total cost savings is 284

packets hops (S00 — 216).

However, when the network becomes overloaded (450 packets per sccond), the
Algorithm GENERAL TT schedule actually takes more time than the 1FS TT schedule.
A possible explanaton for this is that node location and qucucing delay has not been
taken into account when the query was optimized. In example 2, the hamming distance
between R) and the query site is 5. When the network becomes overloaded, a packet
experiences long queucing delay for every hop. When cxecuting the SEMI-JOIN for R;
in the Algorithm GENERAL TT schedule (R1-R2-QS) packet traverse a total 13 hops
(theorctical value bascd on hamming distance). Each packet experiences longer delays
at cach hop as network load incrcases. Although the amount of data transferred in the

IFS distribution schedule is higher (R; — QS, = 500 packets), the data traverses only
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onc link Chop).

The JOIN algorithm TT distribution schedule (Figure 33C) shows the most reduction
in total time, The 1otal time nceded to execute the query is reduced by 50 o 75
percent in the underload region (theorctical results predict an 80 percent reduction)
and approximately 22 percent in the overload region, when compared to the IFS TT
strategy. Figurc 33C shows that the JOIN TT schedule is the least sensitive to network
load. The rcason for this is that the JOIN Strategy has reduced Ry from 40 packets
to 16 packets and R; from 48 packets to 9 packets when compared to the Algorithm
GENERAL distribution schedule, It also shows that the JOIN total time minimization
Suﬁlcgy performs significantly better than Algorithm GENERAL TT schedule when the
nctwork becomes overloaded. It is by coincidence that by following this serial strategy,
the number of hops (dclay) is less than the Algorithm GENERAL distribution strategy.
This graph supports the speculation that by minimizing the number of hops in a query

schedule, query execution can be further reduced.

Response Time Minimization Using Algorithm GENERAL
and the JOIN Strategy (Experiment #1)

Figurce 33D depicts the results of increasing load on the response time (clapsed time) that
it takes to cxecute the IFS RT schedule and the Algorithm GE.NERAL RT schedule. The
JOIN algorithm RT schedule is shown in Figure 33C, since total time is equal to response
time for a serial schedule. Figure 33D shows that the Algorithm GENERAL response time
distribution schedule is less sensitive to network load than the IFS RT schedule. It shows

that Algorithm GENERAL has succeeded in reducing response time by approximately
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36 percent {theoretical results predict a 70 percent reduction). A possible explanation for
this discrepancy is that Algorithm GENERAL was executed statically (outside the model)
without taking dynamic factors such as network topology, load and relation location into
account. The theoretical IFS Response Timd (Figurc 32) assumes R; and R3 are the
same distance from the query site. Owing to the fact that R3 is the largest relation, it
has the most affect on response time. In this experiment, Rs is onc hop from the query
sitc while R; is 5. Also, Algorithm GENERAL produces a parallel strategy which first
transmits 10 packets to Rz (3 hops), then Ra transmits 9 packets back to Ry (3 hops) and
finally R send 36 packets to the query site (5 hops). By nol taking nctwork topology,
load and rclation location into account, the theoretical results predicted by Algorithm

GENERAL became inftated.

Figure 33D also shows that the responsc time of the IFS schedule and the Algorithm
GENERAL schedule incicascs exponentially when the network becomes overloaded (450

packets per sccond).

When Figure 33D is compared to the result of the JOIN algorithm in Figure 33C,
the GENERAL RT schedule shows a reduction in response time when compared to the

JOIN (TT & RT) schedule in Figure 33C. This behavior is predicied in the litcrature [32).

It is stated in [31] that “cxccuting parallel schedules requires more coordination and
hence more message passing than a serial strategy™. At the present time, message passing
time is not considered in the results. It scems possible that if message passing time was
taken into account, the tiric advantage that the Algorithm GENERAL RT schedule has

over the JOIN schedule would be reduced or even negated.
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It is unclear whether it is a waste of time and cffort 10 develop a minimized RT
schedule. [54] argues that increasing the overhead in forming complicated optimal
strategics is only marginally bencficial. This statement supports the Hypercube Testbed
results.  Parallel stratcgics take longer to calculatc and require morc synchronization
versus scrial strategics that arc simpler to calculate and require less synchronization. The

following paragraphs claborate cn this point.

[54] states that because of many parallel data transmissions to an intermediate node,
the resulting joiﬁcd rclation cannot be processed or transmitted before all attributes
have arrived. It is‘stalcd that this synchronization (waiting for the last attribute — the
transmission with the most delay) could lead to an increase in response time. Owing to
the. fact the Ry and Rs cach wait for parallel transmissions (Figure 32 — Algorithm
GENERAL). processing must wait for the sloyvcst_ fmnsmission to complete. Thus,
the probability that response time will be delayed, increases as the number of parallel

' transmissions required 1o perform a SEMI-JOIN or JOIN at a particular site increases.

[54] also statcs that “‘minimizing rcsponse time leads to an increased number of
parallel data tmnsmiss;'f_c’ms in the query processing strategy. In multiprocessor systems,
under moderate to hca\;y load, these extra transmissions may lcad to significant queucing
delays anﬂ synchronization delays; delays which may cause poor query response time.
By minimizing the total time in a query processing strategy, fewer transmissions will
be included, and improved actual responsc times may result”. Simulation results from
both examples show this to be the case. [31] also states that scrial strategics are more

cfficient to process.
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The relatively short schedules exccution time exhibited in Figure 33D tended to
support the statement that local processing cost should be considered when optimizing
querics in fast networks. [70] states that with fast networks, local processing cost
is as important as thc communication cost and somectimes cven more important. In this
modcl, local processing cost is not taken into account. Figure 33C shows that JOIN query
processing tactic performs reasonably well compared to the SEMI-JOIN query processing
tactic (Algorithm GENERAL distribution schedule) shown in Figure 33D. It is stated in

[71] that JOINs requirces Iess local processing ume to compute than SEMI-JOINS.

Total Time Minimization Using Algorithm PARALLEL

and SERIAL (Experiment #2)

Although the algorithms succeeded in reducing both the total time and response. times
in the simulation, knowledge of relation location, query site and queucing delays could
possibly produce differcnt schedules which might reduce these times even further. The
algon'tl;ms discusscd above do not consider these dynamic system factors. To explore

this notion further, a second sct of cxperiments was conducted.

Table 15 shows the changes in node location for a second sct of experiments. The’
sccond sct of cxperiments exccutes the same distribution strategics on the same network
under the same loading conditions. The only change is the location of the rc_lations on the
network. Table 15 shows ihe relations listed in ascending order of size and the changes
in hamming distance between the first sct of experiments and the sccond. The second
sct of cxperiments is sctup so that the haﬁ:ming distance between relations (lisied in

ascending order of size) has increased.
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EXAMPLE ONE
FIRST SET OF EXPERIMENTS SECOND SET OF EXPERIMENTS
reLation | NOPF | Locamion | reLamon | NOPF | Locarion
RI 0 00000 R 0 00000
R2 7 00111 R2 15 01111
R3 15 01111 R3 16 10000
R4 23 10111 R4 23 10111
Qs 31 11111 Qs g 01000
EXAMPLETWO .' S
FIRST SET OF EXPERIMENTS SECOND SET OF EXPERIMENTS
RELATION | NOP® | LOCATION | RELATION | NOPE | LocatioN
R 0 00000 RI 0 00000
R2 15 01111 R2 16 10000
R3 23 10111 R3 23 10111
Qs 31 11111 Qs 8 01000

Table 15 Changes in Node Location for Sccond Set of Experiments

Figurc 34A depicts the results of increasing load on the total time it takes to execuie the
IFS TT schedule, the Algorithm PARALLEL TT schedule and the Algorithm SERIAL
TT schedule (with the new relation locations give in Table 15) for the example simple

query given in Figure 31 (Example 1).

Response Time Minimization Using Algorithm
: PARALLEL and SERIAL (Experiment #2)

Figurc 34B depicts the results of increasing load on the response time (elapsed time) it

takes to exccute the IFS RT schedule and the Algorithm PARALLEL RT schedule with
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Figure 34 Resulis of Expcrimcming with Example 1 & 2 with Different Relation Locations,

When the distribution schedules in Figure 34A and Figure 34B arc compared to their
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the new relation locations given in Table 15. The Algorithm SERIAL RT schedule is

shown in Figure 34A, since total time is cqual to response time for a scrial schedule.

counter pans in Figure 33A and Figure 33B they show an increase in execution time.
An increase in total time and response time is t0.be expecied (Example 1) becauscof

the increase in distance (hamming.distance) between relation involved in the query (sce
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EXAMPLE ONE
FIRST SET OF EXPERIMENTS SECOND SET OF EXPERIMENTS
s ALGO. | ALGO. S ALGO. | ALGO.
PARA. | SERIAL PARA | SERIAL

TT RT TT RT TT RT T RT TT RT ™ RT

340 100 170 70 83 83 900 500 180 128 135 135

EXAMPLE TWO -

FIRST SET OF EXPERIMENTS SECOND SET OF EXPERIMENTS
ALGO. ALGO. |- . -  ALGO. | ALGO: -

IS GEN. jow. | B een . f. JOIN:. -

T | Rt | T | kRt | Tr | RT )} T | R | 10 | RT | TT | RT

1000 500 800 360 424 | 424 | 2000 1500 705 400 188 | 188

Table 16 Total Time and Response Time Mcasured in Packet Hops for Experiment 1 & 2.
Table 15 Example Onc). |
- When the Algorithm SERIAL distribution schedule of Figure 34A is compared 10
lhé Algorithm SERIAL distribution schedule of Figure 33A it show§ a Jarge increase in
query cxecution time in the overload region (450 packets per second). The reason for this
is that the hamming distancc has tripled at the cn& of the query path Rz — R3 — QS
increased from 4 to 13). Owing to this fact and the fact that queucing delay is increasing

exponcntially, an cxponential increase in query cxecution time results.

| When Figure 34B is compared to the result of the Algorithm SERIAL RT schedule
in Figure 34A (toral time cquals response time for serial strategies), the Algorithm
GENERAL RT distributi.on schedule sho@s a reduction in response time. In this case
the result coincides with the theory. This result shows that node location and network

topology docs have an cffect on query cxecution time.
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Total Time Minimization Using Algorithm GENERAL

and the JOIN Strategy (Experiment #2)

When the IFS distribution schedules in Figure 34C and Figure 34D arc compared to their
counter pants in Figure 33C and Figurc 33D they show an increase in exccution time,
An increase in IFS 1otal time and responsc time is to be expected (Example 2) because
of the increase in distance (hamming distance) between relations involved in the query

(scc Table 15 Example Two, IFS, TT & RT).

When the Algorithm GENERAL TT distribution schedule in Figure 34C is compared
to Algorithm GENERAL TT distribution schedule in Figure 33C it shows a decrcase
in total time. A dccreasc in total time is to be expecied (Example 2) because of the
decrease in distance (hamming distance) between relations involved in the query (sce

Table 15Example Two, Algo. GEN., TT).

Response Time Minimization Using Algorithm GENERAL
and the JOIN Strategy (Experiment #2) ‘

When the Algorithm GENERAL RT distribution schedule in Figure 34D is compared to
the Algoﬁthm GENERAL RT distribution schedule in Figure 33D it shows an increase
in response time. An increasc in responsc time is lo:t}i: cxpected (Exa::hplc 2) because
of the increase in distance (hamming distance) between m}glions involved in the query
(see Table 15, Example Two, Algo. GEN., RT). \\\:

When the Algorithm JOIN TT distribution schedule in Figure 34C is compared 10
the Algorithm JOIN TT disgﬁbulion schedule in Figure 33C it shows a decrease in total

.fime. An decrease in total time is to be expected (Example 2) because of the decrease
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in distance (hamming distance) between relations involved in the query fsee Table 15,
Example Two, Algo. JOIN, TT).

The JOIN Strategy depicted in Figure 34C shows the lowest total time and response
time (total time cquals responsc time for serial strategics) for all guery schedules in
Example 2. The reason for this is that this schedule is the minimal schedule based on

these relations and the locations given in Table 16

Conclusion

It sccrﬁs likely that minimizing the number of hops in a query schedule would be beneficial
in query opﬁmization. However, without reading the network routing table it is impossible
to know cxactly how many hops a packet will actually traverse, and the queucing delay it
will experience:zs it travels through the network.  Algorithms which utilize the information
in the network routing table should be developed and studied.

By constructing the Hypercube Testbed and by implementing and experimenting with

the above examples, a user of the Hypercube testbed can:

O definc different network topologices on which a Distributed Database System

is stored.

O cexperiment with different heuristics for query optimization.

O definc traffic and other dynamic characteristics of the network at a given
point in time. |

O simulate differcnt network sizes.

O start qucrics at a specific point in time.
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have a fixed or random number of relations.
have fixed or random rclations sizes.
change the location of relations.

make the location of the query site fixed or random.

o o o o o

force nodes (CPUs) to wait, based upon the query processing tactic being

simulated.

In the future, algorithms incorporating knowledge of network topology and network
load to optimize querics will be developed and tested on the testbed. The results of these

“extended™ algorithms will be compared 10 the results of existing algorithms,
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CHAPTER 6

SUMMARY OF
CONCLUSIONS

CONTRIBUTIONS OF THE THESIS WORK
AND COMPLETED OBJECTIVES

The first major contribution of this Thesis work involved the development of a Dis-
tributed Queue Dual Bus (DQDB) Metropolitan Area Network (MAN) simulation model
using the NETWORK 11.5 simulation package. This testbed is available to future stu-

dents who wish to continue the investigation into the DQDB MAC MAN protocol.

The devclopment of the DQDB MAN model included the independent development
of detailed DQDB Medium Access Control (MAC) Protocol logic. This logic is doc-

umented in [30].

Sixteen different network description programs were developed to perform an in-
vestigation into different DQDB MAC MAN architectures. Over 150 experiments were

conducted to determine:

»  Avcrage packet queucing time
= Avecrage slot queucing time ' .

* Avcrage queuc length
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« Throughput nctwork capacity
*  Max opcrating range
»  Slot utilization

»  Quecucing time by location on network

Results of these experiments and performance analysis were first documented in [72].

The second contribution of this Thesis work involved the porting, installation,
modification and testing of d Hypercube simulation model using the SIMSCRIPT I1.5
simulation language. By modifying the Supercube model, a 32 node Hypercube model
was develop. The purposc of this !cst.bcd is to allow future students 10 experiment
with different distributed query optimfzaﬁon heuristics whichl takes into account network
traffic aqd network topology.

Schedules from four different qucry optimization algorithms were used 1o perform

an investigation into the Hypercube Testbed. Over 160 experiments were conducted 1o

determine:

« total exccution time of a schedule.
* Response time of a schedule.
» effect relation location has on Total Time.

+ effect relation location has on Response Time

Results of these experiments are submitied to [73] for publication.

This Thesis Report provides the background information nceded to extend Hevner

and Yao’s algorithm to take into account network load and nctwork topology.
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Finally, this Thesis Report discusses the development of the iestbeds, reports progress
and documents many findings which resulted from verifying the DQDB and Hypercube

simulation models.

6.2 FINDINGS DIRECTLY RELATED TO THE THESIS

Network descriptions, developed with the NETWORK IL5 simulation package, did noi

support the thesis.

O Owing lot the fact that the DQDB MAC protocol logic was not pr;:)vidcd
as a standard bus access protocbl in the NETWORK 115 package, detailed
DQDB protocol logic had to be developed for every node on the network.

O  An excessive amount of code (i.c. 28,000 lines to define a 16 node network)
had to be developed which ran slowly (i.c. approx. 15 hours on a 12MIP
workstation to simulate a 1/4 sccond of real nctwofk time).

O The NETWOR!:( I1.5 user interface, which was designed to increase designer

- productivity became counter-productive with large network descriptions.

0O Rigidity and lack of responsivencss of the NETWORK ILS user interface ?

| made it necessary 1o develop alternative editing and debugging techniques.

O Other productivity tools such as Network Animation and On-line Plotting

proved to be very limited in their uscfulness.
Experimentation with the DOQDB MAC MAN testbed did not support the thesis.

0O The DQDB MAC MAN tcstbed proved to have a limited scope of appli-

cability and limited ﬁbxibly. The software needed to simulaie a distributed
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databasc environment, to define characteristics of stored relations and querics,
and to implement different query optimization routines would be difficult and
time consuming to develop. These added features would increase the size of

alrcady huge programs while adding to their run length.

Programs developed with the SIMSCRIPT I1.5 simulation language did support the

thesis.

0O SIMSCRIPT IL5 is a complete programming language with no other un-
derlying languages. This provides the developer with more flexibility when
developing simulation models. NETWORK 11.5 uses SIMSCRIPT 115 as an
underlying language.

0O SIMSCRIPT IL5 provides data structures such as: variables, arrays and
sets. Access to these data structures allows complex models to be developed

requiring less coding. Thesc types of data structures are not available in

NETWORK IL5.

80 Compiled SIMSCRIPT IL5 programs run much faster than NETWORK IL.5

descriptions. This allows larger, more complex models to be developed.

O When comparing SIMSCRIPT IL5 to NETWORK ILS, there is a trade-ofl
between flexibility/efficiency and program: development time, NETWORK
IL.5 allows programs 1o be developed in relatively short periods of time.
However, the type of models which can be dc:vclopcd with NETWORK

IL5 is very limited. These models also run very slowly. SIMSCRIPT on the
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other hand, offers increased cfficiency and flexibility at the cost of increasing

development time.

Experimentation with the Hypercube testbed did support the thesis.

The Hypercube modcl shows (by construction) that it is possible to develop a testbed

which will allow users to:

a

a

O

Define a distributed database environment.

Define the topology of the network on which the Distributed Databasc System
is stored.

Define traffic and other dynamic characteristics of the network at a give
point in time.

Experiment with different heuristics for query optimization.

6.3 OTHER FINDINGS.

Experimentation with the DQDB MAC MAN showed it to be a very successful tool for

studying MAN Performance.

Pcrformance results from simulations that model a 4, 8 and 16 node network using Static

Boundary, indicate that:

O B 0 0O

the DQDB makes cifective use of channel capacity:
the DQDB cxhibits better access delay characteristics than token ring.
the DQDB cxhibits better throughput characteristics than CSMA/CD,

priority should be given to short control messages.
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0O nodes which are not located in close proximity to the frame generator have

longer access delay characteristics without bandwidth balancing,

Performance results from the simulation that models a 16 node Broadeast network indicate

that:

O bandwidth nceds to be shared cvenly at heavy loads.
O the Broadcast network utilizes 100 percent of the channel capacity but at

only half the throughput.
Results from the Dynamic Boundary simulation show that;

O the Dynamic Boundary technique reduces both the average queue length and
access delay.,

0O dynamic Boundary increases throughput.

O dynamic boundary offers a performance advantage over Static Boundary. -

O these results arc consistent with those obtained from qucucing theory [64).
Results of simulating two simple bandwidth balancing techniques shows that:

O at light loads, Bandwidth Balancing techniques increase both access delay
and quecuc length.

O at heavy loads, the Even Bandwidih balancing technique showed favorable
results in sharing bahdwidlh over that of the Default Bandwidth Balancing
technique.

O simulation results also show that Bandwidth Balancing techniques waste

bandwidth.
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The Distribuicd computing environment installed at the University of Windsor allowed

large CPU intcnsive simulations 10 be run in parallel.

O By submitting jobs to different nodes in parallel work-load was distributed

while also increasing job throughput.

Experimentation with the Hypercube testbed showed it to be a very successful tool
Jor experimenting with different heuristics for query optimization.
Performance results from simulations that model different query optimization algorithms

on a 32 node Hypercube nctwork, indicaic that:

O The SERIAL optimization algorithm produced a schedule that when simu-
lated, was the lcast scpsitivc 0 ncl\v;.'ork load and was thé most successful
in reducing total time for example 1.

00 When the optimized SERIAL schedule for example 1 was cxccufcd. it also
showed that this stralcgy performed significantly better when the network

b_ccomcs overloaded.

4

O Wh::n sirﬁ\ulating Optim'ization Algorithms that do not take into accouﬁt
dynamic factors (i.c. nctwork load and relation location) of "'Lhc,‘nctwodc.
schc;iulcs maybe produced which perform worse than schedules that are not
optimized (Example 2, Algorithm GENERAL TT).

O The paﬁHcl data transmissions in cxample 2 required considerable coor-
dination in retum for little reduction in schedule response time. This is

T

consistent. with the litcrature [31]
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O Simple serial schedules performed as well or even better than more compli-
cated parallel schedules. [31] states that simple distribution schedules are
often beneficial because they require less coordination.

O Minimizing response time requires more data transmissions and lcads to
more queucing delays and synchronization delays. This is consistent with
the litcrature [32].

O The JOIN strategy performed as well as the SEMI-JOIN strategy. The
JOIN strategy requires less local processing than SEMI-JOIN. In high speed
retworks, operating at light 1o moderate load, local processing cost become
dg:n;;nmt [71]

O The results indicate that in high spced networks, it might n:gig_b;c cost
benceficial to use more complex optimization algorithms o reduce network

cost further.

6.4 RECOMMENDATIONS

NETWORK I1.5 Recommendations:
. ~

~

O Although NETWORK ILS5 allows quick development of modeis and has a
short leamning cycle, NETWORK 11.5 should only be used as a prototyping.
téol oras a performance cvaluation tool for very sm;tll computer systcms.

0 NETWORK .5 Shou]d only bg_uscd as a ;;pcci;ﬂ purposc simulator of

computer systems and Local Arca Networks which have their protocols

W

" already programed within_the package.
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O the only LANs which should be simulated with this package are: 1)
CSMA/CD, 2) CSMA/CA, 3) ALOHA, 4) Token Ring, 5) Slotted Token
Ring (IEEE 802.4), 6) FDDI Priority Token Ring, and 7) IEEE 802.5 Pri-
ority Token Ring. - |

0O NETWORK ILS5 jobs should be submitted to execute under the UNIX NICE
command (run a command at low priority).

O where cver possible, NETWORK 115 jobs should be éubmittcd in parallel

to under wtilized nodes in a distributed computing environment.
DQDB Protocol Recommendations:

O If the Bandwidth Balancing icchnique is implemented as a load sharing
mechanism, it should only be activated when channel utilization approaches

100 percent.
SIMSCRIPT I1.5 Recommendations:

O Although there is a trade-off between short leaming cycles-and program

development times and software complexity and flexibility it is recommended

that SIMSCRIPT 115 be uscd. for large complex models.

6.5 FUTURE WORK :
The DQDB Testbed

Before beginning future work into developing new Bandwidth Balancing techniques, a
detailed survey should be carried out to determine what \{I/i;)rk has been done in the area of -

Bandwidth Balancing on a Distributed Qucuc Dual Bu7‘fl:\lctwork. FoIlowing'this detailed

i
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literature review, the DQDB testbed can be used to experiment with newly developed

ideas and techniques.

Another fruitful arca of rescarch into the DQDB protocol is in the arca of reuse of
busy slots. anc a slot is marked as busy, it remains marked as busy for the duration
of the time it is on the bus. It remains busy even after the receiving node has copicd
its contents from the bus. It is hoped that by rcusing “stale” slots, ﬂlroughput.can be
increased. Rc§carch into how this will affect the DQDB protocol logic (i.c. DQSM and

various counters) nd its ¢ffect on throughput is required.

The Hypercube Testbed

Before beginning to experiment with different heuristics for query op-timization. a detailed
survey should be carricd out to determine what work has been done in the area of
Distributed Query Optimization on High Speed Packet Switched Networks. Most of
the work this author has been exposed to has been in the arca of Distributed Query

Optimization on LANs and on rclatively slow WANS.

The query processing subsystem which implements the query optimization algorithm
needs to be added to the model. Owing to time constraints, optimizaﬁon algorithms were
¢xecuted statically (outside the model). Resulting optimized schedules were hard code

in the model so that testing of the testbed could be carried out.

A message passing module should be added 1o the model. It is stated in the literawmre
that complex parallcl Stratcgics requirc more message passing. "As a result of these

" messages, optimal strategics may actually be suboptimal. A mecssage passing utility
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should bc added to the model to determine the effect of complex parallel schedule

massage passing on cxecution times.

In the past calculating optimal distributed query cxecution strategics was based on
intersite communication cost. The cost function to-bc minimized was restricted to the
amount of data to be transmitted over the network. The transmission speed of all
links were considered cqual and individual link loading were not taken into account.
The rcason why these assumptions were made was that they simplificd the optimized
problem. A literature survey on this subject reveals that no papers exist which take
into account nc_.r.‘work load when oplimizing distributed queries. 1t scems reasonable that

rcadily available network routing ir.formation can be uscd to optimize global queries.

As a starting point, new global query optimization aIgtJ;i:ithms should be developed
which take nctwork routing information into account. Algorithm GENERAL should be
cxtended 1o take into account the load on individual netvork links. Next, studies should
be undenaken to investigate and possibly p:rovc that using nctworlv; load information is
cost beneficial when optimizing a quety. As far as the auﬁlor" is aware, there cxists no
' papcr which states that this is not a fruitful arca. If results of the i mvcsngar.mn were not

pomuvo.‘thcn a publishcd papcr staung so would be extremely helpful.

\.,___.-_._ N

Very little work has been donc 1o determine if kno’\ﬂ cdge of nctwork topology
would be hclpful ir~opum|zing global querics. [74], [75] and [76] studicd the broadcast
capability of LANs 1o dctcrmi_nc if it could be exploited 10 Opﬁmizc join queries.
[53] studics special algorithms which take into account the Star network topology and

[77] studicd query optimization algorithms for satellitc networks. No work has bcc?\

= b7
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documented which study packet switched public communication networks that determine
the best site to carry out Semi-Join or Join operations. Work to determine site exccution

strategics and the cxploitation of parallclism on these types of network topologies would

be advantageous.

6.6 A VIEW TOWARDS THE FUTURE

This scction bricfly explores possible directions of Computer Networks and Distributed
Systcrﬁs.

An important component for transmitting data in modem communication nctworks
and in those of the future is the optical fiber. Although there is already a base of optical

fibers in place, rescarch in solid-state physics in university and industrial laboratorics is

creating swift advances in this technology. Eric Sumner, vice president of AT&T Bell

Laboratorics™, has pointcd out that fiber optic speeds have been doubling annually.
If wc: assume a continuation of this doubling ratc for the next decade of 1.7 Gbits, he
indicates that we will be able 1o ransmit all of human knowledge down a fiber in a few
seconds. Arcas that will require these high speeds are video and graphics communications.

Some application of this technology will be High Definition TV (HDTV), CAD/CADD

graphics, climate modeling, flight simulation and advanced manufacturing computing, to

name just a few.

In the future, DDMSs will find universal acceplance because they address many of
the following situations. First, most large organizations arc geographically decentralized

and have multiple computer sysiems at multiple locations. Sccond, in high transaction
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ralc environmenis onc must assemble a large computing resource. While it is certainly
acceptable o buy a large mainframe computer, it will be nearly 2 orders of magnitude
cheaper to assemble a network of smaller machines and run a distributed system {4).
Also, owing to the fact thal more users arc cxpcctc;i_ to have workstations on their
desk, DDMSs will be required to creale a scamless connection between all of these
users. Lastly, virtually all users must live with the sins of the past, i.c. data currently

implemented in a multitude of previously gencrated systems. As a result, hetcrogeneous

DDMSs will be required to tic these systems together.

In our increasingly global economy, corporations could use distributed computer
systems 10 transact business more cfficiently with one another and cnjoy rapid, flexible

and sccure internal communication as well. New product designs and computer software,

as well as cconomic, technological, recreational, financial and business information and

scrvices could be bought and sold in the information marketplace that would naturally

cvolve from advances in DDMSs and computer communication infrastructures.

We might cven begin to colli;ct the knowledge resources of our nation in a new
kind of widely accessible clectronic "Library of Congress.” This leverage of increased
and timely knowledge, if combined with fasier and more fiexible inter-organizational
transactions toward the purchase and sale of goods and services, would undoubtedly
enhance our industrial productivity across nearly all sectors. In this way we-would be
able to channcl Westcm cxpi:’ﬁ?sc and primacy in computers to help institutions, as well

as product and scrvice companics, across our entire economic front [4].
\} .

A vast amount of work in this arca remains 1o be donc if these visions are to be
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APPENDIX A

GLOSSARY OF
NETWORK TERMS

Access Control Field!C

The protocol control information in a slot, which is uscd to support the access
control function, |
Bandwidth

The difference between the limiting frequencies of a ‘continuous frequency spectrum,
Bandwidth balancing mechanism

A procedure 1o facilitate cifective sﬁaring of the bandwidth, \whcrcby a node occa-
sionally bypasses the use of cmpty Qucucd Arbitrated Slots.
Baseband cable

A transmission medium that is used for digital transmission. The bandwidth possible

depends on_the cabic length. For 1 Km cables, a data rate of 10 Mbits/s is possible.
. ;

/, <
W:ﬁa rates are possible on shorter cables. Coaxial cables are widely used for local
/a/rca;nclworks. o _ ';"-\\.\
‘ ~t . :

¥ The 1enns in this glossary arc taken from the Glossary of Telecommunication Terms,” FED-STD-1037A, National
Communications Sysiems, 1986, [56], |S7] and 164). :
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APPENDIX A

Broadband cable

Is a transmission medium that is used for analog transmission, It is also referred to
as broadband. Sincc broadband networks use analog signaling cables can run necarly 100
Km. Broadband offers multiple channels, which are capable of transmitting 3 Mbits/s

cach.
Broadcast

The simultancous transmission of data to a number of stations.
Broadcast Communication Network

A communication neiwork in which a transmission I‘rorﬁ one station is broadecast 1o
and received by all other stations.
Bus |

Onc or more conductors that scrve as a common connection for a related group of
devices.

Busy slot

A slot which contains information and is not available for Queued Arbitrated Access.
: CCITT |
Abbreviation for "International Tclegraph and Tcicphonc Consultative Commill;:c."

 Circuit switching :

~

A method of communicating in which a dedicated communications path is established
between two devices through one or more intermediate switching nodes. Unlike packet

switching, digital data arc sent as a continuous stream of bits. Bandwidth is guaranteed,

S
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APPENDIX A
and delay is essentially limited 1o propagation time. The itclephone system uses circuit
switching.

Communications architecture

The hardware and sofltware structure that implements the communications function.

Communication network

A collection of intcrconnected functional units that provides a data communications

scrvice among stations attached to the network.
Connectivity -

This is defined as the minimum number of nodes whose removal from the node-set
e

would leave the graph disconnccted or trivial,
S
CSMA o~
Carricr Scnse Multiple Access. A medium access control technique for multiple-

access transmission media. A station wishing to transmit first scnses the medium and

transmils only if the medium is idle.

CSMA/CD ‘

a

Carrier Scnsc Multiple Access with Collision Detection. A refinement of CSL}\fIAm

which a station ccases transmisston if it detects a collision, -
Datagram service

Service at the Network Layer in which successive packets may be routed indepen-

dently from end to end. There is no call sctup phase. Datagrams may arrive out of order.
Data 'iitiiffiayer
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APPEN™IX A
Laycr 2 of the OSI model. Converts an unrcliable transmission channel into a

rcliable onc.
Degree
Thc degree of a node, is the number of edges (links) connected to it.
Delay time
The sum of waiting time and service time in a queuc.
Diametér
This is the maximum distance bclwccnlltwo nodes.
Distance
This is the length of the shortest path between two nodcs.
Frame
Unit of data of the Data liﬁk Layer.
Frequency-division multiplexing
Thc division of a transmission facility into two or more channcls by splitting the

frequency band transmitted by the facility into narrower bands, cach of which is used

to constitute a distinct channel.
Hamming distance

The number of bit positions in which two code words differ is called the hamming

distance. Given the code words 00001 and 11000, the hamming distance is 3.
High-speed locai network (HSLN)

Headgr

1l
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System-defined control information that precedes user data.

High-speed local network (HSLN)

A local nctwork designed to provide high throughput between expensive, high-speed '

devices, such as mainframes and mass storage devices.
Integrated services digital network

A planned worldwide telecommunication service that will use digital transmission
and switching technology to support voice and digital data communication_. ISDN is an
abbreviation for "Integrated Services Digital Networks." All- digital network handling a

multiplicity of scrvices with standard interfaces for user aceess.
Isochronous

The time characteristic of an cvent or signal recurring at known, periodic time

intcrvals.

Local area network (LAN) a "

A gencral-purposc local network that can serve a variety of devices. Typically used

for terminals, microcomputers, and mini-computers within a small area,
y ~

—r

Medium access control (MAC) =

For broadcast networks, the method of determining which device has access to the

o , - N :
transmission medium at any time. CSMA/CD and token are common access methods.

~
a

Multiplexing * \ -
. N v
i W -

In data transmission, a function that permits two or more data sources 1o share a

= - A
common transmission medium such that cach data source has its own: channel.

0 © 148

N

W

v
0



({J

3]

\

- switching. S

APPENDIX A

Network Layer

Layer 3 of the OS1 model. Responsible for routing data through a communications

nctwork,
Optical fiber

A thin filament of glass or other transparent material through which a signal-cncoded

light becam may be transmitted by means of total internal reflection.

0OSI
Abbreviation for "Open Sysiem Interconnection.”
Packets

Small blocks of data into which messages are broken, for transmission across a
nctwork. =7

Packet switching
‘A mcthod of transmitting messages through a communication network, in which

long messages arc subdivided into short packets. The packets arc then transmitted as in

message switching. US—‘@BXL packet swilching is more cfficicnt and rapid than message

-

i

Physical Layér

Layer 1 of the OS] model. Concemed with the clectrical, mechanical, and timing

aspects of signal transmission over @ medium.

Point-to-point } =
o . . . 2 s ==
A configuration in which two stations sharc a’transmission path.

i
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Poisson process

Onc of the most common arrival processes in quecucing thcory which has the

mcmoryless property of successive arrivals.
Presentation Layer
Layer 6 of the OSI model. Concemed wilh data format and display.
Protocol
. A sciof rules that govern the operation of functional units to aé'ﬁicvc communication.

Public data communication network

A govcmmcnl-"éfantrollcd or national monopoly packet-swiiched network. This
scrvice 'is publicly available to data processing users.

==Fegment
i

The p?otocol datd unit of 52 bytes transferred between peer DQDB layer entitics as
the information payload of a slot. It contains a scgment header of 4 bytes and a segment
payload of 48 bytes. Therc arc two types of segments: .Pre-Arbitrated segments and

Qucucd Arbitrated segments.

Session <Layér .
0 Layer 5 of the OSI modcl. Manages a logical connection (session) between two
e |

{\\\;1 communicating processes or applications.

Shortest path

-
A

A least cost path between a given source-destination pair.

Sliding-window technique 3‘ ‘ .

£
/"
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A method of flow control in which a transmitting station may send numbered packets
within a window of numbers. The window changes dynamically to allow additional
packets to be sent,

Switched communication network

A communication network consisting of a network of nodes connccted-hy point-to-

point links. Data arc transmitied from source to destination through intermediate nodes,
Time-division multiplexing (TDM)

The division of a transmission facility into two or more channels by allotting the

facility to scveral different information channels, one at a time.

Token bus g

A medium access control technique for bus/tree. Stations form a logical ring, around
which a token is passed. A station recciving the token may transmit data, and then must

pass the token on to the next station in the ring,

Token ring

A medium access control technique for rings. A token circulates around the ring,

A station may transmit by scizing the token, inserting a packet onto the ring, and then

> retransmitting the token. : ;

Topology

The structure, consisting of paths and switches, that provides the communications

intcrconnection among nodes of a network.
A

.. ""-.,:-_‘: <
Transmission medium
s
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The physical path between transmitters and receivers in a communications system.
Transport Layer

Layer 4 of the OS] model. Provides reliable, transparent transfer of data between
cndpoints,
Twisted pair

A transmission medium consisting of two insulated wires arranged in a regular spiral
pattern.
Virtual circuit -

A packet-switching scrvice in which a conncction (virtual circuit) is cstablished
between two stations .at the start of transmission. All packets follow the same route, necd

not carry & complete address, and arrive in scquence.

L
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AN OVERVIEW OF
THE NETWORK IL5
SIMULATION
~ PACKAGE

B.1 INTRODUCTION

Simulation is an cffcctive way of pretesting proposed systems, plans, or policics
before developing expensive prototypes, ficld tests, or actual implementations. Using
computer-based simulation, it is possible 1o trace out in detail the conscquences and
implications of a proposed course of action.

Simulation is often used as an aliernative to more traditional forms of anaiysis such
as analytical solutions (c.g. closcd-form solutions to stcady-state qucucing models),
numerical solutions (¢.g. 10 differential cquations), or cven Lo scale-model buildiﬂ;é (cg.

for harbors or watcrway sysiems).

The Goal of NETWORK I1.5

The goal of the NETWORK 1.5 simulation 100l is to provide thosc pcople who are
developing or refining computer and/or communication networks with a tool that will let
them study the operation of their proposed system without having to study a simulation

~

language.
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NETWORK L5 is a design tool which takes a user-specified computer system
description and provides measures of hardwarc utilization, softwarc exccution, and

conflicts.

The NETWORK 1.5 softwarc package consists of three main parts: a front-end input
file processor (NETIN); the program that actually runs the simulation (NETWORK): and
lhird. an interpreter of the results of the simulation (NETPLOT). The computer network
to be simulated is described by data structures consisting of Processing.Elements (nodes
or compulers), Transfer.Devices (buscs, fiber optic cabling, cte.), modulce; (softwarc
instructions) and f(iles. Each of these building blocks has a serics of attributes whose

values will be set 10 model the proposed network.

All of the functions rclated to building and maintaining simulation-data-files (de-
scription of the hardware and .softwarc of the system to be simulated) arc performed
by the NETIN program. NETWORK s the programi-ihat reads the simulation-data-file,
builds and then cxccutes the simulation. To monitor system activity as the simulation-
progresscs, four}ccn diﬂ‘crcnl‘rcports A pmv?dcd and can be displaycd on any standard
~lerminal or printer. The NETPLOT prograrﬁ pm\:r_\idcs a time linc status report (post-
processed) showing, for cach module, message, an@‘—:hardwarc device sclected, Lhc_,timcs,ij
at which the device was busy. Output may cover the entire simulation period, or smaller

periods which provide greater detail can be cxamined.

ix
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B.2 SIMULATION COMPONENTS

Hardware Components

Hardware devices are specified in NETWORK 115 by using building blocks bascd on

the functions of the devices being modelled. There are three -funclions performed by the

hardware clements in a computer system. These arc:

= Process data — performed bya Efoé@éihg.ﬁiérnén't-bhi}dihg bisck
*  Trangfer data — performed by a Transfer.Device building block

«  Store data — performed by a Storage.Device building block

These building blocks are powerful cnough to model any device that performs the
given function, since the buflding blocks model a function by its timing. For cxample, o
model a communication link, we nccdzonly to know when 1o send the data.:_md how long
it takes to move, the data {rom source to destination. Whether the technology involved

o

is a fiber optic link or a satellite channel is immaterial.

A Processing.Element (PE) is used to model a data source/sink, a bus controller,

a display, a scnsor which gencrates interrupts, or an entire arithmetic logic unit. A

PE is characterized by its Instruction.Repenoire, Message.Queue.Size, 1/0.Setup.Time, -

Basic.Cycle.Time, Time.Slice, Interrupt.Overhcad and Input.Controller.

Instructions define what a Processing.Element can do. Instructions form a' link
between the hardware (PEs) and sofiware (modules). The correspondence is established
through uscr defincd namés. When a module is exccuted on a particular PE, it issucs

the instructions it has in its Instruction.List by name to the PE, in the order that they
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appear.  The PE is then responsible for cxamining its Instruction.Repertoire 1o find
an instruction definition by that name. The instruction definition contains all of the

information describing the instruction’s type and characteristics,

Transfer.Devices are links connccting Processing.Elements and Storage.Devices.
They are used to move data bclwccﬁ Processing.Elements or between a Process-
ing.Element and a Storage.Device. They can connect as many of these devices as dcsircc;l.
Each Transfer.Device has a user-defined specification giving the transfer speed, transfer

overhcad and protocol definition.

.

N Datz is moved between Proccssing‘,lihlir"r‘lcms over a:'}fansfcr.Dcvicc asa rc_:sult of
a Message.Instruction. A user has to sp;:i;'y the amount of time required to tr:;nsfcr a
word and transfer a block. This allows a uscr to model up to two levels of a data packet
structure by means of a user specificd word overhead time and block overhead time. The
uscr-defined blogk overhead time can be used for adding destination headers to message
packets, adding mcssage checksums, cic.

Thérc are m:;ny pre-programmed protocols which dictate how a Transfer.Device will

actually carry out the transfer of data. These are:

« FCFS protocol (First Come, First Served)
» Collision Protocol

«  Priority Prolocpl

- Token Ring Protocol

» Slouted Token Ring Protocol

| N
+  Priority Token Ring Protocol
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= Aloha Protocol

Storage.Devices contain both user-named files and unstructured storage (calied Gen-
cral.Storage). They havrc a capacity mcasured in bits. For simulations where the file.
structure has yet 1o be determined, files can be read from or written to a Storage.Device's
Genceral. Storage. General.Storage keeps track of the number of bits stored, but not the

individual file names.

Many applications require choosing a valuc at run time from a user specilicd
stausiical distribution. Statistical.Distributions are rclerenced by their user-defined name.

NETWORK 11.5 supports the following types of distributions:

»  Exponential Gamma

«  IEEE Backofl

* Key Lincar

= Log Normal

*  Normal
. Erlang™ P

* Unifom /f:__,;;
':“‘:::_.:?-::H_V_—:_—-—.___‘ _,,____-_,;;;5?"’

e

Messages arc::f_’)mmonly used to schedule and coordinate tasks. A message is sent
W -
in - _ 4 .
from onc PE to anotker over a Transfer.Device as a result of a Message.instruction. When
N . : .
a message is received, it is always filed in the receiving PE’s Received.Message.LisL

Once in that list, modules with that message in their Required.Message.List will contend
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for that message. The highest priority module that has all of its preconditions met will
be assigned the message. In the cvent of a tic, the module that wailed the longest will

get the message.

A message can be viewed as a token. Onc message token can satisfy no more
than onc module’s Required.Mcessage precondition. Multiple copices of the same message

token may reside in the same Received.Message list until taken by a module,

A message is defined implicitly through the definition of Message.Instructions. In the
instruction, a message is described by the Message. Text, and the length in bits. The length

is usced in determining message transmission times over the various Transfer.Devices.

Semaphores are_also used (o schedule and coordinate tasks. Every semaphore has
a count associated with it. Semaphores can be incremented, decremented or assigned a
scmaphore’s count by using a scmaphore instruction. Scheduling a task by the use of a -

semaphore differs from scheduling by messages in that:

1. ‘Scheduling is instaniancous (no mansi

2. All'modules ‘monitgring thezsem

The software componcnts of a system arc characterized in NETWORK 115 as

~

¢ Modules,” Instruction.Mixes, Macro.Instructions and Files.

A module is the specification of a task to be performed by a Pro&cssing.Eleman

 The module description consist of four pans:
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1. Scheduling conditions

Host Processing.Elements options

H

A list of instructions 1o exccule

powoN

A list of module(s} 1 exccutc when this module completes

Each of thesc pants maps into a stage that every module goes through in its "life".

The stages in a module life arc:

ErET

.l- y chcckmg ﬁr&qndiﬁo_ns - cvcw'&lodl;tic_ musl meet’ cc‘;ﬁain_ conditions
. which enable it to run. These conditions are oficn”based on time and.
sysiem state.
2 chucwng a host PE - 10 exccute a module musL acquire a host PE.
- 3: E.xccuung mstrucuons a module cxccul.cs by scqucnually issuing all ot‘_
o the. mstrucuons inits. mstrucuon llSL

e 'l:'Af._'i_:'.-Choosmg succcssors al‘u:r alt mstrucuons‘uj a modulc have cxcculcd e

' :--,f'lthc module is. markcd as. complclcd and any succcssor modulcs arc S

aulomaucally activated.

B.3 REPORTING

NETWORK I1.5 offers a user fourtcen different reports., The reports fall into four basic -
catcgorics:

+  Playback

*  Runtime-interactive

»  Summary
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«  Post-interactive

Playback reponts are solely the result of an analysis of a user’s input data file. They
are produced before the simulation commences and are requested during the interactive
dialogue scssion in NETIN.

The runtime interactive reports are requested by a user when setting up a simulation
run or by seuting the proper global flags for batch runs. These reports follow the simulation
as it progresses. They allow a user to monitor the progress of the system simulated to
ensurc Lhat it is progressing properly. By monitoring t:hc simulztion, it can be immediately
stopped if the simulation is in trouble.

Summary rcponts” provide totals, avgms}cé. maximums, minimums, standard devia-

tions, ctc., for the simulation rui: from the start of the simulation to the time of the report.

They are produced by two different mechanisms. During the NETWORK 115 interac- -

tive simulation sctup dialoguc, a sct of summary reponts can be defined to be produced
periodically during a simulation run. In addition, a complete sct of summary reports is
always produced at the cnd of the simulation. In all cascs these rcports are routed to the

list file. The summary reponts include the following:

»  Processing.Elemenis Utilization Statisticsc

- Instruction Exccution

%
. AN -
*  Transfer.Device Utilization

= Storage.Device Utilization

» Complete Module Summary
Ji
i

= Semaphore Rcbon
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*  Message Statistics

*  Reccived Message Report

APPENDIX B

In order to give an overvicw of the uiilization of the various hardware devices and

scmaphore valucs as a function of time, a post processor with graphical output, called

NETPLOT, has been included in the NETWORK 11.5 package. NETPLOT uses a data

file written during a NETWORK 115 simulation run o produce timeline status plots and

utilization plots on a filc or terminal. The plot range is specificd by the user, and the

plot may be routed to the user’s terminal, a file, or both,

B.4 ANIMATION

NetAnimation brings animated display to NETWORK 1.5 simulations, making it possible

to actually sce the modeled computer system operate. It is casy to define the location,

color and style of cvery device in a NETWORK 11.5 simulation. The animation

may bc advanced a single sicp at a time or can procced automatically; and trace

messages describing simulation activity may be

_NctAnimation uscs the standard plot and listin

N

displayed concurrent with the simulation.

7
g files gencrated by all implementations

of NETWORK ILS as input, so a simulation exccuted on .1 mainframe can be animated

on a personal computer.
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APPENDIX C

AN OVERVIEW OF
THE SIMSCRIPT II.5
SIMULATION
LANGUAGE

i

C.1 DISCRETE-EVENT SIMULATION

+
‘o

—

o=

g

e

Discrete-cvent simulation describes a sys]cm in terms of logical rclationships that cause

changes of state at discrete points in time rather than continuously over time. Examples of
problems in this arca arc most queucing situztons: Objects (customers in a gas station,

aircrnfl on a runway, jo§§ in a computer) amrive and change the state of the systcrﬁ?
instantancously. Statc variables are such things as the number of oi)jccts waiting for

scrvice and the number being served. One could arguc, 6f course, that these changes,
also appear 1o occur continuously.

Things that can go wrong with a simulation arc:

r—

/ : 162

.1")_ .



APPENDIX C

1. Failure o Define an Achievable Goal

e

Incomplete Mix of Esscntial Skills

' __3. '-ZInadcqual_;c Lc'vel“of _Usc‘f;Part.icipaﬁoﬁ"_ :
4. . Inappropriate Level ochtall o

5. Poor Communication
6. Us’.i_né,zﬁe WrongCompuu:rLanguagc o
7. Obsolete or Nonexistent Documeniation

‘8. Usmg an Unverificd Model

9 *Fanlurc W Usc Modcm Tools' and' ’Ibchmqucs lO Managc lhc Dcvclopmcnl of a § L

‘.‘Largc Complcx Compulcr Prognm

‘ ".”‘310 Uamg Mystcnous Rcsults

The Model Structure

Simulation modcls cxhibit many common propertics. Every model has the following

three ingredients:

7 ."mcchamsm for rcprcscnnng arnvals o!‘ ncw objccls.

o ‘. 2 Thc mpmcmauon of whal happcm I.O lhc objccts wu.hm thc modcllcd syslcm

s 3 A mecha.msm for tcrmmaung the. sunulauon

/
~. The Process Concept -

=

A process represents’ an object and the sequence of actions it expericnces throughout its

life in the model. There may be many instances (or copics) of a process in a simulation.
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There may also be many different processes in a model.

A process object enters a model at an explicit simulated tme, its "creation time."

Tt becomes aclive cither immediately or at a prescribed “activation time." From then on,

the description of its activity is contained in the process routine. A process routine may

“be thought of as a scquence of interrelated events separated by lapses of time, either

: ~
predetermined or indefinite. :

Predetermined lapscs of time arc used to model such phenomena as the service
time (deterministic or stochastic), whereas indefinite delays arisc because of competition
between processes for limited resources. In this lauer a case process will automatically

be delayed uniil the resource is made available 1o it
The Resource Concept

Resources arc the passive clements of a model. A resource is used to model an object

i_\ which is required by the process objects. If the resource is not available when required, the

process object is placed in a queuc or waiting line and made to wait until the resource

becomes available.

C.2 PROGRAM STRUCTURE_ Y

. A SIMSCRIPT. 115 program consists of threc primary elements:

:A"'Lmamblc_=glx_tlng tauc:descripti
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Variables
SIMSCRIPT variables arc of numcrous types. Attributes, reference variables, and simple

variables arc only a few of the types available, but they will suffice to introduce the

concepts.

Variables are cither global or local in scope. A global variable must be defined in
the program preamble. If a variable is not explicitly defincd ‘anywhcrc. it becomes a

local variable by default.

Random Number Generation

The heart of any mprcscntauon of random phenomena on 3 o Sempwer is a source of
== C‘

random numbcm In SlMSCRIPT IL.5 a function called RANDOM.F scrves this purposc.

It is a gencrator of numbers which arc umformly distributed on the open interval (0, 1).

of numbers can be reproduced at will mc?cly by initializing the generator function to
the same starting sced. The technique upon which RANDOM.F is based is the Lehmer
tcchhiquc. In this method, a starting.sced is multiplied by a constant to produce a new

sced and a sample. The constant is chosen as a function of the size of the computer word

and thus is differcnt for different architecturcs. Therefore, the same model using random

numbers may yicld slightly different results on different é:omi)utcrs. The starting sced is

—

RANDOM F is referred to as a source of pscudo-random numbers, since any scqucncc

actually a variable which has a default non-zero valuc.” : o~

External Processes

>

Sometimes data ‘are available about an cxplicit scquence of process aciivations to be
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included in a simulation. Sources for such data might be:

Obscrvations of an actual system

Tapes generaled {rom.a computer perfonnahce._ mcés;mcmcnl system

Historical files such as weather records: R

Analogy Between Processes and Events

An event, in SIMSCRIPT, is described by the same triple as a process:

4

 An cvent "nolice” - the data biock containing: pertinent’ information ::

“An c\}cnt_ mqiiﬁg‘:;:' lhc pmgram describinig:the T

instance of the.event, cither at creation time: or: during: execution

particular copy. of (or -iﬁsméﬁ;-dt)* lhccvcnt_

to its environment, and how ‘it'changesthe ‘cnvironimen

A global variable with the same name as lhccvcm—uscdmxdcnufy particul

A process may be thought of as a sequence -of cvents. To replace even the most

clementary process by the cquivalent event code, it will require at least two events 1D

* represent a simulated time delay. ¢
;‘.
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[2] S. G. Popovich, M. Alam, and S. Bandyopadhyay, “Simulation of a DQDB MAC
Protocol with Movable Boundary and Bandwidth Balancing Mechanisms,” in Proceed-
ings, Simulation Mulsi Conference, (Orlando FL), April 6-9, 1992,

[3] S. G. Popovich, S. Bandyopadhyay, and M. Alam, “Simulation of SEMI-JOIN and
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Proceedings, Twenty-Third Annual Pitusburgh Conference on Modeling and Simulation,
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APPENDIX F

SOURCE CODE FOR
THE SIMULATION
PROGRAMS
(SEPARATELY
BOUND)

SR
RIS

The sourcc listing of the DQDB and Hypercube simulation programs arc bound separately

and can be obtained from the School of Computer Science at the University of Windsor.
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APPENDIX G

.~ GENERAL
BIBLIOGRAPHY
(SEPARATELY
BOUND)

A complete bibliography is bound scparatcly and can be obtained from the School of

Computer Science at the University of Windsor.
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