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ABSTRACT

A sample of 300 caaes, for which both leferentzal Personality
Inventory (DVI) and MPI profiles were avalilable, was randomly divided
into two subsamples. The DPI profiles of each subsample were factor
analyzed (é—technique) and factors were designated as dimensional types
on the basis of explicit criteria. _Similarly, the core cases of each
type were selected on the basis of criteria related to the magmitude
of factor loadings. The mean DPI and MMPY profiles for core cases
were computed. Analyais‘or tne matrix of profile similarify coeffi-
cients between these mean DPI profiles revealed that only two of &
possible seven types could be conasidered replicated across samples.
The correspond1ng analyeis of MMPI proflles provided little evidence
| for replipability. Strong evidence was found for type homogeneity but
an analysis of the within-sample rp coefficients between types indicated
that a number of dimeneions weré significantly related. The results
are discussed in terms of the error incur?éd in estimating dimensional

types (i.e. ideal profiles) and a number of alternative procedures’ are

considered.
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/ INTRODUCTION

;,' Classifi;;}ion has been defined as "tﬁ; ordering of organisms into
g%pups (or sets% on the basis of their relatlonshlpﬂ (Sneath and Sokal,
l§i§’ Pe 3)" though v1ewed!hgre\95 & PTOGGSBs it should be noted that

the'tgrm cle 31ficat10n has also been used to refer to the end result of

" Ao i SN )
'K\.this.s. 88, that is, the result of classification (i.e. process)
Do M et ' : B
%E%Ei ) ion (i.e. system). Any classification system is of course

close&& felﬂteﬁ to the general developmenf of the science within which ’

/ it is-émployed. ﬂﬁjp ﬁpecifically, the Jredictions and scientific generali-
& -~ ’

e ) . '.
2§§io s made feagible b}'appropriate|%iassification both linit, and are

5
limited by, the developments of sélentlflc knowledge and techniques.

:The enare (in fa ~ many methods of élasszflcation anﬁ each varles in

appro riateﬁess funcxig? of the SClence within wh;ch it is applied.

In recent5f‘ars there have beeg numerous deyelppments in the methodologa

Ny,
of classificatlo or&examg}g,xln the field of biology, Sneath (1964)

has recen%lx’pé:§:;§; a classificatign system Qgsed on the similarities

of the recorded phenbtyﬁiﬁ“characteristics of ‘those organisms to be grouped.
This scheme was propoéed a3 an imprqvemént over the traditional biologicai

clessification system based on nebulous evolutionary factors.. Our present

concern, however, is with the classification of psychological disorders.

Classification in ?aychqpathology

| When‘viewed in the light éf‘prevailing diagnostic-procedurea the
éxisting classific&;ion system for psycholo;ical disorders - that 6f
the American Psychological Association - mst be reg;}ded aé largely
hadequate. The aystem itself was not devgloped on the basis of any

RO

~ - -
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- tation but rather emerged from prevailing schools of clinical_thohght

Kknowledge of etiology (Eysenck, 1970) or rigorous empirical documen-

v

-
-

(Lorr, 1970). As a result it is poorly oo-ordinated as well as unreliable
with characteristically.;ow claseification rates (Lorr, 1970) and sﬁows
little, if any, correspondence hetwéon disgnosis and'ﬁreatment_(Eyaehck,
1970). The system‘s lack of validity (reflected by itse' low reliability)
has not been a major issue until recently due to a 1ack of concern with _
empirical testing of hypotheses related to dlagnoses. In addltion there .
has been a failurehto state such hypotheses in an ompiridally testable
ranner (Eysenck, 1970).

Even on the basis of this brief crit;qﬁe' it is apparent that the
lack of a jore strictly empirical appioach in the field'of poychopathology
has led ﬁo;uhat Eysenck (19?6) succinctly refers to as ". . ..a rather
dismal picture in which unreliable, invalid, largely arbitrary tests are.‘
usod to arrive at unreliable, invalid, largely arbitrary diagnose; which
are‘irrolovaot to the me;hods of treatment to be uoed, methods which in
é;rn are quite ineffective (p. 170)". Such crifioioms are of course not
directed to tho basic philosophy of clas;ification but rather towards
the shortcomlnga of the existing dlagnostic aystem. As was mentioned
wlth/f—&ards to the science of biology, al#!inative and hopefully more
appropriate approaches to claaaiflcatlon are rapidly uggergoing deve-
lopmén%;, Likewise in the realm of psychopathology there has been
an incressing number of proposed dlagnﬂstic schemes (Nahrer, 1970},

S gl

Morf and Krane (1913) have discussed the easentlal cbaracterlatics of

N such ?ystems and it w111 prove useful to consider their analysis at th;s

“h
point. This will eggble us to examine the alternative posslpllities and

L



to clarify the approach to classification which w111 be adopted for
' nurposes of the present study. _

Morf and Krane (1973) point out that any diagnostic system involves
two.main componentss; namalj; classification and idenfification.‘ The
former is said to iﬁvolve a set of personality dimensions or a set of
categorles or types thle the latter is the method of assignlng new cases..

, |
Each of these components in turn encompasses two steps, these belnb,
1) data gathering and 2) the application of a procedure of one sort or
another to the data which will yield dimen;ions o£ categofieé, or in the
case of the second.compopént,.patient assignments. B - \\3

Each of the four steps characterizing ény diagnostic system involves
either a formal or informal procedure (Morf and Krane,.i973). (A fo
procedure is defined here as one characterized by an expliclt aset of
"rules based on an explicit ratlonale) An example of_a dlagnostlc scheme
cnaracter;;ed by four informal steps is tEe_traditional case where, for
instance,‘; clinician might diaéﬁose a patient as a 'paranoid schizophrenic'
on the basis of his'respénse using Rorschack irk blots. Procedures invol-
ving a combination of formalrandlinform&l steps; on the other ﬁand, are
exemplifigd by those diagnostic systems contrasted iﬁ_thé wéll documented
clinical versus actuarial:debate (eg. see Yeehl, 1954; Sines, 1970).
Finally, = recentlstu&y by Ca} éon (1976) provides a good -illustration
of an attempt to daveiop a di : ostic syétem involving fbur fdrmal\steps.'
‘Using DPI scores as “input thig author obtained categories based on the
: work of Guertin (1966) and assigned new cases using a set of élscrlminant
fUnctlons. . / ,

_i Given the;q alternatives, which diagnoéf%c sigpgg‘can/péﬁkeganded
| T e

[y
;
. ;o .
- B ( o - . <
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as the most appropriate(and why? It is apparent that the traditional and
"clinical' approach can be seriousiy guestioned as far aa‘reiiability and
validity are concerned (See Brody,_1972). The so-calléd '‘actuarial' method
on thé otﬁgr hand would appear to more closely apﬁroach a viable disgnostic
system. There‘are in fact several. pre tly available commercial proérams
(eg. Roche, MPI Computerized interpreta ion Service (Fowler, 1969);
Institute of Clinical Analysis (Dunlop, 1966)) utiliziné this approach to
provide clinicians‘with diaé@oses.: The procedure employed here is forpal

in the sense that the MPI - & test with known psychometric. properties as

well as g standard Administration and ascoring procedure - is used to form

categories and assign new cases; the latter being performed onlthe basis
of an expliéiﬁ set of rules. The informel step in this pfocedure is to
be foﬁnd in the method employed'in the formulation of diagnostic cate-
gories: These categories, at leustﬂwith regards to those programa pPro-
cessinngMPI detga, have emerged priﬁarily from ciinical theory. Because

the procedure employed here is completely.autometed, disgnostic reliability

cannot be questioned. It would appéar, however, that the issue of vﬁlidity

has:hot been properly dealt with. This becomes quite apparent when one
considers the low validitj and reliabiliiy of thé MMPI (eg.lCureton;'l950;
Huhnallx, 1967; Bentler,,Jackson and Messick, 1970) as well as the varia=
tions of assessment printéuts from different commercigl programmes (Dahlstror,
Welsh and Dahlstrom, 1972). ' |
It would appear tﬁat a completely formal procedure using psychometri-

cally sound and rationally developed personality scales would be the most

‘appropriate method to be emplo&ed. ‘Such an approach to the problems of -

. classification and identification has a number of advantages, namely,



. 2 |
1) the issue of diagnostic reliability is no longer of consequence, 2) the
problen of diaéncatic validity is taken into account and 3) as Morf and
Krane (1973) propose, a formal approach permits one to utilize the sophis-
 ticated mathemati?éland computer ygchnology how available.

As noted earlier, the viability of classification system depends

on the general level of development of the scienc® within which it is found,
It is hopeds that the present study, through the utilization of more recently-
aﬁvanced ﬁz;chometric,m&thematical and computer technigues, will contriﬁute
to that body of research related to the development of a valid and relisble
classification system for psychopatholbgy.

The Catego;ical-agg Dimensional Modeig

Having selected a formal approach to classification, the choice remains
as to which of two.ezlternative models‘the syatem should be based onj Qpeci-
fically, ahouiﬁ an attempt be made to derive categorical or dimensional
types? |
| Historicglly, the categorical model can b& traced to Hippocrates'
theory of humours which led Kant‘(cited in'Eysenck, 1970, p. 172) to pro-
pose his description of the four temperaments, - Theae'tempgraments - the
sanguine, melancholic, choleric and phlegmatic - were considered by Kant

to be independent, categorical types into one of which any individual

could be placed. The possibility of an altemmative s ten of classi-
- l - :

fication did not arise until 1903 when.Wundt (c.ited in Ryseﬁck, 1970, p. 172)
proposed &, quantitative dimensional scheme in which ﬁébple could occupy eny
position and any combination of posiﬁions on two dimeﬁsionsf Hﬁndy's systeﬁ
was therefore distipctlyQzen-categorical in the above sense aﬁd did‘noﬁ

imply discontinuities and blmodal distributions.

o
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In essence,.Hippocratés, Kant and Wundt all appear-to have proposed
that if people are ﬁbserved in some 'quantitative' manmer it will be
found that some combination of characteristics has-a greater prSEE?illty
of appearing in the same inQ}v1dual than other combinatlons of characteris-
tlcs.; The categorical and dimensional models_can therefore be considered
to be "face and obverse of the same descripéive system (Catteli, 1970, p. 40)"
as any object can be described through categorization or by listing measure-
ments for it on & set of attributes, i

In selecting a model for purposes of;zpe present analysis, it will
first be useful to briefly examine the opposing positions held by_Cattell
and Eysenck., Cattell, Coulter and Tsujioka (1966) argue that categories
"accord with reality" in that.nature creates modal combinatioms of charac-
teristics particularly suited for adaptation end survival, Categorical
or species types are defined by Cattell (1966) as "the central profile
- tendency found in a defined subgroup of a population which is meaéurable
on certain dimensions-(p. 290)".: Species types are fggg/dzfined here in
the sense that biologists use the term. x

Cattell's (1966) main argument in favourrof the categoiical model
rests on its superiority in the prediction bf'critérionf$Z;iables. Speci-
fically, psychopathologicai type membership is viewed as a moderator vaiiL
able in the predictioﬂ of behaviour from a particular sét of attributes.
If this is in fact the case, then predictions from a strictly dimensionail
model will, by necessity, be more difficult aﬁd.less precise.

Cattell (1966) sees polar or dimensional types as "the oppoaite

extremes on a normal distrzhution of scme deflned trait (p. 289)". He-

suggests that no one is in fact found right at the extreme poles and even

1
i
i
|



if this were the case, only two individuals could be designated as 'in' _' "
this type; The only alternative, Cattell (1966) argues, is to choose

some arbitrary cut off point for inclusion in a type but he proposes that

it would be more appropriafe to siﬁply as8ign indivi&uals:é_qpore-on th .

various dimensions.

Eysenck {1970), on the 6ther hand, vieéq the dimensioﬁai_model as
the most viable basis of a classification system. ~W’ithin the confext
of BEysenck's scheme the temm tyﬁe is used not as a categorical aorti;g
of people but rather as a “éupraordin&te-concept implying empirical
correlatlons between tralts, which are: the subordlnate concepts (p. 173)“
Eysenck (19?0) feels that the categorical model does not accord with
reality but has in fact become common in psychology due to a "slavish
fo%lowing of me&icai practice in a new and possibly different fiéld '

(pe 172)", n . -. J

In evaluatihg these opposing poéitions let ﬁg first list some Qf
the more apparent disadvantages of the categorlcal model as advocated
by Cattell. These are: 1) categorldhl types invite errors of classi~ '
fication (Zigler and Phillps, 1961; Cattell, 1970), 2) they create the

1llusion that = peraon has been explalned when he has been labelled

. (Szasz, 1957), 3) such labels change the patients selprerception and

cause him to comform to the modal behaviour of the type assigned (Meed,

1954), 4) classification based on the categorical model forces ome to

keep a large anumber of types in mind (cattell, 1970), 5) t?ere exists (;

the possibility of neglecting to recognize the individual's attribute
deviations within the type itself (Cattell, 1970), 6) there is some

difficﬁity iz separating the pure absiract type concepts themselves from

) 1



_ 8
one another (Cattell, 19?0),.?) the assumed equivalence of psychologicel
and ‘biological principals of adaptation and survival may not be justified.

Cattell (1966) has proposed that the a;cumulation anégz;abéquént e

utilization of categoryaspe;ific knowledge és well as the presumed impor-
tance of psychopathological type as a;moderator ;ariable in fact outweighyﬁzw’ ,
the disadwantages of the categorical approach. Most of the above criti- | S
cisms, it is trge, can or preéumablylwill be dealt with adequately within
the context of the model (see Morf and Krgne, 1973); -However, as will‘

" ¥e discussed bélow, certain‘asgectg of this épproach are questionabl?

and the dimensional model may in fact be more eppropriate for the problem

at hand,
Fifst, can we correctly assume that the prijeciples of-adaptatién
derive& from the science Qf biology exiat and /AApply in the same manner
in the realm of psychological disorders? Infother.words, can we assume
' thet species types as desoribed by Cattell eist and if so will this

.conceptual framework prove useful as the bagis of a classification system?

The question of whether or not such/species types exist in psycho-
pathologyfis of coufse en empirical rather than philesophical one. The
awailaﬁle reseaxrch to date, altﬁough ttedly generall&-lacking'adequate
* hethodoXogy, h;s in fact produced no ciear cut evidence in favour of &

categoriéal approach (Cattell, 1970). - hermore, it must be remembered

in psychological disorders there is) an absence of specificity (in
sharp contrast to ical illnesses) and of distinct etiologies. In
addition, it has not been established that different disorders require

different treatments, (Szasz, 19 of these factors would appear

to argue against the viability of the categorical model. shOu;d‘also



| 9
be noted here that the concept of-a categorical type in the sensé of a «
diagnostic grouping became ﬁrevalent in psthology as a direct congequence
of the medicel model, ' In the medical field, as Oppose;. to the paycho- N
logical, a diseéase uauélly involves a single majoxr syndrome meking it
possible to establish & stabie, WQrkaﬁle model whigh can be applied = -
uniformly. As Guertin (1966) notes, "psychologists must assumg that f/”’(
a number of different models will be required to describe the members

of a single diagnostic group . . . the notion of an isomorphic correspon-

-

’

dence between pseychistric clasaification'éhd symptom pictures may Be a
convenient ;implification but it is unrealistic (p. 151}". While the
dimensional model inhexently'fenders the description of individuals and
the predictién of criteria more compiex (Fatfell, Coulter and Tsujioka,

" 1966)., it may in fact be more appropriate for classification i?.the field
of psychopathology. o

-~

) 5 : -
The categorical moda% is based on an Aristotelian mode of thought

-in the sense that any predictions of an-individual's behaviour (i.¢3°
behavioufal symptom syndrome) are syllogistic; that is, they are base&ﬁ\\\\\d/
.on groﬁpvmémbership. In:contrast; the dimensional model ié Gelilean as
heré ﬁehawioural predictions are made on the basis of the correléﬁion of
attributﬁs. For example, in terms of the,latter model one mightgpregict
© a- highly anxious response pattein‘on the E§§is of an individual's high
score on a secale ﬁeasuring 'neurosis’', . |

The Aristotelian approach has been criticized by Cassirer (1953)

who argues as follows:

r

» » » 1f we call the number of properties of
a concept the magnitude of its content, this
magnitude increases as we descend from the
higher concepts to the lower, and thus dimi-
nishes the number of species subordimate to

o
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the concept; while when we dﬁben@'to the

higher genus, this content will diminish as

the number of species is increased . .-. the

most genmeral concepts we csn reach no longer

possess any definite content . . . and if the

final goal of the method of forming conceptis

is entirely empty the whole process leading .

~to it must arouse suspicion (p. 5-6)",

A categorical system then, gy its very nat&re is to some extent indefinite
an& ambiguous. The Ihttér stems from what cassirer‘refera to as "the
ngglect of the‘partiéular cases from which it stafts and the annihilatizn of
their peculiarity (p. 6)". It should be noted here that Cattell (19'70)' has
recognized this probleqfwigﬁ regard to categorical groupings of psychological
disopdefs and has in facf recommended the dimens}oﬂalization of types once
they have.keen established. As hgé been discussed hoﬁever; there is no
convincing Treason to‘believe that psychopathological species types exist
in the }ight of the available empirical evidence. It would appear, there-
fore, that the dimensionalizatioﬁ of subgroups derived oﬁ the bagis of ﬁny
one of a number of quantitative criteria (vie clustering technique) may
in fact lead to a‘very confusing.étafe'of affairs,

In the,pe%sonality field, dimensionality rather than categorical t;pe
éroupingﬁnhhs generally been accepted as nearer reality (Eysenck, 1970} .
With ;ggard to psychopathological disorders, the factor analysis of attri-
bute spabe-has provided strong evidence (eg.,see Trouton and Maxwell, 1956;
Eysenck, 1960) for a two-dimensional (i.e. stabilityapéuroticism, stability-
psychoticism) theory. A not §o‘apparent gltefnativa, also baseh on:the
dimensional model, is the f?ctof anal&ais of ;people-space' which would
yield a.ﬁisﬁinct, pﬁsaibly more useful diﬁensional system. Rather than

abstract veriables serving as reference axes as in traditiomal factor °

analysis, the factor analysis of people—spéce would yield ebstract patient
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typeé'(i.e.‘”ideal' profiles). Thisfisaue, howeve:, will be discussed in
greater detail at a later point.

In light of the above diac;ssion, the present analysis was based on
.a dimensionsl model as applied £o person rather than'attribute Space.
Our main concern here related to the degcription of the types obtained
as 0ppoae§ to a description of individuals.

Selection of Imput Variables

In order to derive psychologically meaningful dimensional types, it
is apparent that careful consideration must be given to psychological
j variables selected for the analysis, In this regard, Morf and K:aﬁe (1973)‘
point out that ", . . the domain to be sampled by-inpuﬂ variables is thet
of psychopathological tendencies {p. 297)". They recommend that self-
réport inventories be employed, basing their preference on two factors,
namely, 1) gelf-report megsureéiare administered in a stendard manner and
can be mechanically scored and 2) because they are based on formal test
theory one can eialuate validity and correct for acquigscence and qocial
desirability, Morf and Krane (1973) specifically sﬁggépt the use of the
DPI (Differentisl Personality Inventory), (Jackson and 6arlson, l973) and
it is this measure which was employed in the present stu¢?.

The DPI has g number of characteristiocs wﬁich make if\a good classi-
ficatory instrument, First of all, it was developed on the basis of
recent. research in personality aasessment. The test itself was formulated
through the utilization of & sequential method of scale constructlon with
large, substantively defined item pools and a series of. item anglyses to
_ increase the homogeneity of scales, feduce the effects of desirability

response bias and to develop mutually independent trait scales. Secondly,
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the convergent and dlvergent validity of;the DPI have been demonstrated
a8 has scale reliability (Jackson and Carleon, 1973). Conszdering its
method of construction it would appear the DPI establishes the domain of

psychopathology and accounts for that domain in a parsimonious manner.

‘Selection of & Similarity Index ‘ . x‘\ .

|
In order to derive the significant dimensions of people-space a ‘K
quantitative index of the degree of similarity between cases must be \\
employed. The basic element in this type of index is a series of dif- . \
ferences d1, d2 . . . d) between any two people on the k elements of a - \
profile. In the present analysis we are interéﬁ%gd in the degree of \
aimilari£y between cases over the 13 scales which constitute the DPI \\
| profile, |
Any two profiles may be considered to have separate degrees of >
resemblance in shaﬁe, elevation and scatter (Cattell, Coulter and Tsujioka,
1966). Although there has been some debate regerding the importance of
each conponent as a function of diagnostic cﬂrcumatance (see Guertin, 1966},

\
it is now generally accepted that all three components mist be taken into

\'aceount in & classification procedure. There are two types of aimllarity
indices (d.e. correlational and distance 1ndicee1 and, at Fhis;point,-the
advantages and disadvantages of each will be considered. |

A8 an index of profile resemblance the correlational coefficient
wouid appear to be the‘legicai choice, This measure has been critici;bd
by & number of authors (eg. Cronbach and Gleser, 19533 Guertin, 1966),
bowever, on the grounde that;it takes into account only shape and neglects

'simiiarity reflected by elevation and scatter,

When one considers that a Profile is in fact nothing more than a -
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vector in mathematicalltermé, an alternative approach td the measurement
of similarity becomes appérént. Specifically, one can consider the calcu-
lation of profile distance in a &efined factor space based on.Pythagoras'
tﬂeorem. A number of distance measures have been proposed (eg. Sokal, 195i§
Mahalapobis, 1936) but most indices of ihia type can be criticized on thé
grounds.thatlthey overemphasize the elevation component while being less
sensitive to shape (eg. see Cronbach and Gleser, 1953; Guertin, 1966) .
This being the case, two profiles with opposite shape wili yleld a sﬁﬁll
d if they are at the gane level and the variance is small. Host distance
measures (eg. Sokals £1961) widelj used taxoromic distance meesure) have
two additional disadvantages, namely, 1) the magnitude of 4 is not com-
parable across different scal?ng metrics for variasbles orﬂfactofs.agg;
2) they do not distinguish between oblique and orthogonal facfors (C;ttéll,
1966). ' | |
In aﬁ’attempt to éircumwent a qumbér of these difficulties, Ca£tell

(;966) developed the distance measure rp'whioh for continuous 6rthogonal

-variables is computed as follows:

TR -%Edz (iy)

- rp(iy ) = ‘
' 2
E;k. +§§:d (}y)
. . . where: K = the number of dimensions imvolved in
’ comparison . T
‘ d = the difference in standard score
\ L units betweel'the individual's i
and J on each of the successive
dimensions '

"By = twice the median chi-square value
for k degrees of freedom
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.Cattell (1966) recommends ‘the use of this coefficient as an index of
similarity because 1).it takes account of tge ‘metric! aﬁd 'numb;r of
dimension® inéompnrabilitieé mentio?ed sbove, 2) it allows one to compare
the obtained d with the megnitude to be expected by chance (see Horn, 1961)
‘and 3) it behaves eg. as regards distribution, in basically3the same way
gs the corfelationai.coefficient and can thersfore be evaluated in the
same manner. | c _— .

In the light of its numerous advantages Tp was chosem as a measure
of profile himilarity for purposes oé,the present analysis, Cattell (1966)
Sgs deveioped,an extension of the rp'forﬁula'cited above which allows one
to make all waﬁcea for 1) oblique variables, 2) differential weighting of
variables, nd 3) unequal validity of thélscalea. The relafive independence
(Trott and Morf, 1972)_and established vali@ity of the DPI scalces (Japkson
and éarlson, 1969) as well as_their rational b;ais of construction, however,
permitted ﬁhe computation of Tp in terms of equally weighted orthogonal
va&iaﬁies, " | . | '

It might also be noted here that rp is noﬁ-Euclidean and as such the
—inter—ﬁrofile distances cannot be handled-by Pythagoras!' théérem. This
provides no real problems for the present énalysis, howevar, as will be

‘discussed at & later point,

§-Technique Factor Analysis and Dimenéigpal Types

Historically factor analysis is simply an elaﬁoration of thé under-
iying logical postulate of all cor:elational methods viz. Mills' method
of "comcommitant vafiation". Yi# conventional factor anelyeis an effort
is made to discpver the dimensions or hypothetical factors which need %o

e postulated in order to ageount for thE interrelationships émong the
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veriables being analyzed. The core features of the factor-snalytic model
are a) any particular observed variable is usually to be considered
accounted for by several factors and b) fadsors'add up in Fhéir influence

g

oh & varisble. This quantitative relation is expliSitly stated in the

R
specification equation: - : *

ajj = by Tig + byo Tog o« o Vg Ty
wherez. 313 = score of individual i on variable J
.bjk = weight of factor k for variable J
' Tyy = factor score of individual i on fggtor k-
A -particular iﬁdividual's_variable acora, therefore,'is a linear function
_6f the weighted factor scores.
Conventional factor ;nalysis, then, examines the correlations among
variables, i.e. the correlations caleulated between all possible pairs
of columms with people serving as rows and variables as columns.
Stephenson (1936) and Burt (1937) initially suggested the possibility of
transposing the data matrix before computing 1ntercorrelation3 and factor-
analyzing them. The transposed rows thus become columns and the inter-
correlationé between columms are intercoxrrelations between paople.‘ This
method has been variously referfed‘to as pranspose; inverted or Q—gactor‘ _
~ analysis and it serves to explicate individuals in people-space. Within |
. the context of the limear factor model then "it is quité reaaongblé to
conceive of 'peraon.factors‘ as ideal’fxp g and the factof loadings as
indices of relatlonship of 1ndividuals to several ideal types (Overall
and Klett, 1972, p. 203)“
Burt (1943) has suggested that there is a high correspondence bhetween

“the fabtors produced by conventional 3ﬁd Q-factor mnalysis while Guertin
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3 (1971) proposes that the number and kind of .trait and type ;lotora will

differ significantly.| Thz latter author points out that corresponding
factors will be found only wben certain rigld condxtlons are initially
imposed upon the correlation matrix. When considered in this light,

Burt's (1943) proposal is mathematically interesting btut of little

practical importance in terms of the present analysis.

A number of aﬁ;ﬁb

s (eg. Nunnally, 1967; Guertin, 19663 197k; Overall

and Klett, 1972) have recohmended the use of G-analysis as & method of
grouping individuals in the| categorical semse. Cattell (1966), on the

other hand, suggests that Q-technique is properly a method of determining

f
dimensions, a position based on

e commonly held view of factor analysis
lanatory procedurs (Morf and Krane,

' AN .
1973). In line with Cattell (1966), Morf and Krane (1973) recommend the

use of g¢lustering procedures for detefmining categorical types on the

" grounds that this method "is taxonomic and descrlptive in the sense that

it does not proceed to a level more abstract than that of the data them-

selves (Morf and Krane, 1973, p. 299)".

Guertin (1971), arguing in favour of Q-tectmique as a categorical
grouping method, cleins that Cattell's criticisms may stem from his
earlier work using this procedure in which he employed the correlational

coefficient. In sddition, Guertin (1971) suggests that Cattell may have

over reacted to Stephenson's (19%6) early, extravagent claiFs'for Q-analysis.

. In support of his position Guertin (1971) reports the results of a factor

analytic study in which four type-factors corresponding to four sﬁip
classes (i.e. carrier, destroyer, submari?§>and frigate) were found. The

analysis itself was performed on the intercorrelations of 29 ships across

&
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12 measures (eg. displacement, length) and‘yieldéd a correct type olassi-
fication for all ships taking the highest of the type loadi as a basis.
Guertin's - (1971) analysis would appear to support the nqti '%Eht
thechnlque isa viable procedure for determining categorlcal types if
such types are clearlf diat}nct and where type membership is of maaor
. 1mportance in determlning the observed variance pattern. In this study
it is apparent that the'e;perlmental data employed 1endfthemselves to an
analysis producing a correspondence hatweén factors and clearly‘défined t*\\\
ucategorical types. If the variables employed vere those samplxn; the
domain of psychopgahology it is quite posalhle that the extracted 'person -
~\\\\\_If_—F‘factORs' would not necessarml?iiLrve to deflne the centroid of any such
: categorical group. Futhermore, if species types do in fact’ exist in
" 7 psngfpathology but are not of & truly distinot néture, Epe factof analytic
' approach mlght be cr1t1c1zed on the grounds that it serves to define types
such t ‘they are‘"more,dlstinct from one another than cluster nuclei
5 dbrgved from other metho{ls (Overall and Klett, 1972, p. '263)" " The
extent towrhlch specles truly overlapjaight therefore be more clearlJ
dlaoerned\%y the clusterzng technlque recsimended by Cattell (196%)
Overall and Klett (1972) have/alsof recommended the use of Qeanalysis
for “the study of natural group:/né[ amgng individuals (p. 201)" Although .
‘these authors do speak of clus ering' individuals into groups in whet . La
might be regarded‘as the categorical sense, they clearly recognize the x
role of factor analysis in dimensionalizing people—apace. In )hls regard
they suggest, however, that "given a reasonable simple-structure solution,

most individuals will, relate prigkrily to only one ideal type (Qrtype

factor), although some indlviduals will be recognized as complex (p. 203 )",
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- In tye preseﬁt apalysis an app:;ach simi}q;‘to that advocéted by
theée datter i&%@%tié&toré‘(i.e. Ovefall*andeletf, 1972) was adopted..
Io presumption was made here, however, that extracted-factors corraespond
;fo categorical types.l Rathef, types were regarded simply as ‘'person
factors' which could be used- to expllcate an individual case.

Q,Factor Analysls of the Tp Hatrix :

Y

Tﬁe_procedure of factor anmlyzing rp'coefficients has been critipized
5y Kunnally (1962) on the basis that any rp matrix.is non-Gramian, We
shall attempt to illuastrate here, however, that this position is unfounded
and that the above procedure is in fact mathematlcally permisaable, |

A Gramlan metrix is one which can be expreaaed as the product moment
of a métrix (Horst, 1965); that is, S is a Gramien matrix if § = PAZ PY,
. ;wheéé‘ﬂkis_a,diaéonal matrixiand P is an orthonormal matrix (i.e. whére

PR I). In terss of & factor analytic solution, because XX' = PAZ P!
(qust; 1965). and XX' = R, (Harman, 1967) it is also true thet
S=p D2 P = XXt a Ry where S is the original cofrelation matrix, Ré"is
the reproducéd, reduced corielation matrix, and X ig the orthogonal factor
Josading ﬁg&rix. It is importent to note here that the abov;'eqnation
will hold in a factor analytic solution oniy wﬁen 1) communaiities are.
found as the diagomal eléments of S or 2) when unities condtitute the§
'Q;agonal elements of S (propgrly termed a principal components solutipn)
but here S = P’ﬁﬁ? P' = XX' = R where R is the reproduced (mot reduced)
corrélation matrix. The weakness of Nunnally's {1962) position becomes
apparent when one considers the mathematically permissible procedure of
factor analyzing a correlation matrix where communality eetimatea are

employed as diagonal elemerts, In this case S is in fact a non-Gramian
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matrix and § # P A2 pr £ xx0 4 Rce In.the light of this discussion.it
is clear that the factor ;ﬁalysiﬁrof an T, matrix is permissible although
g}h wouldhggf_gfpﬁdé e mathematically elegant solution (Baumann, 1971)

(i.e. where 152—220). ' |

Selection of & Method of Factor Rotation

In order to obtain reasbnablx accuréte deécriptions of %he derived
 dimensions, it ﬁaa_necesaary to perform one of several possible rotations
~on the initiélly obfainqd-factor matrix. The factors gdund in this

initial matrix asre of éourse'extfactéd in théir ﬁrderrof impo?tance (via
the principal axis method) and were not characterized by the.high persan
loadingé necessary for type interpretation. What was sought here then '
was & 'simple;structﬁre' solutidn‘ih the sense that there are certain
individyals:loading quite highly on each facfbr.

In choosing betwéen the orthogonal and oblique methods' of rotation
one mist consider thet both me?ﬁbds lead to éssentially the same conclu-
sions about the mumber and kinds offfactgiiz_ Bepad;e of its relative |
mathematical simplicity, howevef,,the former was selected for use in the

s
ytic method cho%en was Kalsers'

pfesent analysia. The pgrti
© (1958) varimax solution whidh serves to maximize the sum of vériancea
.. of aquared loadings in the lumné’of*the f:cfor matrix. This method
ialwiﬁely used ‘and has proven successful when employed as an analytic -
apﬁroach in obteining an orth gongl rotation of factors (Nunnally, 19675.."

Correction for Arbfirary Profile Nlevation

4s is the case for most psychological tests, the zero points of
DPI scales must be regarded as arbitrarily fixed. This being7tha case,

the raw-score profile elevation is also arbitrary and must be correated



to reflect true profile-elevation,

In the present analysis profiles were standa:dizéd (for purposes
of/pomputing pp) which in essence moves the origin of multivariate
space to the person centroid (Overall and Klett, 1972) ~ Although this
procedure wes suggested by Cronbach and Gleser (1953) as & method of
correctlng profile elevation it has one drawback; namely, it reduces
the rank of the Q matrix (i.e. the r. matrix) by 1 such that the nunber

e
of ideal types defined by factor analysis is, in genersl, 1 leas than

the number of variables :epresented in the data {Overall and Klett, 1972).
| It .should be noted here tﬁat the number of profilé~elements cor=
responds to the maximum number of possi lé types'yhich‘in turn iepre-
sents the rank of the rp matrix and Klett, 1972). In the
present analysis, therefore, the rank of the rf matrix was reduced to
12, It would appear reasonable to assume here, however, that 12
- dimensions (rather than 13) would adeq\stely acoount for the domain of
psychopathology, thns justlfying the procedure employed..

Skinner (1972) has‘suggested that the firat factor extracted in
" such analysig will érimarily reflect elevation and, as such, the variance
of this factor should not be distributed across other factors via rota~
tion; Incofporatiﬁg this prdcedure within the-context of the present
analysis iﬁfolved rotating only factor 2 - 13 and adjusting loadings
on the first factor in terms of the proportion of variance accounted
for, (First factor loadings were divided by two in light of the fact
that this (unrotaxed) factor.-hzad an eigenvalue whlch_was, on the average,
four times as large as the eigenvalue.bfsfactors 2‘-'13 followiné roéa#

. tion,) Although this progedure shifta the origin of multivariate space
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éo the person céntroid (thus resulting in the lésa of one possiblé type),
it would appear %9 limit the effects of arbitrary elevation in detérmining .
types. | A |

Criteris for Selecting 'Core' Profiles

Overall and Klett ('1972) point out-tl;at "factor variates in the

usua; R-%ype analyeis aré'defined as the ﬁeighted functions of the
original multiple measurements, hj direcf'analogy the !ideal types' can
be defined as the weighted a#erages,of profiles‘for individusls (p. 203)"-
‘The problem of defining-dimensional-typea éan'of courag.also be approached
(although somewhat less elegantly) by simply computing the mean profiles
of.'core' cases;'that is to say, thoée individuals with relatively high
loadings on a particular factor type and relatively low lﬁadiﬁgs on
irrélevant factors.

In accordlwith a formal approach to ciéésifiuation, individuals must

be ‘included' within a particular type on the basis of certain explicit
criteria, T@é set of 6riteria émp%gyed within the context of the present‘

aﬁalysis were as follows: ~

1) Bach subject was included in a particular type on the
bagis of the highest factor loading obtained, if, and
only if,th;s-loading was greater than or equal to .30.

2) Each subject was included in a type, if,. and.only if
the difference between the squared loadings on the
relgvant factor (i.e. the highest loading factor) and
the most significant irrelevant factor (i.e. the '
second highest loading factor) was greater than or
equal’ to .09 ‘(the lattéer representing s proportion
of the variance corresponding to a correlational -
coefficient of .30).

3) A factor was designated a type, if, and only if .
‘it included 5 or more corzﬂgéfes. ‘ :
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In order to clarify how these eriteria were utilized; a description flow=-
chart is presented iﬁ Appendix A,
The Description of Exées-

Qéanaiysis.of DPI profilé with orthbgonal rofation was expected to
generate factors such that individgals 1oad;ng highly on each would
exhibit similar perspnality characteristics which differed frém the
characteristics of those individuais loading highly on oﬁha;%53;: T8,

Such factors of course represent ideel types and the aim 6f thp des-
'criptive process to establish the 'idesl profile' for egch type. Accor-
dingly, once the 'core' cases were selected ﬁn estimate of the ide&l
profile was obtained by averaging the DPI profiles of these individuals.

An additionsl step in the deséripéipx_z of types was to investigate the

effects of sei, age and a number of qther intraqsamplé variables (eg. inpatient

v8. outpetient, therapy vé?’h n-therapy) as related to high type loadings.

Dimensional Ty

e Replicabilify and Homogeneity

In additibn to beiné descriptive, factor analyéis is ipferential in
either the paychometric or statistical sense (Kaiser and Caffrey, 1965).
In the ﬁrasent hnalysis statistical inference'is'of importance; speci-
fically, we wish to determine the éxtent to which the dimensions dérived
‘using the present sémple apply tﬁ the population of individuals charac-
f;rized b& psychological disorders. The confidence with which such
inferences can be made is contingent on the degree tp waich factor type
replicability and homogeneity are established.
| As Horn (1965) points ouﬁ, rotated factors are even more likely than

.unrotated factors to reflect éa pseudo-structure due to chanca". This
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view has been support=d in_a numﬁér of investigations (eg. Jackson and
Morf, 1973) where random data were factor analyzed and appeared to yleld
%%m ingful' iesults. Conéﬁdering the nature of the preae;t analysis, it
_ is;claa;'that any set of derived dimensional types may appear géia function

of égépce f tp;s. If factor type replicability over two samples can be
demonstratedy however, the role of such factors is less likely to be of
importances _
| Rep icability'uas evaluated by computing the.rp of mean DPI und
.MMPI.cone profiles between-samples and subsequent inspection of‘thié
A particular factor was regarded as reblicated if it core
rélates highly.with only one other fector of the alternate sample.
Dimensional types can be regarded as homogeneous if the profiles of

the core cases are more similar than are profiles in general. Homogeneity

was therefore evaluated by comparing the mean rp of core profiles to the

LI mean rp of all profiles in each sub-sample.
) ' * Method
Subjects

The patiént sample congisted of 78 adult inpatients of the Windsor
Western Hospital Centre and 222 students who have attended the University
.of Windsor psychological clinic for study help, coungelling or therapy.
Materials | _ | .

Differential Peisonality Inventory (DPI) (Jackson and Carlson, 1973)
scale soores Were used as input'data %orwcomputing the resemblance |
coefficignts between gubjects. In éd@ition, subject profiles were

 obtained using the Minnesota Hultipﬁé%ic Personality Inventory (IBPI)
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Form R (Hqthawa.y and I'IcKlnley, 1967) As discussed these proflles were
used (in addition to the DPI) to evaluate factor replicability. One
important Teason for employing the MMPI wes to permit an additional
evaluation of the role of chance factors in determlning dimensional types
derlved on the baBlS of DPI profiles, -~ . SN F

Procedure

Administration of Personality Inventories

The hospital inpatieﬁts vere tested in groups averaging ter in number.
The testing was conducted two days & week on the hospital Ward'with-the
JFI administered first, followed by the MPI, It was expected that the
majority of subjecta would complete both iﬁventories in the gaﬁe.session
and there were only minor deviations in the: testing procedure. Thése
irregu%frities were recorded for possible use in examining faétor types,
howe;er. The test result; of the students whigh were used as input data

were collected by the university climic.

_‘Treatment of Data

Once the DPI and ﬁMPI were administered to each of the 300 subjects .
in the manner described, they were treated as followa: ’
1) The total sample was randomly divided ?Efé two‘bub-gamplés‘of
150 cases in such a manner that students an& ;;spital inpatients
were equally Tepresented in eaqh.

2) The Tp coefficients were computed for the DPI profiles of- each
‘_sub;aample. |

3) Each rp metrix was factor anslyzed {Q-technique) separately.
The communality estimstes of a pre;iminary analysis were used

as diagonzl elements., _ k ’ ’ A
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A varimax rotation was performed on the resulting factor

_ matrices,

Core' cases ?us described) for each type of each sub-sample
were selected on the basis of ~explicit criteria.

The mean profiles (DPI, MMPI) of the core cases were determined

followed by the compﬁtation of the Tp coefficients between them.

over sub-samples. This permitted an evaluatio£ of factor
reliability (i.e. type replicability). !

The méah rp of core case profiles (DPI) were compared with
the Ty of'all profi1es ih each sub-sample in order to
evaluate type homogeneity. |

On the bdsis of the mean profnés (DPI) of core cases - in
05§3uncfion with an evaluation’of the contribution of other
vériables.(eg.‘age, Bex) - a description of each dimensional

type was devised, ' -

=
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. -RESULTS

‘ddentification of Core Capes and Factor Types: ‘

Ag described eéilier,‘thé core cases of each factor type were
gelected on the basis of certéin‘axplicit criteria. The procedure used
involved a 'differéntial validity index' which was defined as the
dlfference between the squared highest end second h;gheat factor loadings.
Appendix B presenta the relevant factor loadlnga «ifffarential validlty

' index and, where applicable, the type designation for each case in
Sample A and Sample B. | |

Factors.wére deaignated as dimenaional types if'they met certain
criteria (i.e. if they include& 5 or more cbre-cases). Table 1 presents

'the mean differential validity index for each type as well as the number
of cases in each type for Sample A and Sample B. These results allow
an evalqatlon of the viability (in termes of the accuracy of estiﬁating
the 'ideal' profile) of each type. - a

Homogeneity and Independence of Factor Types

The homogeneity of each factor type was evaluated by computing the
mean Iy between the core case DPI profiles of each type and comparing
these values with the mean rp of the corresponding sample. Table 2

presents the factor type mean rp values as well as the means for Sample

~

4 gnd Sample B, _ .

&lth&ugh orthogonallfaétors were extrécted, the manmer in which
coTre cases Qere selected necessitates amn evaluation qf thg independence
of faotor fypes. Spécifically,.because no'particular‘cas; would be

b

expected to load solely on one fastor a cpriain degree of overlap between
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TABLE 1

Mean Differential Yalidity Indices.for Factor Typea in
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TABLE 2

¢+ Meam rp's for Sa.mpias and Factor Types (DPI)

Sample A

(Mean rp = .04)

D @ =3 Oh AT B

J34*
«35%
.10

31

» 0%

Y. Vol

42

3T

( Sample B )

Mean T, = J04)
P

. //

Type | Mean rn' | Type \
1 LS 1 '

- RN T S VT

Beceuse unities were employed as diagonal elements in the
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types would be expected. The degree of overlap observed will of course
permit an additional evaluaition ﬁf the error incurred in the estimation
of ‘ideal profiles'. Table 3(a) and 3(b) presents the rp‘h between
types (for mean DPI profiles) for Sample A and Sample B. Corresponding
results for mean MMPI profiles‘are'presented:in Table 4(a) and 4(b).

Reglicabilitv'of Pactor Types

In order to evaluate type replicability ucrossﬁéampies, the rp
values between the mean profiles in Sample A and Sample B were computed.

Table 5(&) and 5(b) present these results for DPI and MMPI profiles,

A ¢

| respectively.
Factor types were considered to be replicated if the difference

.bétween the squared higheét and second ﬁighegt Tp ?alﬁes was greater

then or equal to .25 for DPI profiles. (It was felt this velue would

reflect a significant convergence between corresponding types as well

as a significant divergence between ﬁon-c&rresponding types.) -Tableé

3 5(3.) and 5(b) present these values for DPI and MPI profiles.

| On the basis of the above criteria, two factor -types were considered

Teplicated across-samples; these being, Typ; 3 (Sample A) x Type 2 |

‘(Sample B) and Type 8 (Sample 4) x Type 1 (Sampie B) which will be

referred to as Type A3B, and Type AgB;, respectively,

. Factor,Tipe'Descripji&g

‘Mean DPI profiles for'reﬁlicated factor types—ﬁere enteréd on
ﬁrofile sheets and interpreted using the scale definitions of elevated
acorea‘(Jackson and Carlson, 1973). ‘Figure 1{a) presents the DPT mean
profiles for factor type Ag and type By an& Figure 1(b) the mean profile

’
~
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TABLE 3(a) .
ri) Values for Sample A Factor Types (DPI)
Types
1 2 3 4 p) 6 7 8 9

Sl - 1L.00 030 W13 a7 $24 0 -.13 60%E 02 .22

2 1,00 .33 L60% .30 .33 L3l .24 .22
3 S 1400 W31 L36% <08 .27 ¢ .15 .15
4 1.00 .27 .31 .41% .29 .23
Types 5 - 1,00 =06  .43* .23 .10
6 ] | 1.00 . .17 .05 .34
4 1.00 33 J36*
8 1,00 -.06
9

1,00

S

* Tp= 35, p<<.05

7. M rp =50, p<<.0l <_/-' -



~ oW B W

1 2
1.00 «26
1,00

+

TAELE ()
rp Values for Sample B Factor Types (DPI)

Types

3 4
12 «11
22 25
1.00 «25
- 1.00

Rl i‘p?.. 050, p <‘Ol
* Tp = ¢35 P <.05

.27
.14
.10
34
1.00

.21

.+10

.02

AT
g4

1.00

31

31
..21
-.16

.21

17

. J36%

1.00
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_ TABLE 4(a) |
‘T, Values .i“or.fSampl'é A Factor Types (MMPI)
. iypes
1. 2 3 4 5 6 1 8 9
L 100 .08 . .26 .49% .49 .03 .5lee 6% .26 -
2 ‘ CL00 L65% T% 5% .a3e uSeee W31 qeex
3 : 1.0 AR 8% .30 J49% 4% 6L%e
4 1,00  T.e4e* 24 .82%r  5L%% 6pwk
Types 5 7 1,00 .10 .68W* (39% 61w
6 1.96 L e39% .05  J5lex
1 1.00 .63@@@
8 | 1.00  .47*
) 1,00

O

* rp =.35, p<.05 ~
‘ .. |
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N TABLE_4(b)!

Tp Values for Sample B Factor Types (MPI)

1.00

TVPGS.
2 2 4
.26 .19 «3T*
1.00 «25 .56*?
1.00 . Jopn*

1.00

* 7, =35, p<<.05
i rp :—:—"_.50' P“:.Ol

&

33

L54%#
45*
8% .23
JTEE o HL¥H
89w 6ok
1.00 o564
1,00
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f _ - TABLE 5(a) .
Factor Type Replication Across Samples Using rp (op1)
Sample B - ¥‘ b I .r 2-r.2-
; ‘ Py TPy PPy
1 2 3 4 5 ‘6 7T
1 .09 .09 423 48 .60 7L .10 LTl .60 .14

27,57 .36 -.05 .26 .23 .18 .50 .57 .50 . .08

3 .15 .68 .09 .20 .19 .14 .19 .68 .20 .42

4 .60 .35 .02 .14 44 .30 .36 .60 .44 Y

Semple 5 .28 .53 .49 .65 .21 .26 .10 .65 .55 .4
6 .50 -.0L -.25 =09 -.02 .13 .59 .59 .50 10

T .56 .29 .27 W43 .58 .65 28 .65 - .58 .08

8 .60 .33 31 ,03 ..09 -.01 0L .60 .33 .25
9 .17 .15 -.19 .25 .20 .60 6L 6L .60 .. .01

rpl = largest distance measure, rp2 = gecond largest distance measure



Factor Type Replication Across Samples Using rb (rPI)

.19

+60

+44

60

39

<76
«38
75

21
.67
+67

«51

Ry
.09

44

56

<

'TABLE 5(b)

Sample B
3 4
-84 Tl
«13 +36
.50 49
+48 15
44 «T18
-.09 .10
.5? +65
+78 «50
. 229 .47

5

WL

39

.45

«84

.23
19

59

73
40
42

«87

.75
.22

.88

.69

27

»T0 |

68
.60
.63
.40

«29
72

I‘Pl

.64

.70
.68
.87
.78
«T7
.88

.78

I
Py

T3
67
67
B4
.75
«40

79
66

o712

™p

35

2_2
1 Py

‘.18
04
«01
«05

+05

«13
«17
.04

=
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for the combined type AgB;. Figures 2(a) and 2(b) provide the same
information for factor thes A3, 32 end A3B2' Following each figure
is a deaormptlon of the-type based on 1) mean DPI profiles, 2) sex
and number of core caeee eed 3) treatment institution attended.

Type 4gB; The ﬁrimary acele of imporfance with regards ﬁo the des-
criptron ef—;ﬁe combined type AgB; is clearly (see Figure 1(b)) the extreme
elevation of both types Ag and B oh the‘psychotio tendencies scale. . Both
types also show relatively high elevations on defensiveneks, health,cencern,
family discord, depression and cynrcism. The core cases of type By would
appear to be more~sever1y disturbed, however, Judging from their relae

.tively lower score on the defenelvenees scale and their higher psycho-
ticism score. The hlgher defeneivenees.score of the core cases of
type Ag (as compered to that of type;Bl) as well as their low scores
on somatic complaints and hostility, en the other ﬁand, wvould appear
to indicate the formers! more effective use of defenselmechanieme in
eoping with peychoiogically'streesful.phenomene.

The core cases of type By consisted of 8 females and 7 gales, while
type Ag consisted of 1 female, 3 males, and 1 case whose sex was uniden-
fifie@. Twelvengf'the 15 core cases of type By were from I.0.D.E. hos~
pital and 3 from the university olinic, while the core cases of type Ag
consisfed of 1 subject from I.0.D.E. and 4 from the university clinic.

The predominance of peychiatric in-peticnte with regard to type B,
supports the notion that the latter represents a more aberrant dimenslon-
of people-space than type Ags- _

Type Asz Although type 43 shows generally more extreme scores then

type B2, Figure 2(a) illustrates the high degree of correspondence between

o
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the two with regards to the shape and scatter cf DPI proflles.. Both
types ‘show extreme or very high elevations on Deprcsslon, Family Discord |
and Irritability as well as relatively high scores (although not as extreme
as the former) on Neurotic Disorganlzatlon and Paychotic Tendencies< In’
addition, both type A3 and type By exh;bit relatlvely low scores on
Hostility, Socially Dov1ant Attitudes, health Concern and Sometic Com-
plaints. These low scores would suggest-the tendency to repress or |
deny events threatenicg to the individual which in turn leads to ceftain
disruptions in:cognitive processes {as reflected by elevated scores on
the Dcpression, Neur%;io Diaorgan&zation;andlPoyohotic Tendengies acales)
and interpersonal relations (as ieflected by elevated ccoieo on the
| Family Discord and Irritability scales. |

. The core cases of typc A3 consisted of 3 females and 2 meles, while
those of type Bs were 4 females an@'l'male. Of these 10 cases,_all
were'from the university clinic; 2 were receiving.thecapy, l was a
non-therapy case and 7 were of unknown theraputic status; c

Unreplicated Factor Types

At this point those factor types mot considered replicated but
which reached a\score of 14 on the replication criterion (i.e. thosé
types for which rpl - rpz .14 in Table 5(3)) will be briefly described.
- This will serve to illustrate the relationship between the sbove types
and those chich were replicated and, in addition, will furthef clarify
‘the manmer in which faéﬁo:!types {once homogeneity and replicability -
are established)-could oe employed. in dimensionalizing people-space.

Combined unronllcated types will be described on the basis of their

three most eleveted scales, ”hese scales (in descending order of
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elevatlon) for the thes in question weret 1) Psychotic Tendenciea,

bility, Cjnicism (Type A4By) 2) Irritahility, Socially Deviant |
Attitudes, Family Discord (Type AIBG) 3} Impulsivity, Heurotic Dig-
organlzatlon, Paychotic Tendencies (Type A5B4) Figure 3(&) presents
the DPI mean profiles for factor type Ag-end type B, and Figure 3(b)
“the mean profile for the combined type A4Bi.i'Figures 4(a), 4(b) and
5(3), 5(b) provide the same information for type AiBG and type ASB4;
respectivély.

For compariSOanurposes it should also‘bé noted that the corre-
sgopding scales for replicated tyﬁes were as; follows: 1) Family
Discord, Depressioh, Irritability (Type A332)‘2) Psythtio fendencies,
Health Concern, Cymicism (Type AgBy). _

As would be‘exﬁected type AgBy and t&pe A48y (replicated) ;re

" highly similar (since both contain type B1) and would appear to repre-
sent & dimension of psychopathology characterlzed by a strong tendency
to psychosis and cynical attitudes. Type A5B4, on the other hand, is
primarily denoted by elevations on the Impulsiv1ty and Neurotic Dis-

- organization scales indicating it specifies a 1ack.of‘contr61'with
regards to both behavioural and c;gnitive fuﬁotioning.{ Although typé.
ASB4 shows some elevation on the Psychotic Tendencies scale, the
deviation is not. nearly as large as that of replicated types AgB) and
AyBy duggesting it represents a less aberrant dimension qf people-sPaqe
than thé letter..

Types A3Bé (repiicated) and AlBé would also appear related to some
extent in that both are characterized by high elevations on the Family

Discord and Irritabiiity soalea. These tjpes do appear distinct,'however,
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with regards o the third scale of signifidéﬁf elevation which for_?ype _

4382 (replicated) is the Depression scale and for type A43Bg is the Socially
Deviant Attitudes scale. On fhe basid of those latter elevations, certain
inferences might be made regerding the general pattern of adaptation

characterizing and distinquishing these types; for exampie,‘type A3B, |

|

f

(replicated) might be considered to reflect an 'imner-directedness' and

type A136"outer-directednesa'.



50
 DISCUSSION

Homogeneity ané Independence of Factor Types

Of the sixteen types generated-in the present analysis; 11 were
significantly different from.the sample-as a whole with respect to the
simiiarity of DPI profiles (see Table 2). Of the 5 types not reaching
statistical significance in this regard, 4.were‘significant at tﬁe .107
level. With one éxception (Type A4) therefore, the dimension types
obtained can be regarded as exhibitipg an acceptable degree of homo-
geneity. | | ¢ o ‘

In evalﬁating the indeﬁendence of faqtor types two isaues‘must be
" considered; first, how do typeé compare with regards to orthogonality,
in light. of the criteria for selecting core cases and second, to what
extent ére.the types aﬁtually related? Table 1 permits an evaluﬁtion
of:the fifst of these questions and it would appear that all tjpes‘are
well above the DVI criterion set for core case designation (a criterion,
it should be ndtéd, which specifies the acéeptablé degree of similarity
betweén cofe cases and hence between types). The DVI ranée for the
types of SamplelA vas .18-.31 and for those‘of Sample B was_.lB-.}S
compared, fo the eriterion of .09.

Ihspection of the between type Tp Ealues for Sample A and Sampie B
as presented in Tables 3(a) and 3(b), however, reveals that a number of
factor types ave significantly related with regards to DPT profiles.
Tables 4(a) a;nd. 4(b) which present similar. results for I-II-'E;I profiles
also indicaﬁe 8 pattern of highly related types. . Although the latter

findings might be expected in light of the fact that the MNPI is a

A
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psychometrically wesk teatL.the IPI resu%ts are not so egsily exPlaineﬁs

As was mentioned earlier, the dimensional types obtained would néf-
be expécted to be precisely orthogonal due to the manner in which go#é
cases were selected. More specifically, typeé which are similar to -
gome éxtent would be expected simply bacause-"factors can be orthogonal,
i.e, fﬁctor variates can be defined so that they aré statisticallyl
indepehdent, even though the clusters of variables that they representﬁl
.are not completely independent of one another (Overall énd Klett, 19?2ﬁ I
. 131)", / ' -

~In the present_analyéis;thereforé, one would expect that the core
cases of relatively orthogonal types.ﬁould have fewer interme&iate
loadings on irrelevant factor types than highly reiated ty;es; To
illustrate this point, the factor type loadings of selected core cases (Q
which were greater than or equa} to .15 but less then the second highesf
'loading were examined. Two types were selected frbm each sample such
that one was not significantly related to akj é;her type while the
other was similar to at least 6ne other type. For Sample A, types &g -
and Ag were selected (type Ag vas nojfsignificantly related to any
other typé while t;pe Ag was related-to fypes A3 and A7) since both
included 6 core cases. The core c;ées of type Ag were found to have
12 intermediate factor type loadings while the core cases of type 35
had only'T such loadings. For‘Sample B, the 5 core cases of tyﬁes By
and Bg (Bz‘was'not significantly related to any other type while type
Bg was related to type Bg) were examined in a similar fashion. The

same pattern of loadinZs was discerned here with type Bg having 7
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intermediate factor type loadings while type B, had 4 such loadings.

These factor loading patterns would suggest that the high degree
_of Biﬁilaritylﬁetween certain typeé was primerily a function of error
incurred in the estimation of ideal profiles. The criteria used %o
select core cases would appear to yield orthogonal types only when
applied tO'sﬁedifié loading patterﬁs; that.is, those patferns charac=-
terized by relatively few intermediate loadings. This being the- case,
neither the DVI nor the number of che cases in a type wduld be.expeéted
to relate to type orthogonality. An-exﬁminaxi;n of the relatively
orthogonal types (i.e. types ig, Ag, By, By, By which were not signi-
ficantly related to any other type) supported this. The nunber of core
cases in these types were 6, 5, 15, 5 and 11 résgeotively, indicating
that_the'number of‘core cases: per Se was of'little importance in this
regard., (It is also noted here that for those types which were signi-
ficantly related, the number of core cases varied-froﬁ's to 13.) Simi-
1arly, the average DVI for 'orthogonal' types was 24,2 which was actually
below the mean DVI (24.5) of all types generated.

'It is apparent, therefore, that the procedure of selecting core
cases and averagingﬁtheir‘profilea at best provides a rather crude
estimate of ideal type profiles. It vould also appear that.the Primary
difficulty here arises with regards to the appropriateness of the criteria
used to select core cases. Had ap attempt been made here, however, to
modify the selection criteria - such that those core cases exhibiting
a large number of intermediate factor-type loadings_ﬁere deleted - another--

problem might have'arisen. Specifically, additional criteria would most



53
probably have significantly reduced the number of core cases such that |
the computed ideal profiles (i.e. the aw§£age core c%se profiles) remained
poor approximations ofmfhgjgggéggipné ih queéiion. é i

F;rtunatelj, alternative metﬂbdé are available which permit one to
circumvent the diffiﬁultieg related to the selection of core cases and,
at the same time, yield much more exact estimations of ideal profiles.
A number of these.alternative procedurss will be discussed in g-moment.

is e final pointlhefe, it should be remembered that factors-we;e-
extracted from the non-Gramian'rp watrix. In addition to yielding
certaiﬂ negative roots, this procedure may have genqratéd féctors which
wereg characterizedAGy_minor'deviations-from orthogonality (0verall and
- Klett, 1972, p. 141). Some degree of similarity‘ﬁetween types (possibly
non-gignificant), therefore, may have resulted gs a function of the
siﬁilarity index employed. . ' ' o

Reglicability of Factor Types -

- Using the criterie discussed earlier, only two'types_(A3Bz; AaBl)
were considered replicated. Howe#er, in thé light of what appear to
be rather crﬁde estimates of the ideal profiles, such results must be
viewed ;s at least tentatively supportingbthe notion thaf replicable
dimensional types exist in the domain of psychopathology.

An E?Eig?tidn of Alternative Approaches

The major issue of concern in the present analysis.was the error
incurred in the estimation of ideal proriles. Several methods of com-
puting such estimates are discussed by Overall and Klett (1972) one of

which involves the following computations
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2=5" WD | . .

5'= the tramspose of the standardized person x
variable matrix

W = a zero~one transformation matrix in which ,

' & single non-zero element in each row ]
corresponds to the factor with which a
particular individvwal has the highest
relationship

D = a diagonal scaling matrix containing the
reciprooals of the column sums in the
- - matrix W

2 = a matrix whose vectors are estimates of .
ideal profiles /

This method, however, would in all probabllitJ 1ncur a greater
degree of error then the procedure employed in the present analyais. :
This becomea clear when one considers that the above formula repreoents
no more then the conputation of the unweighted average of individual
profiles designated to' types om the besis_of their highest factor
loadings. The results of the present analysis (where more refined -
criter{a were employed) suggests that such a procedure is onlikely to
produce meaningful reoults. | -
| As rentiohed, it is possible to avoid the problems associated with
‘the designation of individuals to particular types and the riecessarily
cruae estimations of ideal proflles which are generated using this
procedure. At thla point, therefore, an alternatlve method adopted
from the work of Overall and Klett (1972) and Skinner (1972) will be
conaldered. The former authors point out that,

"Since the observed profile vootors can oe represente&,
apart from the error component, as the weighted average

of pure-type profileo, the reciprocal relatlonship
requires that it is possible for pure-type proflles to
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be estimated as simple weighted averages of the
individual profile vectors. The pure-type profiles
can be approximated be simple welghted functions

of the individual profiles even though no individuals
in the population are actually pure-types themSGIVes
{Overill and Klett, 1972, p. 219-220)" '

The 'weight averages of the individusl—profile- vectors' referred
to here is simply the factor scores of the variables in a Qefactor
.analysisL It is apparent that the degree of error incurred;in the
gstimation of ideal profiles using factor acofea will be;cohsiderably
iess then that of any procedure attempting the same via core case
designation. :

An alternative soluti;n, therefore, would initially involve the
extraction of principai compdnents2 from a matrii of profile similarity -
indices (rp is recommended) and the subsequent computation of the
varisble factor scores. ‘The latter (i.e. the factor scores rebresenting
-ideal types) would be -computed acoording tokthe'fbrmula X=712
(Harman, 1960) where: X is the facfcr_ecore matrix, #1 is the inverse
of the factor loading maf;ifHSi.e. £he person x factor matrix) aﬁd %
is the standardized person x varieble matrix. A4s was discussed, if
the DPI is employed, thé factor scores of only the first 13 factors
(corresponding to the 13 DPI scales) should be computed and only when
a feasonable approxima?ion of optimun profile’ elevation has been achieved.
It is important to note that omly under the latter condition will this
znalysis yield.types which 1) cbrfe9poﬁd to each dimension (i.e. profile
cluster) represented in the data and 2) pass through the centre of

profile clusters (0verall and Klett, 1972).
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Having computed 26lidea£'profiles (13 from each of two samplés)
rp coefficients between the latter could then be computed. This rp
matrix would then be subjected to a principal components apalysia
(with & varimax rotation) which would yield what will be réferred to
as 'hypothetical' ideal types. (Each of the 26 ideal types will of
course have lqadings on each hypothetical ideal type.) In order to -
refiné the idéal types, a Procrustean rotation would then be performed
bgsed on this factor loading matrix.

The Procrustean method involves/the transformation (i.e. rotation)
of an initial factor matrix to the best poseible (ieast squares) £it |
to a target matrix. In terms of matrix, algebra one solves’ for Vrs'
in the equation: |

(1) Vox = Vrs'
where: Vo = the original factpr‘ﬁatrix

x = g transformation matrix g te

Vra! - the closest possible fit to Vrs'
"which is the target matrix

Hurley and Cattell (1962)rhave developéd a solution for deter-
mining X according to the matrix equation x = (Vo'Vo)"lVo'Vrs
_ﬁhich when normalized as to columns can be substituted into the above.
equation to solve for'Vra';n

In terms of thé anzlysis under diacussion,wa target natrix (Vrs)
could be developed.on the besis of the ideal type x'hypotheticpi ideal
type factor loading matrix (Vo). It would be constructed by setting
| the faetor loadings ﬁf ideal types to. 1.00 on only one hypothetical
ideal tyﬁe and setting all other loadings ta 6.00. The ideal type x

hypothetical ideal type matrix (Vo) would then be rotated to a least
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squares fit (Vrs') to the targé¥ matrix. The best fit solution would

then be comparedﬁfg that expected via chance factors using one of the
methods suggested by Hurley";nd Cattell (1962). | |

Once the least squares solution matrix (Vrs') has been computed,
refinéd ideal types can be generated by determining the factor scores
of the variables (i.e.. the ideal‘types). This would be done according
to the formula X = F~l Z.oriin terms of the present notation, X = Vol z,
where X is the factbr score matrix, the vectors of which represent the ;
- refined ideal types, Vo-l is the inverse of—fhe ideal type x hjpothetical
ideal type matrix, énd 4 is the ideal‘type x variéble matrix. |

There are muny different approaches to the problem of determining
dimengionalhtypes using a procedure involving the computation of factor
scores. For example, one could first extract componenﬁs frﬁm the initial
rp matrix and then, on the basis of the unrotated factor-ioading matrix
(i.e. the person x factor matrix), perform a Procfusteaﬁ rotation,
- Following this ideal‘profiiea could be generated by computing the factor
scores of the variables of the le@st sqﬁaréS solution. ‘

Future fesearch, emplojing the Qeanalysis technique as a method of
investigatipg psychepathology, should be primarily concerned with
estabiishing the dimensions (if they exist) of beOple-épace. 'If such
dimensions are established (with regards to both.homogeneity and reﬁlin
cability) the theraputic utility of suéi a classification system would
then arise as aﬁ iséue of‘primary ioportance. ﬁOpefully; however, this
system derived using advanced mathematical technigues vill in itself

provide new insights into the nature of psychopathology.
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FOOTNQTES

1.
A parallel analysis employing a clustering teghmique was carried

out on the sample used in the present study (C._Mifiér, Unpublished Masters

Thesis, University of Windsor, 1974). If a high cSrrespondence ig found

‘between the types yielded by both methods of analysis, this result could

be interpreted as evidence in favour of a categoricel model. That is,

& high correspondence between types would indicaste that the factoring

procedu?e has in essence reduced to a clﬁster search yielding catggo:ical
tyﬁe gfgupings rather than abstract underlying dimensions ;f anofher
nature. Such a'fiﬁding would appéar'to indicate the importance of
species types in accounting for the conimon variance among cases. No
correspondence between types over analysis, on the other han%, could be
taken as evidence against-the ufility of the categorical model, or
alternatively, may indigaﬁé-the use of an inappropriate ciustering

technique.

2 L ' '
In Q-principal components analysis unities are employed as the

diagonal elements of the correlatio%rmatrix and, by definition, each

‘component which is extracted ig,a linear_compouhd of the observed

profiles. Aé‘such, the factor scores of variables can be exactly
computed (apart from error) asccording to the formula X = F~% % (Hafman, :
1960) where X is the factor score matrix (the vectors of which repreéent
the ideal profiles), F~l is the inversé of the factor loading matrix
(i.e. the'pérson x factor matrix) and Z is the standardized pérson X

variable matrix.

In Q-factor analysis, on the other hand, communality estimates
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correlation - o

matrix and as a consequence the extracted factorsiﬁré theoretically

independent of any ﬁnique variable varian;e. 'Aimguch, because faétors .

are not simple linear compounds of the 05;;;;3d profiles, the factor

scores of variables mmust be estimeted {rather than exactly computed

as in & principal components analysis) by one of several methods.  One

formila used in estimating factor scores is X = r! r~1 7 (Harman, 1960)

where X is the factor score matrix, R-! is the inverse of the persoﬁ

x pers‘on.rp matrix, 2 is the'standardized person x variable matrix. | k)
In an aﬁalyﬁis designed to generafe dimensional types it would

appear questionable whether there ié.any real purpose.served in éxtfab%iﬁg

factors such thattthe unique variance of the profile varisbles is defined .

on the basis of the factor analytic model. Research ig this area is still < N

in a rudimentary state and the refinement of dimensional types in this

mannex wquld appear to be somewhal premature. In addition, a factor

analytic procedure inherently renders the computation of factor scores

more complex, less precise and certainly more controversial. qu these

reasons then, it is suggested that a principal components ana%ysié is

most appropriate for the problem at hand.

S . . e
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" A Decision Flowchart

For the Selection of

'Core' Profiles and Factor Type Designation
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. DECISION FLOWCBART
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YES

Subject deleted from type

Subject included in type

*+ agsuming 13 'significant'.factors
- RL = Subjetts' highest factor loeding

(i.e. relevant loading)

IL = Subjecta' second highest factor loeding

(i.e. irrelevant loading)

KS = number of subjects assmgned to each type

b % =
> :;+ 1
: YES
*5 £ 150 >
+HO o
1o
T < 25
‘1IYES
Factor deleted as type Factor designated as type
4
Y |
?— Bel+1,
v
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Y]
S = subject-number 1o
* 150 ceses in sample g .
" N = Factor number TO?




APPERDIX 'B
Relevant Pactor Loadings, Differentiel Validity
Indices and Type Designations for

Sample A and Sample B



10 .
1
12 !
1.
-
111

1.

C 61“'_ :‘
SAMPLE 4 | |
Difference X ﬂ»
ighest Losding  Highest Loading (WD) Desigmation
-59 v‘II)T -.26 (I) .28 6
«36 (III) =27 (XIII) .06. -
-4l (_Ii) -.33 (VIII) 06 ¢ -
-.37' (V) =36 (VI) .01 -
.52 (I1) .29 (V) ' Va9 ' i
.45 JEKEI)- .422(11) .62 - 0.
=34 (VI) .32 (1) 02 - -
-+53 (VII) .29 (IX) .20 6
54 (III) -.34 (VII). .17 2
=55 (VII) =32 (1) .20 6
- =e55.(X1T) - | -.25 (I) . .24 9
\, +53 (VIII)A o W32(V) .19 2

, ‘ _r, . . | - | &f}f |

factorlnumbei

. . .
factors II, IIX, IV, Vv, VI, VII, X, XI, and XII of Sample A
correspond to types 1, 2, 3, 4, 5; 6, 7, B, and 9, Tespaectively.

‘case was not designated within a tybe because the number of

cases loading 'aignificantly' on the same factor did not exceed 5.

case was not designated within the type becsuse 1) the polarity
of the highest factor loading was opposite to that characterizing
the majority of cases (minimum of'5) designated as belonging to

~the type and 2} the number of cases loading in the same direction .

a3 .this case were not sufflclent (1.9.-—5) to designate the type .
as. bipolar.,
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. Case

13
14
15
16
17
18
19-
20
21_
22
23
24
25
26
27
28
29
30 .
31
32

33

34
35

62

Difference

ﬁighast Loading Highzgzozgading of‘?g:;ies - §ig§gnation
49 (X1) -+33 (VII) 13 8

~¢45 (XII) j' 31 (XI) .10 9
.56 (XI) -.33 (1v) .20 8 -

-.62 (x)' . .29f(x1) .30 7

-.40 (IX) .28 (V) .08 -
-48/(11I) : .28 (I) .15. 2
.57 (;x) | % (D .07 -

~+46 (II) &-.36 (vi) .08 -

~.68 (VII) .e17 (111) +43 6
.53 (111) . -.34 (IX) .16 2 .
39 (V) -3 (1¥) oy -

" a9 (x1) .39 (V1) .00 -
-+49 (V) r}.31_(110 .14 4
-42 (viI) -.26 (I) 10 6
-.54 (VII) -.37 (VIII) .15 6

\ o
-42 (111) .35 (1II) “\ — .06 _ -
.52 (ITI) -39 (VII) | .12 2
- W37 (11) -.26 (VIII) .07 -
.52 (111) -.29 (311) .1gs 2
-o44 (XII) - .34 (I) .07 -
.68 (III) -.21 (VII) A2 2
.30 (X11) -.27 (XIII) .Qz -
a4 () .35 (11) .07 . .

-

-

e



Case

36

<

37
38
39
40
41
42
43
44
45

47
48
49

: 50

51
52
53
54
55
56
57
58

Highest Loading
49 (XII) -
~-.61 (X)
-.43 (x1)
.52 (Iv)
<46 (VIII)
.48 (VI)
-.59 (XIT)
-.64 (IX)

=.52 (IT)

«50 (II)L

=37 (V)

.51 (Iv)
.44 (11I)
.64 (VI)

=70 {IX}

.45 (111)

-.43 (X1)
-.69 (II)
.35 (1)
.66 (III)
62 (V)
37 (V)
-.$8 (II)

Second
Highest Loading

«45 (II)
-.35 (11)

.36 (I)

.37 (I11)

.23 (I)

.36 (VIiI) |
~.37 (VIII) |

.24 (V)
=31 (111)
-.45 (III)

34 (1)

.26 (XIIi)

et (D

.19 (1) |
.25 (II1)
36 (I1)

26.(1) |
-3 (X)

-.25 {(VI)
.17 (11)
.26 (I)
.36 (1)
1%7 (1)

Difference

- of Squares

(DVI) -

. <04

25 -

“

63

Type
Designation
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64
. " Difference _
Case  Highest Loading Highi?goigading Of(lsa%?t)l.res nesi‘gzﬁon
59 -1 (x) w31 (1) o1 -
60 =35 (XII) =34 (X)) - - .08 o«
61 -.4) (XI1) W40 (IIT) .01 B
'..62 51 (ﬁlx) -.23 (II) .19 , -T-H
63 .60 (III) 29 (VI) .26 2
6 .y 39 (IX) 04 -
65 .57 (VI) - -26 (1I) .25 ‘ s
66 - -.58 (11) / . .32 {x1) .24 1
61 .48 (1X) .31 (VIII) 14 it
68 T <51 (XII) 34 (IV) ' .14 -9
69 ’-.42 (X) .30 (1) : .09 7
70 -.48 (IX) | ' /23 (111) .15 dtt
71 = 67 (1I) -.28 (XII) 37 1
T2 -.69 (II) =31 (X) .38 1
73 39 (1) -7 (V1) .12 - I
14 -+47 (XIII) ~  +45 (II) |, 402 - i
75 -.45 (XI1) 36 (V) £ o -
5. -.71 {11) ' .19 (V) 46 ] 1
77 .45 (1) -37 (V) 06 0 -
78 - -.53 (xn) .32 (VII) ..lB 9'\(
19 edl (X) -39 (11) 02 -
80 .60 (XI) —22 (\{I) .31 '8
g1 -+56 (xxx) -.28 (I) : .23 s 9

S (



Case
B2
83
84
85
86
87

88 -

83
90
9l
92
93
94
95
96
97'
98

9 -

100
101
102
103

104

Highest Loading

~.60 (XII)
-.42 (XIII)
.59 (XI)
-.58 (II)
~+40 (XII)

270 ()

38 (VIII) |

-39 (III)
.36'(11)‘
37 (3)
—.40 (IIT)
-.38 (II)
45 (1)

ety

.34 (1)

T .52 (Iv)

~+35 (V)
-.48 (X}
.54 (VI)

=42 (IV)

~.41 (VIII)
-.39 (111}
-.37 (V)
=77 {X)

|

o

Sécond

. Highest Loading

.22 (1)

.32 (XII)
«.26 (IX)
-.35 (%)

34 (IV)

.22 (Vii)

.37 (1D)

.27 (IX)
.32 (1Iv)

 ~u34 (III)

-.18 (XI1)

Difference

of Squares
(DVvI)

W31

.08

.28

22
.04
.44
00 . .

.08

04
04
.06
«04
13
+03 |
.17

.04
.23
.06
.04
;ps

.02

456

65

Type
Designation

9

L



Case
103
106
107
1087

109

110

111
112
113
124
115
116
117
f llé

119

- 120

121
122
123
- 124
125
126

127

£

Highest Loading Highest Loading

A7 (IV)
50 (7)
.35 (I)

.46 (XIII)

-.37 (I1)
.53 (V1)

.48 (11I)

-.46 (V)

.48 (II) -

32 (1) |
55 (VI)

-.54 (XII)

.56 (IV)

W40 (Ij

«56 (III)
~59 (XII)
48 (V)

.70 (III)

.32 (1)

.63 (IIT)
=59 (X)
-.63 (II)
“e55 (X)

Second

-.38 {XII)

.30 (XIII) -

-.27 (V).
.31 (1)
-.32 (V)
-.40 (VIII)
-.48 (VIII)

.28 (1)

T 35 (“III) .

-.29 (VI)
.35 (1IV)
=30 (11)
29 (1)
~.24 (VII)
~.33 {(XII)
34 (III). -
.36ﬁ(x1)
29 (W) .
.28 (VIII)
.32 (XII)
.27 (V1)
-.20 (I¥)

~s28 (VII)

Differencé
of Squares
(DVI)
.08
.16
.05
J1l |
ﬁ*.04
12

.00

a3 n

«11
02
{20 )
.2Ql
.23
»10
+20
;23
-+ 10
41
.02
.30'
«28
36

.22 §

- 66

- Type

Designation
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/
{
/
]

y

\_/_:; |

Case {' Highest Loading

128 5\\; -.47 (V1)

129553 ()
130 L6 (%)
131 : szé v)
132 .59 (XI)
133 -4; 11)

134 ~+44 (IX)

1350 .37 (VD)

136 -.52 (X)
137 =48 (X)
138 .52 (XIII)
139 .36 (11I)
140 e,49-(V111)
Sl ~+4l (11)
142 -+38 (iI)
143 ~+29 (IV)
144‘ =260 ﬁII)'
145 44 (TV)
146 -39 (XI)
r14.1“.‘. .45 (X11)
148 -.33 (VII)
149 32 (1)
150 -.48 (1)
'_;&»n» )

N

;.33‘g111

- Second

Highest Loading

»27 (1I)
-.33 (XII)
.29 (T)

.31 (XI)
-.26 (IX)

33 (VIII)

.28 (1)

31 (1)

.36 (1)

.22 (1)

o322 (xxII)

_v=e47 (11)

.38 (VIII)
.29 (VIII)
.27 (I)
.24 (1)
-.20 (i)

.29 (Iv)

&
-.35 (VI)

.30 (I}f) |

.29 (IX)

oeme33 (X)

Difference

~of Squares

(V1)
+15
.17

- «0%

.02

«28 -

" .07

11
04
W16
.10

.22

.02
.03

06 7
0L
.30
25

W07

.02 .
.02

.12

%1

Type

Designation

T

7
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Case
1
2
3
4
e
/
1
8
9

10
11
12
13
14
15
16
17

Highest Loading

-.72 (XII1)
41 (V)

.38 (vI)

.60 (XII)

.30 (XII)
.74 (11)
.46 (V)
.68 (i1)$
-54 kxz)
| .46 (11)
.32 (IX)
-.48 (XI)
-.52 (XIII)
-4l (1)
© .47 (11)
66 (II) -
46 (1)

SAMPLE B

Seoond

‘Highest Loading

.22 (1)
.33 (II)
.29 (IX)
.26 (II)
.28 (VI_)
~020 (VII) .
=33 (IV)
.22 (Ix)
-436 (X)
.33 (I)
.31 (XIII)
-39 (X)
.50 (II)

.. +29 (ﬁfll)

.30 (IX)
-.30 (viI)

.22 (XIII)

Difference

- of Squares

(pvI)
AT
.06

.06

29
.01
.51
.10

.41

 W16%

10
.00
.08
.02
.09

13

35~

#16

" 68

type 11

Designation

7

-tt factors 1I, IV, Vv, VI, VII, XI, and XIII of Sample B correspond
to types 1, 2, 3, 4y 5, 6, and~7, reapectively. _

-~

L3

¥
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_ Difference .
Gase . Highest Load:.ing_ Highigiozgahﬁg Of(g{ﬁe}m? Desrig:ﬁon

18 .51 (XIII) 36 (XI). .13 : ﬁﬁ |
19 .68 (II) .25 (XII) .40 ' 1
20 . -.44 (XIII) 38 (D) 05 -
21 - .58 (11) 20 (II1) .30 J 1
22 -.33 (XI) - . .26 (i) ' 04 -

23 36 (VI) 0 -.33 (IV) .02 . .
24 -.38 (VII) .32-(VI) 04 -
25 - .41 (1) o | .35 (XI) .05 -
26 .40 (VIII) ~35 (XI) .04 -
27 .37 (11) «.30 (XIII) 05 -

- 2 .55 (II) o34 (XITI) .16 1 '
| ‘29 | .40 (VI) .26 (IX) .09 -TT” |
0/ 45 () ~33 () .09 BRI

5000 32(D) om0 -
327 - .55 (1) - \ 27 (X) .23' 1

33 .79 (11) .19 (111) . .58 1

34 g3 (K 35 (W) .06 .

35 .46 (IX) .30 (XII) .12 - _-Tﬁ
36 H-.sa (X1) -.26 (xII1) ".27' 6

37 .50 (vID) aa0.(V) 09 . gt \
38 T 45 (IX) -.32 (V) .10 " “ _HT ’

39 35 (1) . ¢ .30 (VI) .02 -

‘40 =039 (XI) 4 =38 gxzu)\/ .01 -

-



-

Casa
41
42
43
44
45
46
47
48
49
50
51
52
53

25
.56

Highest Loading

.39 (IV)
~.35 (IV)

a1 ()

-.36 (XIII)

=4l (IV)

.38 (ViI)

.Z:_ii)
)

.39 (VII)

.33 (1)

a4 (IT)
.51 (XI)
-.46 (V)

-.38 (II1) .

430 (111}

.52 {IV)

-.34 (XII)

33 (IX)
-4l (XII1)

-.50 (v1).

=33 (IX)
-a65 (VII)

=e52 (viz)

+Jecond

=32 (XI)

.32 (V)
-.28 (VIII)
.28 (IV)

.40 (1)
32 (V1)
29 (VIII)

.36 (1x)

.28 (x11)

.30 (VI)_
.28 (1)
.30 (VIII)

.38 (111)

=36 (1X).

-.29 (VIII)

-.29(XIII)

.30 (VIII)

-.31 (I1) .
-4l (V)
.27 (1)

=31 (VD)

.21 (I1}

-.20 (XI).. .

4

Highest Loading

r

e’

+01

Difference
of Squares
(DvI)
<05
.02
.09

«05

- «01

¥
04

‘.27

.01
.07
.02
a1
a7
.07

W01

.19
.03
.01

.00
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Type

Designation

i



Cése
64

66

68

69 -

70

T

s
13
74
75
76
17
78

79

"

81

82

83

84 .

85

86

37 (1)

=37 (V)

‘=48 (VI)

.38 (VI)

=55 (XI)

" -30 (X1)

37 X
-+62 (XIII)
=03 (fE;;)

=73 (1V)

44 (V)

- =e4l {XIII)

.56 (VIII)

Highest Loading

.51 (IIj o

-39 (V1)

=44 (1K)

-5 3y
-+60 (XIII)
.38 (VII)
.26 (1)
-.62 (Ix)

=e63 (VI)

+
-

- 48 (VIII)

;.25 (1)

~ Second

Highest Loading

-33 (I)
«29-(VIII)

-.32 (I1)

=35 ()

~e44 (VI)
.28 (VI)
«24 (v;;l)
34 (1)

15 (1)
.31 (1)
-.38 (x11)
.25 (1)
.5? (ix;)

.32_(11f3,

e
-;§3'(x11)

-e25 (XIII)L

.27 (V)
«36 (I1I)

T W25 (X)

-.24 (VI)

-.4?3€Ix). :

-

Difference
of Squares
(ov1)

03

.06

<13
.02

109 B

oY

o8
- 026 s ogny

~™ -

/.

, +22

-,

ST

Typé

" Designation

= p



Ay

91 .

C;se .
87
88
a9 .
90
92 -
93
9%
95
.9‘6
97
98
99

. e

100 \

Highesﬁ Loading

48 (1) -

.32 (X1)

.45 (V1)
w35 (V)
-.42 (XI)
.55. (11)
-.54 {XI)
-.34 (IX)

34 (1X)

art ()

) 41 (V)

-.33 (I)
-.47 (XI1)

101 - \ .55 (V)

-

102

‘_\,-.63 {¥I)

67 (B

{/”

‘© .65 (VIII)

.59 (XII)

-4 (IV)
.60 (V)

.61 (VIII):

-+42 (VII)

5

&

Second

Highest Loading

-.34 (1)
32 (V)

Cegz (M)
-.28 (IV)L/. !
" .35 (VIII) NS

-.40 (IX)

-.43 (V1)

H-34 (Iv) -

-.30 (1)
.33 (1)
42 (X)
.28 (VI;I)

- .28 (VIiI)
-40 (1v)
.44 (VI)
.llB ()

" L24 (VII)
-27 (1)
43 (X}
.24 (I)‘

-.22 (IX)

- (D)

.28 (D)

»
72

5ifferehc?
of(}s)%%;;:es Désﬁgz’cion
a0 3
.00 - A
.02, -
.04 -
.06 -
14 1
11 6
00" i
33 5 , ‘
.01 -
.00 - :
..09 . iz
03 -
.04 -
a1 3
.37 4
39 2 .
28 RERS
.01 -
30 3
.32 b
.02 -

Le20 3



Ny
110
111

112

113 -

114

115
116
117

118.

119

120

121

122

Highest Loading
.62 (V)

.46 (V)

‘-fél”(VI)

" .65 (1X)

-+44 (XI)
.52 (V)

34 (%)

-85 (V)
74 (XIT)

.62 (IIT)

-39 (V)

~+49 (V1)
-:#4'tv1)
-.47 (III)
-.34 (V)
47 (IK)

-.63 (XI)

.35 (III)
.36 (VI)
-.3é (viI)~

.62 (Iv);,f

-.62 (XI)

» JDifference
of Squares
(DVI)

" »

Seéond .
.Highcst-Loading
-e26 (VIII) ..31‘
31 (1) T W11
.20 (XIII) .33
T -e20 (V) .38
- -e42(TX) .02

.50‘(1) : .18
-.32-(vxi)_{~ .02

-.40 (IX) .04
.20 (VvIT) : B!
S0 () . .
.30 (VI) .06
-.31 (IX) L4

W15 (1) 0 .53

| -e25 (v§ .15
31 (XII) - .02
Kie ::.12

~29 (X) .32
| +30 (xrrz) .63
T a3 (XY .03
-3 en .0

.26 (1) .31
(1) o .3

=29 () .30

13-
Type

Designation
; .
3
REE]
RER!
4
i
2

e



Case

132
133
134

-135

136
137
158.
139
140
l4i
142
143
144
145
146
147
148

- 149

150

Highest Loading

.68 (VIII)

.40 (IV)

| \Egl (11)

»35 (XI)
-.40 (V)
-.49 (x1)
-.36 (VI)

.47 (V)
-39 (1v)
.33 (Vi)
-+39 (Iv)

.

-.40 (IV)

-.46 (VII) |

-o47 (XI)

w42 (Ix)

=455 (V)
-66 (VI)

-7 {XI11)

. 42 (IV)

VI

ﬁgiond
Highest Loading

.21 ()
-.31 (XII)
.41 (IX)

31 (1)

.31 (inI)
-39 (1)
-+33 (XIII)
-+29-(II1)
/ﬁé(n

- f.zs x) .

.28 (1) :
.39 (V)
s27 (X)

-e33 (XIII)Am__“
37 (V1)

.27 (1)
«.25 (I1I)
-.26 (I).
438 (III}

N

w/

‘Difference

of Squares
(pvI)

.42

.06

.02

.06

09

.02

| «05

.04
.07
.01
.14
A

04
«23
.38
5
04

74
- Type
Designation
5
1.
6.

, , :
Tt
Jitt

.4 -
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