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In this thesis, an unsteady flow opea channel model called MOBED has been modified and
tested. Model-MOBED can be used to solve 3 number of practical river engineering problems. The
original model was developed by Krishnappan (1981) of the Hydraulics Division of the National Water
Research Institute at Burlington, Ontario. MOBED, a flexibly designed model is based on 2 numerical
solution of St Venant's equations and a2 sediment continuity equation that predicts unsteady flows in
both mobile bed channels and rigid boundary channels. A four-point implicit numerical scheme
developed by Pricssmann (1960) and the Double Sweep Method are used 10 solve the flow continuity
and momentum equations.The sedimeat continuity equation is then used 1o predict the change in the

bed level during each time step.

The model source code has been modified with respect to input formatting. Instead of
inputting Sow rate or flow depth as a function of time at the upstream and downstream boundary for
all the number of time steps for which the model predictions are carried out, a subroutine called

HYDROG is written and incorporated into the source code.

The sensitivity and stability of the model was extensively tested to determine the importance
of input variables and discretization parameters. In order to assess the predictive accuracy of the
unsteady rigid bed portion of the model, the data of Treske (1980) taken from the experimental
channel in Obernach, West Germany was used. The mathematical mode! output was compared with

the measured values for u/s elevations and d/s flows and it was found that the model gave stable and



accurate results for practical engineering purposes.

The stcady state mobile bed component of the model was evaluated using data from the link
canals of Pakistan. In this case, the model has been tested for the accuracy of the frictional
parameters. The original model uses Kishi and Kuroki’s (1974) friczion relations which appear to give
good results for R/Dge < 2000. The model was modified to incorporate the new Friction parameters
to take into account the larger canals with R/D¢ > 2000 as well as higher Reynold numbers. Several
test runs for differeat cases of bed forms were made using the Kishi and Kurok’s fricticn relations
and the modified friction parameters. It was found that after the modification the mode! results are
in good agreement with the field data.
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CHAPTER 1
INTRODUCTION

1.0 GENERAL

The unsteady-flow problem most commonly encountered in open channels deals with
translatory gravity waves which propagate along the channel reach giving rise t0 appreciable
displacement of the water particles parallel to the flow.

Unsteady-flow can be categorized into two types: gradually varied unsteady-flow and rapidly
varied unsteady-flow. The distinguishing features between the two types of flow are the type of
curvature of the wave profile, the change in depth, vertical acceleration of the water particies and the
effect of channel friction. In this study, gradually varied unsicady-flow hydraulics has been discussed
in detail since this is the most common type of unsteady flow in natural channels.

Prediction of unsteady flows in both rigid boundary channels and mobile bed channels,
requires the knowledge of numerical methods for analysis in addition to the theory behind them.
Many mathematical models have been developed for the prediction of rigid boundary channel unsteady
flows, since this is relatively casier to model than mobile bed flows. In order to solve a aumber of
practical river engineering problems, involving unsteady flow, a model called MOBED which is in the
operational stage has been developed by Krishnappan (1981) of the Hydraulics Division of the

National Water Research Institute at Burtington, Ontario. MOBED, a dynamic fiood wave model is




based on the numerical solution of St. Venant's equations and a sediment continuity equation that
mwmummummmmm@mmowm
predict both short term river problems (involving prediction of flood waves and sand wave movement)
as well as long term effects (involving prediction of regime changes due to flow diversions, changes

in sediment supply, developmeat of hydraulic structures, meander cut-offs, and dredging).

All models have some error, no matter, how small, when compared 10 the accurate field
mmsmemmm.]heobjedlndﬂ:kmdﬂsthamwwuﬂxmdﬂmymdmmmydme
model and obtain an estimste of the possible errors involved in applying MOBED. To satisfy this

objective, statistical tools are employed and a quantitative and comparative analyses of the errors arce
made.

11 JUSTIFICATION OF THE STUDY

Model MOBED incorporates many of the theoretical aspects of mobile bed unsteady flowand
employs a numerical scheme to solve the governing equations. It, however, has not been extensively
tested and compared against measured field data. The Users Manual (1931} illustrates one application
of the model, which is a reach in South Saskatchewan River between Gardiner dam and Saskatoon.

However, it is not a sufficient calibration of the model, ¢.g. the flow is relatively steady for the

__simulation run.

Hence, several test runs are made with varying input conditions to determine the reliability
and sensitivity of the model. The input data for the test runs are obtained from reports containing

both laboratory and field measurements.



12 METHODOLOGY

A review of unsteady flow hydraulics, as well as the application and testing of the model are

presented in the foliowing chapters.

Chapter 2 documears the literature review and gives a detailed description of the model. The
governing equations which are the modification of pair of equations by Barre De St. Venant and the
auxiliary relations required are outlined. Also, the numerical scheme and the solution procedure of
the model is presented.

Chapter 3 describes the organization of a number of numerical experiments, and model testing
methodology for both stability and seasitivity tests. It also details the methodology for testing of the
model against field data for both the rigid bed data of Treske channe] and mobile bed link canal data
of Pakistan conducted under the Alluvial Channel Observation Project (ACOP). Chapter 3 also
documents the methodology of the modificatiocs made in the source code that are of two types.
Firstly, instead of inputting flow rate as a function of time at the upstream or downstream boundary
( TQ) for all number of time steps for which the model predictions are to be carried out (L) a
subroutine- HYDROG has been incorporated. Similar changes have been made for values of flow
depth varying as a function of time at upstream or downstream boundary (TY). Secondly, the friction
parameters for mobile bed cases for different bed forms which were set on the basis of the research
of Kishi and Kuroki (1974) have been modified. New friction parameters are justifiable as they take
into account larger canals with (R/Dgg)>2000 and higher Reynold Numbers. The friction factor
relations of Kishi and Kuroki appear t0 give good results for (R/Dg5)<2000.



|
Chapier 4 describes the input file organization for model testing. Chapter 5 of the thesis
presents and discusses all the results of the tests described in Chapter 3. Finally, in Chapter 6,

conclusions are drawn from the application and testing.

Following Chapter 6 are the appendices and the list of references cited in this paper. All
figures and tables appear following their reference in the paper. Wherever found appropriate,
reference is also made to appendices. Also, the variables used in various equations are defined
following their first occurrence. Two diskettes attached in the thesis contain all the input data files

for both unsteady rigid bed and mobile bed flow cases as well as intermediate programs written as an
aid in testing and error analysis.



CHAPTER 2
LITERATURE REVIEW

2.0 GENERAL

Mathematical models of river flows solve a number of practical river engineering problems
by providing numerical solutions of differential equations that describe the flow conditions.
Prerequisite to solving differential equations are simplifying assumptions and approximations. As
models differ widely in complexity and applicability, limitations of different modeis should be kept
in mind while applying the models to practical problems. Although there are several steady state and
unsteady state flow models, only the unsteady state flow models that treat flows in rigid and mobile
boundary channels are presented here.

As the basic set of governing equations for all models is similar, the accuracy of a model
depends on two things: firstly the numerical technique used to solve the governing cquations, and
secondly, the selection of the suitable auxiliary relationships that evaluate the friction factor and the
sediment transporting capacity of river flows. In order to ascertain the accuracy of the model and
to make the user aware of its applications and limitations, the model should be evaluated

comparatively.

The model evaluation is carried out in two stages. Stage one cxamines the theoretical base
and assumptions of cach model for unsteady river flow. Stage two consists of actually running the

model with common data sets and comparing the model resulis with data from both laboratory and



field measurcments. Stage one is prescated in this chapter along with detailed background of the
MOBED model Stage two has been carried out for the MOBED model and comparisons of the

predicted and measured results have been presented in Chapter 5 of the thesis.

2.1 COMPARISON OF VARIOUS UNSTEADY FLOW MODELS

In order to assess the strengths and weaknesses, each model is critically evaluated. Some of
the well known ;igid boundary unsteady models are DWOPER, DAMBRK, 1D, and FERNS whereas
the mobile boundary unsteady models are FLUVIAL 11 and MOBED. Their governing equations

are compared with a general set of governing equations and a comparative statement is made based

on how well they agree with the general set of equations.

A brief description of each model listed above and the model comparison follows the basic

set of governing equations.

2.1.1 Basic Form of Governing Equation

Equations governing the unsteady flows in natural channels in one dimensional form are the
momentum equation, the continuity equation, and the sediment mass balance cquation (Krishnappan

et al 1981). They are listed below.



Momentum Equation

A*at

Continuity Equation

ar
Farara
Sediment Mass Balance Equation
aQ, g oC,,
p +.P( )p+BC. x %

Where

X is the longitudinal coordinate axis measured along the length

of the stream

t is the time axis

Q is the flow rate

)»«BQz

Eq. (21)

Eq. 22)

Eq. (23)



y is the flow depth

2 is the bed elevation or the vertical distance between a fixed

datum and the mean bed level within a control volume.

P is the wetted perimeter

B is the top width

A is the cross-sectional area

g is the acceleration due 10 gravity.

AJis the rate of change of A with respect to x when y is held constant

q; is the lateral flow input rate

Uq is the x-component of the lateral inflow velocity

S, is the slope of the river bed at the location of the control

volume

Q, is the total bed material load



P, is the portion of the wetted perimeter over which the sediment is in motion

Cgy Is the average volumetric concentration of the suspended bed material within a control volume

p is the volume of sediment on the bed per unit volume of bed layer

g, is the sediment input rate entering the stream from tributaries

B is the momentum correction factor and is defined approximately as

EqQ. (24)

and evaluated by the following two equations
Q=210

and



A y
~LR%M(=L)+B
< % K.r) 7

A
% Zrmiyn)

Eq. 26)

where

Qcisthcﬂowmteinthcmainchannd

ins the flow rate in the flood plains

Ac is the cross-sectional area of the main channel

ﬁyis the cross-sectional area of the flood plains

Igj-is the equivalent sand grain roughness of flood plains

K. is the equivalent sand grain roughness of the main channel bed

B;f is the additive constant of the logarithmic velocity distribution corresponding to the flood

nlain flow

B, is the additive constant of the logarithmic velocity distribution corresponding to the main

channel flow

10



yr is the flow depth corresponding to the flood plain flow

Y, is the flow depth corresponding to the main channel flow

Rj‘ is the hydraulic radius of the flood plain

R, is the hydraulic radius of the main channel

x is the von-Karman constant

of general relationships for them is listed as follows:

S;¢ is the energy loss per unit weight of fiuid and unit river length due to skin friction

VDy D,
Semdul—50)

Eq. (27)

11



sfd is the energy loss per unit weight of fluid and unit river length due to form drag caused by sand

waves
A, A
s 484
ﬂ-¢.4 A‘ ?)
Eg. (28)

Speng is the energy loss per unit weight of fluid and unit river length due to meander bends

A
Ssmi~Prad o5 5106

Eq. 29)

Sfp is the energy loss per unit weight of fluid and unit river leagth due to interaction of main channel
flow and floodplzin flow
B, y,
S,-¢,(§-’-;-y¢:ctc.)

Eq. (2.10)

12



is the energy loss per unit weight of fluid and unit river length due to ice-cover

Sice
VK jce K ice
Sl ” :—-;—:Clc-)

Eg. (211)

S,c is the energy loss per unit weight of fluid and unit river length because of sudden expansion or

contraction

Q
A(A)’

Eq. 2.12)

where V. is the shear velocity

Dgs is the sediment size for which 65% of the material by weight is finer

v is the kinematic viscosity of fluid

4, is the sand wave height

Mg IS the sand wave length

Am 15 the meander wavelength



H  is the meander amplitude,

By s the width of the floodplain

B, is the width of the main changel

Yo is thé flow depth of the flood plain

Y is the flow depth of the main channel

Ks,l-a is the equivalent sand size roughness height of the ice cover

¢, is an cmpirical constant varying between O and *1 (+ for contraction and - for expansion)

A is an operator which significs a change between adjacent nodes

Of the five functions, (g S Dpend: Sy 204 djoe): $gs can be established with the help

of Moody’s diagram. Many researchers have worked to evaluate d’fp and ¢fd' The evaluation of dp .y
and ¢;,, requires more research to understand them (CSCE Task Committee, 1987).
In order to evaluate Qs, one of the ten unknowns (Q,y,z.Qs, B, Sy Sfd' Shend SIP' and S;..) in the

system of equations mentioned previously, a sediment transport relationship equation is required.

‘The following sediment transport equations are most often used (CSCE Task Committce, 1987).
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(1) Meyer Peter and Mueller equation (1949)

(2) Einstein’s bed load function (1950)

(3) Yalin’s equation (1963)

(4) Bagnold's equation (1966)

(S) Ackers and White equation (1973)

(6) Yang's stream power equation (1973)

For a given application, selection of a particular relationship depends on the sediment

transport mechanism and the range of parameters for which the relationship was developed.

Initial conditions for Q and y have to be specified all along the river to solve Equations (2.1)

and (2.2), whereas Qs and Cav are computed from the results of Equations (2.1) and (2.2). Initial

conditions to the model could be any one of the following tvpes:

(a) the known steady-state solution for y and Q for all nodes

(b) the computed steady-state solution from known flows and

downstream depth

(c) the known unsteady flow conditions from a previous model run

15



Boundary condition specification is required at both upstream (u/s) and downstream (d/s)
sections of a given river reach. The /s boundary condition can either be a stage hydrograph or flow

hydrograph whereas the d/s boundary condition for a model can be any onc of the following types:

(a) Stage hydrograph,

(b) Flow hydrograph,

(c) Single value rating curve,
(d) Looped rating curve, or

(¢) Stage-discharge power function relationship.

All nine possible combinations of boundary conditions have been summarized in Table 2.1,
for both the Q and y variables. Also, it should be remembered that for non-equilibrium problems,

values of Qs at the upstream boundary should be specified.

2.1.2 Unsteady Flow Models
Most of the mode] capabilities have been described in Table 2.2; however, a brief description
of theoretical base and numerical technique for each model is presented in this section. First, the

description of four rigid bed unsteady flow models is presented, followed by mobile boundary flow
models.
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Reference: Krishnappan 1981
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TABLE 2.2 Capabllities of Unsteady Flow Models (CSCE Task Committee, 1987)
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2.12.1 FERNS (Finite Element River Network Simulator model developed by Water
Planning and Management, Cntario region model)

This implicit model solves Egs. (2.1) and (2.2) by a predictor-corrector method. The double
sweep technique is used for soiving single reach river system. However, for a looped network, the
abovctechniqu?dosnot work and hence, is solved by forming a matrix which is solved using Gauss

climination. The model uses Marning’s equation to calculate the friction slope.

2.12.2 1D (One Dimensional Unsteady Flow model developed at MIT)

The 1D model is very similar t0 FERNS except that it considers a full or partial ice-cover and
its growth and decay. The computation of the friction slope is carried out either using Manning’s
or Chezy’s equation. The numerical scheme to solve the governing equations has been developed by
Gunaratnam and Perkins (1970). For the convergence of the scheme, following criteria were
proposed.

100z—
Ax

Eq. (213)
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5.5Ax
v4id

aArs

Eq. (219)

where

A is the wavelength of the ficod wave

V is the average flow velocity

c is the celerity of the flood wave

2.1.23 DWOPER (Dynamic Wave Operational mcdel developed by NWS, U.S.A)
This mode] like many other models evaluates the friction slope by Manning’s equation. The
governing Eqgs. (2.1) and (2.2) are solved using the four-point implicit finite difference scheme
presented by Fread (1974), and the non-linearized algebraic system of resulting cquations is sotved
by the Newton-Raphson method. This model makes the assumption of a wide channel, i.e. channcl

width approximates the wetted perimeter.

2.1.24 DAMBRK (Dam break, NWS, U.S.A)

The $.AMBRK model routes the flow downstream by using the breach generated flow
hydrograph as the upstream boundary condition. it is also capable of handling supercritical flows.
Thus, the breach formation and the resulting reservoir-outflow hydrograph is calculated before

solving the governing Eqs. (21) and (22). The mathematical formulations for the flood wave

20



propagation is the same as DWOPER.

The totat outflow resulting from a dam breach is the sum of the broad-crested weir flow
through the breach and the flow through the spillway outlets. Thus,

Q‘Q}"‘Qg

Eq. (215)

where Q;, breach flow (breach forming at the top) is given by the following equation.

Eq. (216)

whire C; is the factor accounting for the flow through the

rectangular portion of the breach

C, s the factor accounting for flow through trizngular
ends

is the water surface elevation behind the reservoir

by is the elevation of breach bottom

is the flow over spillways and turbines

2.1.2.5 FLUVIAL 11 (San Diego State University model)

This is an unsteady, mobile boundary flow model that involves a sediment transport equation

along with two complete St. Venant’s equations. The set of three governing equations is discretized

21



using the four-point implicit, finite differcncc,schcme developed by Fread (1974) and Amien and Chu
(1975). '

Simulation of channel width variation is handled by the model using the concept of minimum
stream power at each time step. It also takes into account the lateral migration of channel bends and
calculates its effects on channel bed profile and changes in the cross sectional profile. FLUVIAL 11

is also capable of updating the bed load composition at each time step.

2.1.2.6 MOBED (Developed by National Water Research Institute)
This model also solves the three governing equations and simplifies them by making
following assumptions:
Mp=1,
) Spens S Sicer 30 S, are negligible, thus reducing the
number of unknowns,
(3) it combines the energy loss terms Sy, and Sfd into a single

term Sf expressed as given below:

Ry Q)
SrConstip ) o)

Eg. (217)



The values of Const, m, and n depend on the geometry of the bed forms, as well as the
sediment and flow characteristics. The model uses the friction factor rclaﬁons; of Kishi and Kuroki
(1974) and the sediment transport formulae of Ackers and White (1973). A four point implicit Gnite

difference scheme developed by Priessmann (1960) is used to solve the governing equations.

‘The above paragrap.. aighlighted some important aspects of the MOBED model in order to
give a basis for tomparison with other models. The detailed description of the numerical technique

cmployed by MOBED model is given in Section 2.2.

2.2 BACKGROUND
Moins (1988) has discussed in detail, theoretical developments behind various numerical
techniques in the domain of unsteady flow. Instead of repeating these theoretical aspects and practical
applications, this section of the chapter highlights only the following points:
(3) the finite-difference and the finite element techniques related to solving discontinuity
introduced in the flow domain.

(b} the underlying theory, the numerical technique used by MOBED, and the program structure
of MOBED.

As has been discussed in the previous section, all the rodels for solving the open channel
flow problems employ some form of the St. Venant's equations. Based on the nature of the Sow,

there are rapidly varied and gradually varied flow solutions.

In the gradually varied flow, the curvature of the wave profile is mild and the change in depth



is gradual. The vertical componeat of the acceleration of the water particles is negligible in gradually
varied flow, whereas in rapidly varied flow, the vertical acceleration is very important. Because of the
dynamic effect of the flow in rapidly varied flows, the channel friction effect is negligible, whereas the
effect of channel friction is appreciable in gradually varied flows and should be considered.

Examples of rapidly varied unsteady flow are surges of various kinds caused by the rapid operation
of controlling structures or the flood waves resulting from the sudden failure of a am. Examples of
gradually varied unsteady flow are flood waves or waves resulting from the slow operation of
controlling structures. Several methods are available for studying rapidly varied and gradually varied

flows and can be categorized into two types:

(a) the hydraulic or dynamic flood routing method, and

(b) the hydrologic method.

The hydraulic method of flood routing is distinguished from the hydrologic method by the
fact that the former is based on the solution of the open channel unsteady flow differential
equations, whereas the latter method makes no direct use of the equations, but approximates in some
sense to their solutions, ¢.g. by using empirical equations. The hydrologic methcd is in general
simpler but it fails to give entirely satisfactory results in problems other than those of determining

the progress of a flood down a long river.

Literature reviews in this topic have been provided by many investigators including Moins
(1988), Fread (1982), Linsley, Kohler, and Paulhus (1982), Miller (1971), and Wurbs (1985). Both
finite difference and finite element methods for the open channel flow equations applied 10 the

gradually varied unsieady flow in natural streams have been considered in this paper.



2.2.1.1 Finite Difference Methods
The three approaches in discretizing the solution domain [(x,t) plane] are implicit, explicit
and characteristic methods. Strelkoff et al (1970) developed the characteristic method, a

computational scheme which is based on four equations:

"—"zﬂ-g(s,-s,)wc%

&t Cdt

Eq. (218)

and
%-V:C

Eq. (2.19)

where
-V
Eq. (220)

Newton Raphson method is used to solve the resulting four equations for the unknowns V
and y as well as x and t. “This technique emanates from the very nature of hyperbolic equations,
that any disturbance introduced at the upstream boundary moves along the characteristics” (Moins

1988). For the prismatic channel, the solution is accurate whereas for non-prismatic channel, due to



different top- widths at adjacent nodes and characteristics, unreliable results have been obtained. ‘
Several of methods belonging to the general category of “method of characteristics®, have
been proposed and developed. Lai in 1965 gave the complete derivation of the governing equations
and their solution by the characteristic method. Outstanding contributions to the development of
such methods have been made by Amein (1966) and Wylie (1970) for implicit models; Liggitt and

Woolhiser (1967), Stroker and Wylie (1967), and Ellis (1970) for explicit characteristic models.

Stroker (1953) is considered as the pioneer for his work in explicit models. Others that made
significant contributions in the field of explicit based models are Martin and DeFazio (1969),

Dronkers (1969), Balloffert (1969), Kamphius (1970), and Liggett and Cunge (1975).

The model adopted by the U.S Corps of Engineers, developed by Garrison et al (1969), has
been used for several flood routing studics including the case study of the Tennessee Valley and its

associated reservoir system.

However, the size of the time step in explicit models was a major limitation. This has been
overcome by solving the flow equations by implicit methods. Isaacson, Stroker, and Troesch (1956)
presented the concept of the implicit method. Some of the contributors to the research and
development of implicit based models are Lai (1965), Baltzer amd Lai (1968), Abbott and Ionescu
(1967), Dronkers (1969), Kamphius (1970), Amein and Fang (1970), Contractor and Wiggert (1972),
Quinn and Wylie (1972), Fread (1973), Chaudhry and Contractor (1973), Moin (1974), Greco and

Panattoni (1975), Amein and Chu (1975), Chen and Simons (1975), Benett (1975), and Fread (1974).

Implicit methods can be further classified into linear and non-linear, characteristic form,
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divergent and non-divergent based momentum ¢quations, six-point and four-point discretization, and

velocity or flow, depth or stage as dependeat variables.

The six-point scheme, proposed by Vasileiv (1965), Abbott and Ionescu (1967), Moin (1974)

requires uniform nodal spacing.

Priessmiann (1961), was amongst the earlier contributors o the implicit method, proposed
a four-point numerical scheme 1o solve the flow continuity and momentum equations simultaneously.
According to this numerical scheme, any variable 'f’, and its spatial and temporal derivatives are

represented by the following equations.

SD)=056(F1+f, 1) +0.5Q1-0)f 71

Eq. (221a)

ol_' 1 =7/

F o et
Eq. (2210)
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Eq. (221¢)

where i, j, xand t are as shown in Fig 2.1; i denotes the nodes along the x axis and j along the time
axis, Ax and At are space and time steps, and  is a weighting coefficient having values ranging
from 0 to 1. Cunge (1975) studied this scheme for stability and accuracy and showed that for values
of © between 0.5 and 1.0, the scheme results in a smooth and stable solution. Further studies by
Cunge, suggested a practical range for © between 0.6 to 1.0. Value of @ = 0.5 results in a fully explicit
solution and for @ = 1.0, the scheme is fully implicit.

Several models employed a four-point implicit scheme with significant variations for
discretizing it. Krishnappan (1981) used departures (changes) of dependent variables in the weighted
four-point scheme model called MOBED, whereas in the DWOPER model, a four-point scheme
developed by Fread (1978,1982) is used.



Fig. 2.1 Finite Difference Grid
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2.2.1.2 Finite Element Method

Applications of the finite element method in open channel flow solutions is not as advanced

as the finite difference methods.

Gunaratnam and Perkins (1970), studied finite element applications in open channel
hydraulics. Cooley and Moins (1976), Smith (1979), and Moirs (1979) marte noteworthy contributions
to the development of finite element method for unsteady open channel flow. Other contributors

towards the research of the finite element method are King (1976), Keuning (1576), and Katopodes
(1984).

2.2.2 Detailed Description of Model MOBED

The numerical scheme for this mathematical model is centered around five equations; a set

of three governing equations and two auxiliary equations namely the Ackers and White sediment
transport relations and the Kishi and Kuroki’s (1974) friction factor reiations. The governing

equations are listed here.

Q,

& LA
SRCEIPBC LA,

Eq. (2:23)
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Eq. (222b)
2,203 pQ . &
~ 2:{ )B = ( )84( )
SAGS,~S)+afU - °)+ Q’
Eq. (2220)

One reasonable assumption made here is that z/8t << dyAt which uncouples the flow

continuity and momentum equations from the sediment continuity equation.

As has been previously meationed, the numerical scheme employed by the model MOBED
is an implicit four-point method developed by Priessmann. Equations (2.21a) to (2.21c) define the
variable 'f and its derivatives according to this scheme.

The value of f at (j+1)"’ time interval is a sum of a value at j"" time interval and a

difference Af, that is,
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FlefleAf
Eq. (223)

Substituting the Eq. (2.23) in Eqs. (2.222) to (2.22c), one obtains the following expressions:

PR COATRTRS
Eq. (224)
Fayr L AR
Eq. (2.24b)
T
Eq. (2240)

Substitution of the Eqgs. (2.24a), (2.24b), and (2.24c) in the continuity equation, results in:
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Il;tama..t-Aopqo,.,-om*tosre(u,.nu.nw,.,wmﬁ

[Ay,,+AyJ1-0.5[6(Ag,,, +Ag)+(g,.,+4)]° -0

Eq. (225)

* means that the subscript 1 for q will be dropped henceforth and q without subscript will stand for

lateral inflow of water and sediment mixture.

Linearization of Eq.(2.25) by neglecting second and higher order terms pives following
expression.
a‘- Ay,-+1 + b‘- AQI'+I = C‘- Ay‘- + di AQi + Ci

Eq. 226)
where a;, b, ¢;, d;, and ¢; are as defined in Appendix A

Similarly, substitution of Egs. (2.24) in the momentum equation and linearizing of the

resulting equation gjves,

al-'Ayi +] + bl.'AQl- +1 = C‘-'Ay" + dj‘AQ‘- + Ci'

Eq. (227)
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where 27, b;, ¢, 47, and ¢;’ are defined in Appendix A.

Also, Appendix A., gives the assumptions and expressions that were used in deriving the
above equations. Equations (2.26) and (2.27) form the basis for the solution procedure for the model,
Knowing the initial and boundary conditions, Egs. (2.26) and (2.27) are solved t0 obtain the flow
conditions at the end of the first time step. To solve a system of linear algebraic equations, the
Double Sweep Method (Krishnappan 1981) is used by the model.

Double Sweep Method is outlined in section 2.2.2.1, with 2 complete derivation in Appendix

2.2.2.1 Double Sweep Method

The Double sweep method works in two steps: Forward sweep and Backward sweep.

Step 1: Forward Sweep

The upstream boundaty condition (i = 1) can be expressed as
AQ; =E; Ay; + F;
Eq. (228)
where i is any point for a particular time step j.
It can 4ls0 be shown that for the next point i+1 and the same time step, the above relation holds
£00d (Appendix B.).



Thus,
AQ; 4y = Eppr A¥is * Figg
Eq. 229)

where E; F;, E; ;, F;, 7 are defined in Appendix B.

Forward Sweep thus works from u/s to d/s and evaluates E,,
N

Step 2: Backward Sweep
For backward sweep to proceed, the d/s boundary condition is used to evaluate Ay,

Thus, knowing Ay,, E,, F,, AQ, can be solved from Eq.(2.29). From Eq.(B.2), listed in
Appendix B, Ay, ; can be evaluated once AQp, and Ay, are known. Thus, the backward sweep

method works from djs to u/s and evaluates Ay, o, AQ,, o Ay, 3 AQ,_ 3 2nd soon to Ayy, AQ;.

The flow depth and flow rate can be easily computed since the initial condition provides the

values of flow rates and flow depths at all grid locations along the river reach.

The Double sweep method requires the use and complete understanding of the boundary

conditions. The different types of boundary conditions are:

(1) the flow depth as a function of time

(2) the flow rate as a function of time



(3) the flow rate as a function of flow stage or depth.

The User’s Manual (Krishnappan 1981) considers each of the boundary conditions in
evaluating E;, F;, and Ay,. However, for continuity and for the convenience of the reader, this has

been included in Appendix C.

As far as the rigid bed unsteady case is concerned, this is the underlying numerical scheme
used in the model. However, the mobile bed unsteady flow conditions requires the sediment

continuity equation to predict the change in the bed level Az

Reatranging the sediment continuity equation:

a 11
& Pp

2, ¥C,),

IQI a: a

Eq. (230)
Change in bed level at grid 'i* during one time step At is given by the following equation.

82,-05[A2,4*A2,]
Eq. 231)

where Az; 5 canu Az ¢ results from discretization of Eq.(D.1 & D.2) and are defined in Appendix
D.



Thus, Azi's are computed for ail grid points; the revised flow depth is used to solve flow depth for
the next time step.
Corrected flow depth=y;’"'~y|"'-Az,

Eq. (232)

The flow rate is assumed to be unaffected.

MOBED also takes into consideration the effect of a possible storage basin in a river reach,

by modifying the Double Sweep constants. The User’s Manual (1981) describes the derivation and the

modified constants.

Various subroutines are set in the computer program to carry out the complete solution of
the unsteady flow problem. Coding of the program is done in Fortran language. Step by step

sequence of the operation has been presented in the form of the flow chart in Fig, 2.2,
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The description of the input formatting and the mo( fications to the model code in input

formatting has been presented in Chapter 3.



CHAPTER 3

MODEL TESTING METHODOLOGY

3.0 GENERAL

In order to prove that the model developed is not a futile work in numerical analysis, it is
necessary that the model be tested 2nd compared against real life measured data, since there are no
universal standards to test unsteady flow models. Hence, results of the numerical model have been
compared against observations collected both in the field and experiments conducted in 2 laboratory

by setting up of appropriate physical models.

This chapter describes the methodology involved in model testing and evaluation. The seasitivity
and stability analyses of the data for unsteady rigid bed case and mobile bed case have been also
discussed. Metkodology for error estimation and analysis of the results for both these cascs is
presented. Since the above discussion requires the knowledge of model code with respect 10 input
formatting, the modifications made to the model code in input formatting has been presented before

describing the sensitivity and stability analyses.

3.1 MODIFICATIONS TO THE MODEL CODE

For 2 model to be practical, it is desirable to have minimum of input values, to obtain a
meaningful output The various subroutines that are built into the structure of the model code,
performing different functions, arc described in Appendix. E. A sample of the old format of flow file

is given in the Users Manual of MOBED (Krishnappan 1981), but a brief description of various input
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parameters is presented in the Appendix E.

Model code has been modified with the help of a subroutine called * HYDROG.FOR®, the

function of which is described as follows.

The MOBED input expects upstream flow values Q at interval At for I=1 to IL as the upstream
boundary condition. This may result in an excessively large input file. For example, for 2 3000s
simulation time, and At equal to 2s, 1500 values of flow "Q" are required to be given as input.
Howevcs, the values of flow "Q" are usually not random. They can be described by a hydrograph
consisting of small finite number of lincar sub-sections as shown in Fig. 3.1. We need only specify the
number of points(n), and the values of (Q1,t1), (Q2,12),.—(Qn,tn), and the subroutine HYDROG
Clculates the intermediate values of Q at every At interval. A sample of modified input format is
given in Appendix E. Appendix E also gives a sample of output to give an idea to the reader, s 10

how the output looks.

3.2 UNSTEADY RIGID BED CASE

The experiment adopted for the unsteady rigid bed case is the test carried out in the experimental
channel in Obernach, West Germany. The data for this channel has been collected from a seties of
experiments which have beer well documented and analyzed in the reports of the hydraulic research
station of the Technical University of Munich (Treske 1980).
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3.2.1 TRESKE DATA

The cxperiment is defined by the following particulars:

Physical Description:

The channe] is prismatic and rectangular in cross-section. It is 1.25m wide and 210m long with the
bottom slope of 0.019% or 0.00019. The bed of the downstream cross-section is at elevation 0.052
meters (Krishnappan 1990; and Fig. 3.1A). The channel roughness is described by the Strickler
cocflicient of roughness Ks = 87. However, the straight forward computation of Manning’s formulac

gives n = 0.012 (Krishnappan) and has been considered as the typical value.

Initial and Boundary conditions:
The initial conditions in the channel consisted of a channel depth of 02250 m with 0.103 m%

flow. Boundary condition at inflow or u/s end is defined by bydrograph and is given here:

Inflow or u/s end:

103.0 0 <t< 300
41375 + 02055t 300 <t <750s
Q0N inls = 347975-02033t 750 <t < 12005

1064.0 1200 < t < 3000s.

Eq. (3.1)
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The downstream stage discharge equation as the d/s boundary condition has been selected 10
be as follows (Krishnappan): .
HQL) in m = (1.344) Q(L) + 0.08656
Eq. (32)
where Q is in m35.

3.2.2 SENSITIVITY ANALYSIS
The next step involved in model testing is the sensitivity analysis. Sensitivity analysis is done to
highlight those variables which most significantly infloence the model output.

Several test runs are made for the Treske channel to check the sensitivity of the model to various
factors. The sensitivity of the model has been studied with respect to the following parameters:

(1) Manning's coefficient of roughness *n*

(2) The bed slope “So"

A typical 1est run was carried out for the following conditions:
(1) Ax=30m
(2) Manning’s coefficient of roughness = 0.012
(3) Bed slope = 0.00019
(4) Total simulation time being consiant at 3000s although At was varied

(5) Rectangular cross-sectional geometry.

Manning’s Coefficient of Roughness *n":
Several test runs are made by varying the value of Manning's "n" from 0.010 to 0.016. For each



value of "n", 7 test runs are made by varying the values of At from 2s to 14s in steps of 2s. The results

are listed and discussed in Chapter 5, along with the figures and tables.

Bed Slope "So*:
Two values of bed slope i.c., 0.00015 and 0.00022 were selected for the test runs, one being lower

and other being higher than the typical bed slope value. The results are presented and discussed in
Chapter 5.

3.23 STABILITY ANALYSIS

To study the convergence and stability of the mathematical model, several runs were made using
various space increments "Ax’and time increments "At’, as the element length is related to the time

step. At has been established based on the following equation.

Ax

Vedey

ars

Eq. (33)

For the channel in Obernach, time step has been varied by intervals of 2s, and ranged from 2s to 14s.
To achieve convergence and stability requirements, space incremeat was 15m and its value ranged

from 15m to 45m. Results are presented in Chapter S, with the aid of figures.

32.4 ERROR ESTIMATE

The laboratory measured values of flow "Q* and clevation 'y’ are available at one minute intervals
for both u/s and d/s boundary sections. For the specified A1, MOBED generates the values of Q" and

'y’ at all grid locations at time = 0s. It then repeats the operation for the next time interval and prints



the output. The value of flow "Q’ at a particular grid location, for example, at w/s boundary section
is extracted from this output file to result in values of *Q" at each At. Now, fron; this series of values,
only those boundary values which correspond 10 the one minute interval are selected. If the value of
At is such thai, no value of 'Q" was generated at the one minute interval, then the value is
interpolated by selecting the two nearest values. Thus, we have the values of Q calculated by the
model at one minute intervals for the ws section. The same process is repeated for "Q’ at the ds

section as well as the elevation at w/s and d/s sections.

Now, the error can be computed by comparing the calculated value with the measured value.

The standard error is defined as follows:

o H‘”’"\j 32 (predicted flow,-measured flow)?

n-1

Eq. (3.9)

where n = number of observations,

Slandarde = standard error
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Similarly,

Y % (predicted elev.-measured elev.
n-1

Standards in Elev.-J

Eq. (35)

Standard error in flow and clevation has been calculated both at u/s and d/s boundary sections.

The error is also reported in terms of percent error, which is defined mathcmatically as

foltows:

Standards
Percentage Standards 100
maximum m.

Eq. (3.6)

Percentage error in flow and elevation has been found and is giver for both the ujs and the

d/s boundary sections.



The bias errors in peak d/s flow and u/s elevation has also been found and is defined as

follows:

. __,(peuk predicted-Peak ummd)_
Biass ek =100

Eq. 37)

For Treske’s channel the bias error is estimated in predicting peak flow at the ds section
Q(d/s) and the peak stage at the ws section y(ws). The phase shift between the predicied and
measured peak values is also noted.

A program called ‘EXTRACTRRIG" is written to carry out the above computations
eﬁicicntly.‘meprogmmiscodedinBasicandthemathematimlﬂowchanisgivcninﬁg.3.2,to

explain the step by step procedure. Appendix F gives the listing of the program "EXTRACTOR.RIG".

3.3 MOBILE BED CASE

The equilibrium state experiments adopted for mobile bed case are the link canals of Pakistan.
Field experiments were conducted under ACOP (Alluvial Cuannel Observation Project) to obizin
hydraulic, sedimentation, and morphologic data (bed form characteristics) of these channels. Field
measurements were made under equilibrium conditions for the channel reaches. The complete data
comprising numerous equilibrium runs made on fifteen different canals has been well documented in
ten volumes of report 'ACOP CANALS EQUILIBRIUM DATA'(Khalid Mahmood,et al, 1981, 1982).

Each equilibrium experiment was preczded by two days of steady, uniform flow conditions to allow
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the bedforms to adjust and stabilize to the flow. The link canals that were selected for the equilibrivm
studies are as follows: | -

1. Qadirabad-Balloki link

2 Balloki-sulemanki links [ & II

3. Taunsa-Panjnad link

4. Chasma Jhelum link

5. Jamrao canal”

Their location has been showr in the map of Indus Basin of Pakistan in Fig. (3.3).

The data for various input files to the modei were obtained from the above reports, and about 200

test runs were made for different bed forms and for varying conditions of flow.
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Figure 3.2 Flow Chart for the Extractor

OUTPUT OF MOBED 1S IN THIS FORM

Qu/s. Yu/s,..
- 11
Qd/'. w'l".
Qu/s, Yu/s...
t2
Qd/s, Y/s..
Qu/s. Yu/s...
13
Qd/s. ¥d/s....
l EXTRACTOR
t1 Qu/s. Yu/s tl Qdss, ¥d/s
t2 Qu/s, Yu/s 12 Qd/s, /s
t3 Qu/s, Yu/s t3 Qd/s, ©d/s
Interpolctes
at one minule intervals
1s Qlu/s Ylu/s ls Qlu/s Ylu/s

25 Q2u/s Y2u/s | e 2s Q2u/s Y2u/s
35 Q3u/s Y3u/s COMPARE| 3s Q3u/s Y3u/s

ERROR
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33.1 LINK CANALS

I
In this section, a brief description of the link canals is presented followed by the discussion on the

bed configuration and roughness of alluvial streams.

3.3.1.1 Description of Link Canals

1. Qadirabad-Balloki link Canal

As seen on the map in Fig. 3.3, Qadirabad Balloki link canal is the second segment of the
Rasul-Qadirabad-Balloki-Sulemanki link system. This unlined earth link canal has a capacity of 18,600
cusecs (6:3%5), bottom width of 335 fect and the normal depth of 13 feet from its headworks to Sagar.
From Sagar up to the point of outfall, its discharging capacity changes to 14,500 cusecs with 2 bottom
width of 300 fect and a normal depth of 12 feet. The bed slope varies between 0.000125 to 0.000130

and the side slope ranges between 2:1 to 3:1 (H:V).

2. Balloki-Sulemanki link Canal

Balloki Sulemanki link Canal I, mainly a lined canal offtakes from the left bank of Ravi River at
Balloki extending for a distance of 53 miles and then outfalls ten miles (approx.) above the Sulemanki
Barrage. The upper 14 miles of the link which is unlined has a capacity of 18,500 cfs. It has a bed

width of 325 feet and a full supply width of 14.0 feet. This canal has 2 bed slope of 0.0001.

Balloki Sulemanki link Canal II, extending 10 a distance of 39 miles is an unlined carth canal and
has a design discharge capacity of 6,500 cusecs. It has 2 bottom width of 190 feet and a normal depth
of 100 feet. The vertical side slope and the bed slope of this link canal is the same as that of

Qadirabad Balloki link ¢canal
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3. Taunsa Panjnad Link Canal
This 38 mile long, unlined earth link canal has been designed 1o carry a discharge of 12,000 cusecs.

It has a bottom width of 266 feet and bed slope varying from 0.0002 to 0.00011. Average normal depth
is 12 feet for this link canal.

4. Chashma Jhelum Link
Chashma Jhelum Link extending to a distance of 67 miles, is the biggest unlined earth channel

in Pakistan. It has a design discharge capacity of 21,700 cusecs, @ bottom width of 380 fect and a

normal depth varying from 11.8 to 14 feet.It has an average bed slope of 0.000118.

S. Jamrao Canal
Jamrao canal is basically, an irrigation canal located in the jower Indus Plain. It is the smallest
and has a finer bed material size than the other canals meationed above. This unlined canal carries

a design discharge capacity of 3,400 cusecs and maintains a full supply depth of 86 fect. Bed width
of this canal is 148 feet.

33.1.2 Bed Configuration and Roughness of Alluvial Streams

One of the significant paramesers required for model evaluation in cases of mobile bed flows is
the success of bed form prediction. Based on the characteristics of bed material and hydraulic
conditions acting at the interface of flowing water and sediment flow, various types of sand waves arc
formed on the erodible river bed. Ashida and Kishi(1973), have classified these bed configurations on

the basis of scale of disturbance in stream as follows:



I

1. RIPPLES, the smallest of all bed forms is controlled by the propertics of sand grains and appears

below the Grain Reynold’s number of 20.

2. DUNE , are most stable and larger bed forms than ripples; their dimensions are of the same order

as the flow depth. They are out of phase with the water surface.

3. TRANSITION, is the state of bed in transition, and consists of portions of ripples, dunes, and fiat

beds.

4. FLATBED,isthestaleofrivctbed.relativelyﬂat,anddocsnothavcanysigniﬁcamwmbed

forms such as ripples, dunes or antidunes.

3. ANTIDUNES, unlike dunes are in phase with surface waves and depending on the properties of
bedloadandﬂowingmta,m&mdmmaymmupsmm,dowmtmmorminmdonmy.

The height of these bed forms is similar to the depth of flow.

The above bed forms are also classified under micro-scale bed configuration. Kishi and Kuroki

gave a general description of the criteria for the bed configurations as shown by the following

expression:
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M,.r..%.n)-o

Eq. (33)

where

¢, is the velocity factor

te is the bed friction stress

R/d is the ratio of hydraulic radius and depth

x is Von- Karman constant

Based on the studies by Engelund (1967) and Garde-Raju (1963) on flow resistance and bed

configurations, Kishi and Kuroki (1974) varied te-te’ relationship (Resistance law) with R/ Results
of Kishi and Kuroki are summarized in Fig. 3.4 and their equations are as follows:

1. Dunes I, ¢ =@M 2 =241 <13

Eq. (39)
2. Dunes IL$,=89
Eg. (3.10)
3. Transition 1, ¢;,=1.1°105®/dy 32 <3
Eq. (3.11)
4. As a boundary between dunes and transition beds
Us=0.02(Rid)" /2
e =0.02(R/)I72
$, =89, on the boundary curve
Eq. 3.12)



5. Flat bed, ¢, = (8M172 = 690 ) Z(R1a)1/6
Eg. G-13)
6. Antidunes, ¢, = 28(Ridy10 713
| Eq. (3.19)
7. Criteria between duneslL, flat bed and antidunes
Is=007(RM) 35
te =0.07(RA°S

Eq. (3.15)
where
f is the friction factor
I is the slope
s is the submerped specific gravity

Eq. (3.16)

where
pg is the density of sediment
P, is the density of liquid.
%, is the variation in Von-Karman constant

T4'is the grain friction stress
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33.2 ERROR ESTIMATE

The error can be computed by comparing the calculated values with the ficld measured values.
Error is found in the same way as defined for the unsteady rigid bed case. For mobile bed steady flow
cases, the model is evaluated by the percentape of success rate in predicting bed form, in addition to

the percentage exror in flow and depth for both upstream and downstream sections.

Of 0" aumber of total test cases of a particular bed form, say "x” number of test cases that

predicted the correct bed form, then the percentage of success rate for bed form prediction is defined

as follows:

Percentage of success rate = (x/n)*100

Eq. 3.17)

Error analysis has been carried out for all the test cases with IL=100 followed by IL=400.
Sclection of longer simulation time was necessary for link canals to adjust and stabilize to the

adjusting flow. This is illustrated by the figures presented in Chapter S.

The overall average percentage error has been found in flow and depth for us and ds
sections. The results of error analysis and estimation are listed in Chapter 5. Also, for the link canals,

the bias error has been calculated at the [L=400th value for d/s flow and u/s depth.

The program "EXTRACTR.RIG" has also been modified to predict the bed form and is attached
in Appendix F as “‘EXTRACTRMOB".
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333 MODIFICATIONS TO THE MODEL CODE- VALUE OF FRICTION
CONSTANTS

The MOBED model uses Kishi and Kuroki's (1974) friction equations as the default equations
for the various bed forms. Values of the parameters const, m, and n for Kishi’s friction relations are
given in User’s Manual No.2 (Krishnappan 1983), and are built-in to the source code. However, the
model gives the user the choice of using different friction parameters given in Manual No. 2, and are

10 be given as the input values.

Modifications made are discussed in Chapter 5 and the error analysis with and without the
modification are also preseated in the same Chapter.

Portions of the source code of MOBED with afi modifications highlighted is attached in
Appendix G.



CHAPTER 4

FILE ORGANIZATION FOR MODEL TESTING

4.0 GENERAL

This chapter presents the naming characteristics of the input files. The input files used for
rigid bed unsteady case and mobile bed unsteady case are given in two diskettes attached at the end
of Appendix. This chapter gives the pames of the files and the corresponding conditions for which the

tests are made.

4.1 UNSTEADY RIGID BED CASE

Table 4.1 lists the test conditions defined in flow and geometric files for unsteady rigid bed
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TABLE 4.1 CHARACTERISTICS OF UNSTEADY RIGID BED FILES

TAPEOLDAT 0.012

2 TAPEOLDAT | 30 4 000019 | 0012

1=3 TAPEOLDAT | 30 6 000019 | 0012

| F4 TAPEOLDAT 30 8 0.00019 0.012

TAPEOLDAT

= ===|==_L====—===-H==

TAPEOLDAT

TAPEOLDAT

TAPEOLDAT

TAPEOLDAT

F13 TAPEOL.DAT 15 6 TN 0.012
FM TAPEOLDAT 15 8 0.00019 0.012
F15 TAPEOLDAT 15 10 0.00019 0.012
F16 TAPEOLDAT 15 12 0.00019 0.012

TAPEOL.DAT




F2l TAPEOLDAT 45 2 0.00019 0.012
2 TAPEOLDAT 45 4 0,00019 0.012
F23 TAPEOLDAT 45 6 0.00019 0.012
F24 TA_PEO!.DAT 45 8 0.00019 0.012
F25 TAPEOLDAT 45 10 0.00019 0.012
F26 TAPEOLDAT 45 12 0.00019 0.012
¥27 TAPEOLDAT 45 14 0.00019 0.012
SRS S S E— R —



H KS | GOLDAT 10 000019 | 0016
|| K6 | GOLDAT 12 000019 | 0016
K7 | GOLDAT 14 000019 | 0016




.

T MOLDAT 2 0.00022 0.012
M2 | MO1L.DAT 4 0.00022 0.012
M3 | MOLDAT 6 0.00022 0612
M4 | MOLDAT 8 0.00022 0.012
M5 | MOLDAT 10 0.00022 0012 ﬂ
Mé | MOLDAT 12 0.00022 0.012

MOLDAT

0.00022

P4 POLDAT 8 0.00015 0.012
PS5 POLDAT 10 0.00015 0.012
P6 PO1L.DAT 12 0.00015 0.012

P7 POLDAT 30 14 0.00015 0.012 II



4.2 UNSTEADY MOBILE BED CASE
The naming of the link canals of Pakistan follow the general pattern of ABMN.XYZ; where
AB is the name of the link canal.
= qb = Qadirabad-Balloki canal
= ¢j = Chasma- Jhelum canal
M stands for the number of test case
= 1 to 16 for transition bed form
= 1 to 15 for the bed covered with dunes
= 110 12 for plane bed

= 1 to 10 for ripples

N designates the type of input file
= 8 for flow file

= 1 for geometric file

XYZ stands for the type of bed form
= trn for transition
== dun for dunes
= pln for plane bed

= rpl for ripples



At, initial flow and initial depth for cach of the test case has been in the results in Chapter 5. The
detailed parameters of the input files can be verified from the reports of "ACOP CANALS
EQUILIBRIUM DATA" (Khalid Mahmood et al, 1981, 1982).



CHAPTER §

MODEL RESULTS AND EVALUATION

5.0 GENERAL

This chapter presents and describes the results of unsteady rigid bed and mobile bed fovs.
The results of the several test runs under varying conditions have been presented in figures and tables
showing errors in depth and flow for both upstream and downstream boundary sections. For unstcady
rigid bed case, the error has been reported in terms of w5 and dfs elevations instead of flow depth,

. since the Treske report gives the measured values for elevations.

5.1 UNSTEADY RIGID BED CASE

The results of the sensitivity and stability analyses are presented in this section. The basis of

comparison is the case described in section 3.2.2.

5.1.1 SENSITIVITY ANALYSIS - RESULTS AND ERROR ESTIMATE
Manning's coeflicient of roughness "n":
Figures 5.1 to 5.3 show the effect of varying Manning’s "n" on u/s flow, ufs elevation, and dfs

flow respectively. The value of *n" was varied from 0.010 to 0.016 with all other input valucs fixed.

Fig. 5.1 shows the verification of the ws boundary condition. The overall error in u/s flow

throughout the simulation period is +1.4 percent.



Fig. 52 plots the predicted u/s elevation in meters for all the values of Manning’s "n" with
simulation time. The predicted u/s clevation results are significantly aﬂ‘ected by changing bed
roughness. The model underpredicts the u/s elevation throughout the simulation period for the values
of Manning’s *n" lower than the basis of comparison (n = 0.012) and vice-versa. This behavior is
expected since the increase in channel roughness causes a steeper gradient to discharge the same flow
thus leading to higher elevations at w/s sections, with increasing roughness of channel bed.

As scen in Fig 53, the predicted dfs flow values are quite close to the measured values
throughout the simulation time for all the values of “n*. For the initial 7 minutes of the run, the
model predicted a transient in the downstream flow; this transient occurred when n = 0.012 and is
caused by the fact that under these conditions the initial flow does not satisfy the momentum

equation.

The standard egrors, percentage errors, and bias errors for various bed roughnesses are shown
in tabular form in Table Nos. 5.1 10 5.2. Each table deals with the errors for a particular value of bed
roughness and shows in different columns standard errors and percentage errors for u/s flow and
elevation , d/s flow and clevatica considering the complete simulation period. The percentage errors
in the peak u/s aepth and peak d/s flows, are important in assessing the model. Tables 5.1 and 5.2 also
show the bias errors in d/s flow and w/s elevation. The negative sign shown on the bias error, means
that the model underpredicts, and the positive sign refers to overprediction in predicted values

compared 1o measured values,

Figures 5.4 and 5.5 show the non-dimensional plot summarizing the effect of Manning’s "n*
on u/s depth and &/s flow respectively. The x-axis show the values of bed roughness selected for
unsteady rigid bed case. The y-axis show the ratio of peak value for anv value of "n" 10 the peak value
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for "n" = 0.012

Bed slope "So™:
Figures 5.6 to 5.7 present the effect of sloping bed on u/s clevation and d/s flow.

The value of bed slope varied from 0.00015 to 0.00022 with all other parameters fixed.

The resiilts of the predicted u/s elevation are compared with the measured u’s clevations in
Figure 5.6. It can be seea that increasing the bed slope underpredicts the stage. The calculated w/s
elevation increased with the decressing bed slope. The time to peak the u/s clevation is not

significanzly affected by varying the bed siope.

Fig. 5.7 shows that the model results of ds flow for different values of bed slope are in good
agreement with the measured values. The peak values of predicted d/s flow are slightly higher than
the peak measured valuc while there is no significant change in the time to peak flow. The error

analysis is given in Tables 53, and 5.4.
Figures 5.8 and 5.9 summarize the ws depth and d/s flow results for various bed slopes.

5.1.2 STABILITY ANALYSIS- RESULTS AND ERROR ESTIMATE

Effect of At on fow and elevation for both ws and djs sections has been studied and

presented in Figures 5.10 10 5.17.

For a particular value of Ax ( Ax =30m) and different values of At ( At = 2s, 6s, 10s, and

12s) Figures 5.10 10 5.17 plot the predicted and measured u/s elevations, or 4fs fiows with respect to
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time. The basis for selecting At is given by Eq. (3.3) in section 3.2.3 and Ax ranged from 15m 10 45m
ininma]soflSm.Itcanbcseenﬁ'omthcﬁguresthatthcpredicwdp@kuls-elcvationforallthc
cases of At does not change significantly. There is no difference in the time to peak flow as the At
is changed.

A similar behavior was found for d/s flows. The error analysis for stability analysis is given
in Table 5.5. Tables 5.6 and 5.7 confirm that the stability is invariant for Ax = 15m and Ax = 45m.

Tables 5.5, 5.6, and 5.7 also give the bias errors for Ax = 30m; Ax = 15m; and Ax = 45m respectively.

5.2 MOBILE BED CASE

The model results for the 55 equilibrium experiments of the link canals of Pakistan inciude
the several test cases made for each of the bed form. The model results are presented in Figures 5.18
to 5.33 and Tables 5.8 10 5.15. Figures 5.18 to 533 plot the measured versus predicied us depth or
d/s flows at equikibrium (at number of time steps = IL = 400) for all bed forms (trassition, dunes,
piane bed, and ripples). The model results are shown for the original friction factor parameters (Kishi

and Kuroki, 1974) and for the modified friction factor parameters.

In order to simulate the steady conditions for the equilibrium experiments of the link canals
the total simulation time was increased from IL=100 to IL=400, Figures 5.34 to 5.47 show that both
the depth and the flow are unsteady for IL=100 but at IL=400 both flow and depth reach fairly steady

conditions. Thus, all the results pertaining to the mobile bed cases were run with IL=400.

5.2.1 UNCALIBRATED CASE

The errors found described under the uncalibrated cases refers 1o the errors found using Kishi
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and Kuroki (1974) friction factor relationships.

The predicted versus measured /s depth and d/s flow at IL.=400 in Figures 5.18, 5.19 (for
transition), Figures 5.22, 523 (for dunes), Figures 526, 5.27 (for plane bed), Figures 530, 531 (for

ripples) show that the predicted values are scattered around to the perfect fit line.

For 16 test runs of transitional regime, the percentage bias errors in the us depth at IL.=400
varies from -24.08 to +4.58, and the percentage bias errors in the d/s flow vary from -17.1 to +537.
The average error at IL=400 for w/s depth is -3.33% and for d/s flow -1.97%. Table 5.3 lists At,
number of grid locations made for that test run, the percentage errors in ws depths, and the d/s flows
calculated for the overall simulation period. The positive sign for the bias error shows that the model
overpredicts and the negative sign shows that the model underpredicts. The bed form predicted by the
model for each of the runs is also listed in the same table. The percentage success rate for predicting

the bed form for transition is found to be 66%.

For the case of dunes, the percentage bias errors in the ufs depth for IL=400 falls in the
range of -19.11 to +1.99 and whereas the d/s flow errors fails withip +9.03%. The average error is -
4.89% for the ws depth and 2.74% for the d/s flow. The error results and bed form predictions for

cach test run is listed in Table 5.9. The percentage success rate for predicting dunes is found to be
50%.

For plane bed form, 12 test runs were made. As is seen in the Table 5.10, the percentage bias
error at IL=400 for the u/s depth varies from the lowest value of -27.69 10 the highest value of
+19.06. The dfs flow percentage errors are in the range of -10.03 1o +8.69. The average crrors al

=400 are found as -1.33% for the ws depth and +1.21% for the d/s flow. The overall average crrors
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are listed in Table 5.10. The model did not correctly predict the plane bed form in any of the

computer runs.

For the case of ripples, the bias errors are in the range of -17.28% to +3.97% giving an
average of -3.6% for the ws depth. For the d/s flow, the percentage biss errors lie in the range of -1.49
to +5.72 giving an average of 1.33%. The percentage success rate in predicting this bed form is 10%

only. Table 5.11 lists the etror results in flow and depth for the ws and the d/s boundary sections.

52.2 MODIFICATIONS TO THE MODEL CODE - VALUE OF FRICTION
CONSTANTS

Kishi and Kurokis relations were developed for R/Dgs < 2000, Le., for smaller channels. This
may account for some of the significant errors of link canals where R/Dgs > 2000, It is, therefore,
proposedwmodifymcmoddmdcforhrgcrchannels.mmodiﬁmﬁonismbemadcinmeMue
of const (Eq. 2.17) and is cakculated as follows:

Const(modified) = Const * C° Eg. (5.1)

where C* = constant = Sfo/(Sfo + ASf)
and Sfo = observed friction slope

ASf = change in friction slope predicted using Kishi and Kuroki’s (1984) relations and is calculated
as follows:

Avg. percent error in u/s depth Avg. initial depth

ASf = . Eq. (5.2)

100 length of canal



The value of C” thus obtained = 1.122 for the transition regime;
= 130 for dunes and ripples regime;

= 1.125 for plane bed.

Because of the lack of ficld data on antidunes, the model could not be evaluated for this bed form.
However, the crror analysis with and without the modified Const. for other bed forms and for all the
test cases has been completed. The results before modification were discussed in Section 5.2.1. The

results after the modification are presented in Section 5.2.3.

523 CALIBRATED CASE

For the transition bed form, the percentage bias errors at IL=400 for the u/s depth fall within
the range of -19.75 to +8.57 giving a very low average error of -0.58%. There is also a significant
improvement in bed form prediction. The percentage success rate in predicting the bed form is 87%.
Table no. 5.12 documents the overall percentage errors along with the bed forms predicted by model.

Figures 5.20 and 521 plot the predicted versus measured w/s depth and d/s flow at equilibrium.

The average errors at equilibrium for the bed covered with dunes improved from -4.89% to
-3.28% for the ws depth. The percentage success rate for the bed form prediction did not change
much and was found to be 43% after the modification. The overall percentage errors for flow and
depth 2t the u/s and the dfs sections are listed in Table 5.13. Figure 5.24 and 5.25 shov the predicted

and measured u/s depth and d/s flow at equflibrium respectively.

The percentage bias errors at IL=400 for the planc bed regime after the modification ranged
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from -27.56 10 +29.32 in the s dcglh giving an average of 0.02%. The modification did not have any
effect on the bed form prediction. Figures 5.28 and 529 plot the predicted versus the measured u/s

depth and d/s flow at IL=400 for the case of a plane bed. The results are listed in Table 5.14.

As can be scen from Table 5.15, for ripples the average bias error at IL=400 for the u/s depth
ks only -0.755%. The percent esyor for the d/s fiow dropped from 1.33% to 0.01%. There is no change
in the perceatage success rate in the bed form prediction. Figures 5.32 10 533 are the plots of the

predicted versus the measured ufs depth and dfs flow at IL=400 for the bed covered with ripples.

53 ACCURACY AND RELIABILITY OF THE MODEL

The difference in the predicted value and the measured value need not only be due to errors
in the model Even if, the model were 100% accurate, there may be a difference in the predicted and
the measured values. This difference can therefore be attributed to human errors in the measured
values themselves which we shall refer (0 as observational efrors. Thus, in cvaluating the mathematical
model for accuracy and reliability, the averall average error for flow and depth should be compared

to the observational field errors with good control.

For the Treske channe:, the observational error in elevation is approximately 0.5mm for each
reading. For most of the cases, the predicted results are not within the limits of the observational
crror of the depths but the percentage efror in the depth is generally less than 3% which is considered
acceptable for practical engineering applications. The average error in flow is in good agreement with

the observational error in measured flow values which falls within the range of 1% to 2%.
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Similarly, the field errors for the link canals are +6 inches in the depth due 10 undulations
of the bed form and approximately 5% error in the flow. The difference in the predicted and the
measured w/s depihs at IL=400, for most of the test runs lies within the +6 inches. The average flow

errors predicied by the model at IL=400 lies well within the range of 5%.

The general predictive accuracy of the model for mobile bed flows as far as the errors in flow

and depth are concerned is quite good. However, the error in the prediction of the bedform especially
for plane bed and ripples is only fair.
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Figure 52 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figure 53 SENSITIVITY ANALYSIS-RiGiD BED CASE

EFFECT OF MANNING'S "n* OK DjS FLOW

$.17
0.18 -
815 -
|
S -
3
k4
=18 S
3
[+
-
;9
@ 0.12
c
6.1
L1
0.4 1 : : 1
C 0 i
TIUE 10 W NUTES
—— He0.010 +  UEASURED —A— 0012 -B- W01

79




Figure 5.4 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figure 5.5 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figure 5.6 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figure 5.7 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figore 5.8 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figure 59 SENSITIVITY ANALYSIS-RIGID BED CASE
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Figure 510 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.11 STABILITY ANALYSIS-RIGID BED CASE
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Figure 512 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.13 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.14 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.15 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.16 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.17 STABILITY ANALYSIS-RIGID BED CASE
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Figure 5.18 TRANSITION - UNCALIBRATED
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Figure 5.19 TRANSITION - UNCALIBRATED
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Figure 5,20 TRANSITION - CALIBRATED
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Figure 521 TRANSITION - CALIBRATED
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Figure 522 CASE OF DUNES - UNCALIBRATED
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Figure 5.23 CASE OF DUNES - UNCALIBRATED
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Figure 524 CASE OF DUNES - CALIBRATED
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Figure 525 CASE OF DUNES - CALIBRATED
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Figure 526 PLANE BED - UNCALIBRATED
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Figure 527 PLANE BED - UNCALIERATED
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Figure 528 PLANE BED - CALIBRATED
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Fignre 5.29 PLANE BED - CALIBRATED
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Figure 530 CASE OF RIPPLES - UNCALIBRATED
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Figure 531 CASE OF RIPPLES - UNCALIBRATED
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Figure 532 CASE OF RIPPLES - CALIBRATED
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Figure 533 CASE OF RIPPLES - CALIBRATED
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Figure 534 TRANSITION BED
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Figure 535 TRANSITION BED
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Figure 536 BED WITH DUNES
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Figure 537 BED WITH DUNES
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Figur: 538 BED WITH DUNES
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Figure 539 BED WITH DUNES
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Figure 540 PLANE BED
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Figure 5.41 PLANE BED
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Figure 5.42 PLANE BED
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Figure 5.43 PLANE BED
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Figure 5.44 BED WITH RIPPLES
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Figure 545 BED WITH RIPPLES
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Figure 5.46 BED WITH RIPPLES
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Figure 5.47 BED WITH RIPPLES
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CHAPTER 6

CONCLUSION

6.0 GENERAL

Conclusions drawn from the numerical experiments are described in this chapter in three
parts, namely:
1. Discussion related to sensitivity and stability analyses for the unsteady rigid bed case.
2. Accuracy of the model in simulating the unsteady rigid bed case.

3. Accuracy of the model in simulating the steady mobile bed case.

6.1 SENSITIVITY AND STABILITY ANALYSES

The model predicts the u/s elevation in direct proportion to the value of Manning’s "n".
Considering the results for Manning's “n" = 0.012 as the reference tesi case, the model underpredicts
the peak u/s depths by 3.8% relative 1o the case of Manning’s "n" = 0.010. The peak d/s flows arc
overpredicted by 0.31% with respect to the case of n = 0.012. For the case of bed roughness equal
10 0.016, the peak u/s depths are 6.8% higher than the reference case and the peak dfs flows are

0.56% higher than the reference test case. Thus, the model is slightly sensitive to changes in the bed

roughness.

The predicted results show that the model is not very sensitive to the bed slope. Upon
comparing the results for steeper slopes (So = 0.00022) with the results for the basc case of bed slope
(So = 0.00019), it was found that the model underpredicts the peak ufs depths by 1.4% and

overpredicts the dfs flows by 0.19%. For So = 0.00015, the model overpredicts the peak u/s depths
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by 1.8% and underpredicts the dfs flows by 025%.

Several test runs made for the unsteady rigid bed case 10 test the stability of the model show
that the mode] MOBED is very stable. Variation of At (At = 25 10 120s) for fixed Ax ( Ax=30m) did
not change the model results. Selection of At was based on the Eq. (3.3) and Ax ranged from 15m to
45m. For higher Ax (Ax=45m) and fixed At the model underpredicted the peak w/s depths by 0.46%
and the peak d/s flows by 0.8% when compared to results for the base case of Ax = 30m. Decreasing

Ax ( Ax = 15m) did not affect the model results when compared to the base case.

It was found that the total measured inflow, predicted inflow, measured outfiow, and predicted
outflow were almost equal with an error of less than 1%. This shows that the model formulation is

accurate,

6.2 ACCURACY OF THE MODEL IN SIMULATING UNSTEADY RIGID BED
CASE

The model is capable of predicting the flow within the expected range of the observational
errors in measured flows (1% to 2%). For most of the test cases, the difference in predicted and
measured peak depths exceed the observational error of 0.5mm. However, the error in depths at the
crest was generally less than 3% which is considered acceptable for engineering applications. The

times to peak in all cases were accurately simulated.

6.3 ACCURACY OF THE MODEL IN SIMULATING UNSTEADY MOBILE BED
CASE

The predictive accuracy of the original model in simulating mobile bed unsteady flows was
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only fair. The predicted depths differ from the measured depths by more than the ficld errors. The
field error in depth is =6 inches, which accounts for the undulations of the bed forms. The original
model does not predict flow errors within the range of field error of +5%. The original medel with
Kishi and Kuroki (1974) friction factor relations appeared to give good results for RDgg < 2000. For
the link canals of Pakistan where R/Dgg > 2000, the mode] was modified to incorporate the new
friction parameters. The modification done on the basis of Section 5.22 gave constant C® for bed
forms as 1.122 for wransition regime, 1.30 for dunes and ripples, and 1.125 for the plane bed form.
After the modification, the field errors in depth slightly improved as compared 10 the original model
but the feld errors in flow showed considerable improvement and were within +5%. The success rate
in predicting the correct bed form improved with the modification in friction parameters for the case
of transition bed and the bed covered with dunes. However, the model performance still needs 10 be

improved in order to predict the correct bedform, especially for plane bed and rippics.

6.4 RECOMMENDATIONS

The study has given rise 10 numerous aliernatives to further rescarch, Some of the
recommendations that should be investigated are described bricfly as follows:
1. Considerable potential exists for further numerical testing for the case of antiduncs bed form.
2. Improved criteria of predicting the bedform is nceded.
3. The model should also be tested for other types of channels such as trapezoidal channel, and
meandering channel.

4. The model should also be tested for unsteady mobile bed cascs.
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APPENDIX A
EXPRESSIONS AND CONSTANTS USED
IN THE

DERIVATION OF THE NUMERICAL SCHEME
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Definitions of a, b:" ¢ da and e

B ,+B -
‘_[ l!l* IJ_E[QJOI Q‘];‘-’i +e[ q[vl+qf]§
28t © Bx BB, dy,, BB, &,
Eq. (A1)
b2
Ax
Eq. (A2)
B, ,+B -
C!‘-[ l°1+ i]+2_a_[Qf'1 Q‘]Q _e[ qi-l+QI]£
287 A% ByeB, &y, BB, &,
Eq. (A3)
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Eq. (A4)

D+0(Aq,.,+Ag)
'Q{)“'(qi.f"q

2Qu

e-- Ax

Eq. (A5)
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Definitious of a‘P b"-, c"-, d"-, and e‘i:

Q’ -
:x '_4:2 “(Q, Qi-l)]""ﬁ[(yhl-y‘)B“+A"I+A‘]..,

el

2
a;-=

2B Q.. 4B Q% < By 21-1_B:ta

gx[( )(ylol-YP - ]“

3 2 2 2
A% dy[mA [} A% A%

Rl-l. “een - AI-IdP
%I&_,(z,-z‘d)]*-ﬁ?conﬂ(—@-) Fr®, (B, - P‘°1_L|(m-n)+

Qzl-lBkl
B“I]+e 3‘ . A -‘d'm

Eq. (A6)
y 1 6 Q. Q: Q4@ 0 2Qm [ot
— I+ —[—0~7..1))
T281 bx A, A, 4., = 2Ax 2,
Rl ld th
+gB.const.(—1) “Fr g h——-——
gB.co D Q,, AzM *I..,
Eq. (A7)
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¢ Aﬁx el onl)]“"&[(yt-:‘yt)sf"":o:"’At]*
28°Q° i_dB ta B, Q% B‘Qz Iy
2Ax A3, dy,,Az A%, A%

A gp
—[B,(z,-z,,,n Qcom(-)-r a gm0 Z18E ooy,
P, dy,

B,
B]+6——A"
po= A

Eq. (A8)
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Q.- Q. Ql QI‘BI G

g1, -
o a4 AL AL 2Ax REY
. ﬁl_ " » ﬁ_ Q‘ ]
gB.consx.(D“) Fr '"Q' OEA 5
Eq. (A9)
Qu @ Q.
e 3@ QUG I SRl R o
2
B0, Mo tbr oA e o
2
-&cons:(-f‘—) Fr"A-l o —tlgn -l—Q—'A'
2 D, 2 A% Ra 2 A%, 5
Eq.(A.10)
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Expressions that were used in deriving the relations shown earlier in the Appendix.

1 1 1,, 4

L. -La-=Y
SALYA Al fi
1+—
S f,)
Eq.(A.ll)
1 11, 2,
(ﬂ'i-AfD: fz(]."‘ﬁ)z f;‘z fl
R
ECIA.IZ)
(f;-c-Af;):-j?-er‘A‘ﬂ
Eq(A.13)
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dA
M‘--d_y A}"

Eq.(A.14)
de
AB,-EI.A}I‘
Eq.(A.15)
1 4P m-3n)ay,
2nS, Q""[Sf’ﬁ(m-%)—sﬁzdyhm
N Q.' ’ Eq.(A.16)

161



APPENDIX B
DOUBLE SWEEP METHOD

DERIVATION OF EQUATIONS
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DOUBLE SWEEP METHOD: DERIVATIONS OF EQUATIONS

Substitution of Eq. (2.28) in Eq. (2.26) results in:

aAy, +bAQ, ~c Ay +d(EAYF)we,

Eq. (B.1)

from which Ay; can be evaluated as:
Ay~(L Ay, +MAQ )-K,

Eq. (B.2)

where
L2
' ¢+dE,
Eq. (B.3)
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(B.4)
Eq.
dE,
i P
(B3)
Eq.
i
=
K- c,
d

an
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Similarly, substitution of Eq. (2.29) in Eq. (2.27), resulis in:

aby, . +bAQ  ~c Ay~ d(EAY+F)ee,

Eq. (B.6)

When the value ofAy; as given by Eq. (B.2) is substituted in the above equation and the terms arc

rearranged, we pet:
BQ4=E 8 *Fr,y
Eq. (B.7)
where
afeqdE)-afc+dE)
"' blerd E)-bicdE)
Eq. (B.3)
and
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(e dFNerdEXe dF ) dE)
ST biedENferdE)

Eq. (B.9)
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APPENDIX C

EVALUATION OF CONSTANTS

Ejy, F1.8yn
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EVALUATION OF E4 AND F4 FOR EACH OF THE THREE BOUNDARY CONDITIONS:

Case 1:

When the upstream flow depth y; is expressed as a known function of time, it is possible to

compute 4y, as:

Ay ~f,(t+AD~f, (1)

Eq. (C.1)
Applying Eq.(2.28) to the upstream boundary, we get:
AQ-E By +F,
Eq. (C2)
or
Ao R
' El El
£q. (C3)

Sincedy; and AQ 1 ar¢, in general, independent parameters, the above equation can be considered to
be valid only for large values of E; compared 10AQ; so that the first term on the right hand side of

Eq.(C.3) approaches zero. By quating E; 10 2 very large value, sayeo, we can determine the value of

F ] as follows:
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Fy==oof (1=AD-f, (0

Eq. (C4)

In practice, the value ofeoshould be of the order of 10¢ 10 10°.

Casc 2:

When the upstream flow rate Q; is expressed as a known function of time, we can write:

AQ; =f Qg(‘ +An)-f, QJ(‘)

Eq. (C5)

Again considering Eq. (C.2) and arguing thatdy, andAQ, arc independent parameters, we conclude

that the value of E; should be zero and Fy is given by the following equation:

F;'AQz'fqg(t*‘Al)'fQ;(t)

Eq. (C.6)

Case 3:

When the upstream flow rate Qy is expressed as a known function of upstream flow depth
¥z i.e. when the upstrcam boundary rating curve fy; (f;; couid be a polvnomial or a tabulated

function) is given, then the cocfficients EI and FI can be determined as [oliows,
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Using Eq. (223), Q)7 is expressed as:

Q:“"Q:J*AQ:
Eq. (C7)

where Q:', is the computed flow rate at time t. From the boundary condition, we get:

Q,(e+AD)=f v/ ,)4-ﬂ Ay,
d,
Eq. (C8)
A comparison of Eqs.(C.7) and (C.8) gives:
0+ AQuA 3T ny,
dy,
Egq. (C9)

from whichAQ ; <an be evaluated as:
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dfy
AQ,~[f, ¥’ )-Q"J+— &
Q; [fy‘)'DQ 1] dyll' Y1

Eq. (C.10)
Therefore, we get:
' Hu
dy;,
and
F:"[fu(?:")]'q '1
Egs. (C.11)

Ideally, F; should be zero, but because of numerical errors, F; may take 2 small non-zere value,

thereby playing the role of a correctional parameter.

EVALUATION OFbyy

Case 1:

When the downstream flow depth yy is expressed as a known function of time, it is possible

to compute Ayy, as:

m



Ay =[5+ £, (0]

Eq. (C.12)

Case 2:

When the downstream flow rate Qpy is expressed as a known function of time, we can

compute &Q), as:

AQy-[fgpdt+AD-fu (0]
Eq. (C13)
Applying Eq. (2.28) to the downstream boundary, we get:
AQu=EpAyy+Fy
Eg. (C.19)

The value of 8y, can, therefor., be determined as:
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e+ B0)-fouO]-Fy
Ayy I,

Eq. (C.15)
Case 3:

When the downstream boundary rating curve fp, is given, fiyy could be calculated as shown

below:

Expressing QjF7  as:

Qy/+1-Qy/+4Qy
Eq. (C.16)
and evaluating Qp{(t+41) from the rating curve fp, as:
d
QueAF0 D22 by,
dyy,
Eq. (C.17)

we get the following relation:
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fp(yN +ip_ AJ’H'Q”J"'AQH
D,

Eq. (C.18)

Substituting (Ep8yy + Fy) [orAQN. the above relation can be rearranged to give the value ofhyN

as:

A)’N [fn(yN!) ‘f N QN}]

[Ey-—2
N dyx,

Eq. (C.19)
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APPENDIX. D
RESULTS OF DISCRETIZATION
OF

SEDIMENT CONTINUITY EQUATION

175



DEFINITION OF RESULTS OF DISCRETIZATION OF SEDIMENT CON'HNﬁHY EQUATION:

] -1
2 q *
Ar i« A4-05 d-as)_

f{
s R 2
) l[ QdJ'Q.i-l" . Q:"’I’Qd-l"d]_
2 Ax Ax

1 uc)f-uc,)/ LUc) 1-uc),
2 At Ar

1l

Eq. (D.1)

y) .

At 2 quoos*“ﬁi.u.-s

AZp=— N( )-
P PlosPhas 2

o} +1
1[ Q:M"'th d-:" “QJ

2" Ax rea—

l[(AC‘,) lj .1'(“04-) ‘1 . “Cm)r-tl‘l'ucm)mjn
2 At Ar

Eq. (D.2)
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APPENDIX E
DESCRIPTION OF THE MODEL CODE
AND

MODIFICATION-INPUT FORMATTING
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DESCRIPTION OF SUBROUTINES USED IN PROGRAM
COMPARE: This subroutine, from a given data set, forms a subset of data points arranged in
ascending order of their lateral distances which have elevations less than or equal 10 (¥,,;, + 0.30m).
CROSS: This subroutine calculates the cross-sectional area under water, the wetted perimeter, and

the width.

DSTREAM: The value of Ay,, is calculated from the downstream boundary condition using this

subroutine.

FORMUL.A: This subroutine assists the subroutine COMPARE in performing the function described

in subroutine COMPARE.

FRICT: This subroutine is active only for mobile boundary flows and calculates [rictional parameters
namely, Constr, Em, ané En. It also computes the reach average slopes of the energy grade line and

the stream bed and the type of the bed form present.

GEOMET: This subroutine is used to establish the geometric characteristics of the river section such

as A, P, B, dP/dy, dB/dy, and Azy for the initial flow depths specified.
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KLIST: Subroutine KLIST assigns the correct areas, top widths, wetted perimeters o each grid'

location of the river reach.

PROFILE: Subroutine PROFILE like the subroutine GEOMET computes the geometric

characteristics of the river reach but differs from GEOMET in calculating them for each grid location.

SEDI: Subroutihe SEDI is cailed by the main program for mobile boundary flows to calculate the

sediment transport rate Qs and the average concentration of the sediment Cav.

SEEK: Subroutine SEEK establishes a reach average relative roughness parameter Z for any instant

of time ¢, which is then used in determining the regime of bed form shapes.

USTREAM: This subroutine computes the upstream boundary double sweep coefficients, Le., Ey and

K.
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INPUT DATA ARRANGEMENT

Input data to the model are specified in two files: Tape8 and Tapel. Tape8 contains the data
pertaining to flew conditions, total simulation time, initial and boundary conditions, fricticnal
parameters, and all other data except the data pertaining 10 the river geometry. The geometric

characteristics 6f the river reach are read in the file called Tapel.

There are 14 data group cards in Tape8 input file. FigE1specifies the input data arrangement
for the model. Each of the parameters is specified below. The format and field columns are specified
in the manual. However, the sample input file has been marked to show the field columns of each

parameter.

DATA GROUP 1:

tL - the number of time steps for which model simulation is carried out.
IP - is an integer value representing the time at the start of the model simulation.

ITEST -conuol parameter to print out all the results of the model calculations.

DATA GROUP 2:

N -  number of grid locations along the river reach

INFLOW- control parameter which indicates the presence or absence of a tributary in the river reach
IN-  an integer varying from 1 10 N -epresenting the position of the tributary

INT- an integer, indicating the time (in seconds) of start of tributary inflow

IS-  an integer between 1 10 N, to indicate the position of a storage basin interms of the grid
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positions. 1S=0 indicates absence of storage basin.

ISED- control parameter to indicate the nature of river reach, i.e,. rigid or mobile bed

I[FRICT- coatrol parameter 10 choose the friction factor relation.

METRIC- conversion factor to convert thé geometric data specified in Tapel from british 1o metric
units. )

XIN-  location of the first cross-section for which the geometric data are specified.

DATA GROUP 3:

THETA- a weighting coefficient

DELTAX- distance in meters between grid locations
DELTAT- time increments in seconds

XLENGTH- 1otal distance of reach

G- acceleration due to graviry gm!SZ)

QIN-  tributary flow rate in m3A/m

QSED-  sediment inflow rate in m3fs/m

SAR-  water surface area of storage basin in m?

DATA GROUP 4:

Y(I)I=1 TO N- Initial flow depth values for N grid locations

DATA GROUP S:

Q(I).I=1 TO N- Initial flow rate values for N grid locations
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DATA GROUP &:

I

Z(I),I=1 TO N- The bottom elevations for N grid locations

DATA GROUP 7:

IYEAR- an identifier for the geometric data
IDEEP- maximum flow depth expected

IPRNT- control parameter to print out all the geometric properties of the river reach, [PRNT=1

DATA GROUP 8:

GAM- specific weight of water (1000kg/m’)

GAMS- submerged specific weight of sediment (1650kg/m”)

D35. sediment size in meters for which 35% are finer than this size
D65-  sedimeat size in meters for which 65% are finer than this size

ANU- kinematic viscosity of water in mPfsec

DATA GROUP 9:

PORS- porosity of sediment bed

DATA GROUP 10:

TQS(I),I=1 TO IL- sediment transport rate at upstream boundary in kg/s for IL number of time steps

DATA GROUP 11:

ITYPEUP- type of upstream boundary condition

ITYPEDN- type of downstream boundary condition
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AAU-  for ITYPEUP=3, this is the parameter of stage-discharge relationship expressed as Qu =
(AAUyYuBBY) 4 (ceuy '

BBU-  parameter of u/s stage-discharge relationship

CCU-  parameter of us stage-discharge relationship

AAD-  for ITYPEDN=3, this is the parameter of stage-discharge relationship expressed as Qd =
(AAD)Yd(BBD) 4 (ccp)

BBD-  parameéter for d/s stage-discharge relationship

CCD-  parameter for d/s stage-discharge relationship

DATA GROUP 12:

TQ(I),I=1 TO IL- fiow rate as a function of time at the ufs or d5s boundary

DATA GROUP 13;

TY(I),I=1 TO IL- flow depth as a function of time at the ufs or dfs boundary

DATA GROUP 14:
CONSTR- If friction factor relationship is chosen 10 be other than Kishi and Kuroki's, thic - atamelter
is given from the relationship expressed as
S = CONST(R/DSSEM (v2(gR)EN
EM-  friction parameter
EN-  friction parameter

IBED- parameter defining the bed form (for mobile bed cases only), otherwise give IBED=4
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FiG-E1

DATA GROUP I
DATA GROUP 2:

DATA GROUP 3:

DATA GROUP 4:
DATA GROUP &:
DATA GROUP é:
DATLA SROUP 7:
DATA GROUP &:
DATA GROUP 9:

DATA GROUP 10:

DATA GROUP 1L

DATA GROUP 12:

DATA GROUP 13

DATA GROUP 14:

INPUT DATA ARRANGEMENT
TAPE8 (FLOW DATA)

DATA GRQUPS

PARAMETERS IN DATA GROUPS
IL. IP, ITEST

N. INFLOW. IN, INT, IS, ISED.
IFRICT. METRIC, XIN

THETA. DELTAX, DELTAT, XLENGH.,
G. QIN. QSED. SAR

Y(D.I.{1 TO N

Q(I).I"1 TO N

Z(D.I'\1 TO N

IYEAR, IDEEP. IPRNT

GAM, GAMS, D35, D65, ANU
PORS

TQ(D.Is1 TO IL
DT o

TQ(I).I=l TO IL
TY(I).I=1 TO IL

CONSTR. EM, EN, IBED
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Tapel input file specifies the shapes of river cross-section at different stations along the
length of the river reach as well as the distance between these stations. Fig E2 shows the schematic
arrangement of geometric parameters in Tapel. A brief description of the parameters is given as

follows:

DATA CARD X1:

SECNO- an identifier for the cross-section

NUMST- an integer value specifying the number of coordinate points to define the shape of the
cross-section

XLCH- the distance between the adjacent stations where the shape of the cross-sections are

specified

DATA CARD GR:

GR card specifies the shape of the cross-section in terms of coordinate points

X(1)- is the lateral distance of a point on the perimeter of the cross-section

Y(1)- is the clevation of the same point

X(2)- lateral distance of the second point and so on.

This group contains coordinates of NUMST points and then repeals from X1 group for the next

station until all the cross-section shapes are defined.
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re ez . INPUT DATA ARRANGEMENT
TAPE] (GEOMETRIC DATA)

DATA GROUP PARAMETERS IN DATA GROUP
DATA GROUP XL SECNO. NUMST, XLCH
DATA GROUP GR: X(1). Y(1): X(2). Y(2):....
DATA GROUP GR: e X(NUMST), Y(NUMST)
DATA GROUP XI: SECNO. NUMST. XLCH
DATA GROUP GR: X(D. Y(): X(2). Y(2).....
DATA GIROUP GR: e X(NUMST), Y(NUMST)
t

| |

DATA GROUP Xl SECNO. NUMST, XLCH

DATA GROUP GR: X(D. YD vwreenene
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LISTING OF HYDROG.FOR

SUBROUTINE HYDROG{IL,IP,JCTL)

SDEBUG
IMPLICIT REAL"*8 (A-H,0-Z)
COMMON/D/ TQ(1000), TY(1000),E(61),E(61),DELY(61),Q(61)
COMMON/E/ DELTAX,DELTAT,N
DIMENSION TCTL(61),QCTL(61)
READ(60,100) (TCTL(}),QCTL(I),I=1,JCTL)
I=1
I=1
T=FLOAT(IP)*DELTAT
IF(T.LT.TCTL(1)) GOTO 40
10 J=J+1
20 IF(TLETCTL(J)) GOTO 30
€ ==>T>TCTLY)
IFJ.LTJICTL) GOTO 10
GOTO 40
30 TQ(M=QCTLJ-1)+((QCTL()-QCTLI-1))/(TCTL(J)-TCTL{-1)))
$*(T-TCTL{-1))
IF(LGT.IL) GOTO 40
I=1+1
T=T+DELTAT

GOTO 20
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100 FORMAT(8F10.3)
40 RETURN

END
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SAMPLE OF MODIFIED INPUT FILE

TAPES INPUT FILE

800
8
0.

~Noo

0 0 1

0 0 0 0 0 10000 0.0000

667 30.000 2.000 210000 9.810 0000 0000 0.000
2250 2250 2250 2250 2250 2250 2250 2250

1030 1030 (1030 .1030 .1030 .1030 .1030 .1030

017 011 006 .00
1989 31
-1000E+04 .1650E+04 .1500E-03 .1500E-03 .1000E-05
.00
23 000 000 .000 .744 1000 -0.064
5
0. 0103 300. 0103 750. 01955 1200. O0.104
3000. 0.104

0266-0.3333333 1.000000 0©
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00
RANGE
TOP WIDTH
30.00
30.00
30.00
30.00
RANGE
TOP WIDTH
60.00
60.00
60.00
60.00
RANGE
TOP WIDTH
90.00
90.00
$0.00
90.00
RANGE
TOP WIDTH
120.00
120.00
120.00
120.00
RANGE
TOP WIDTH
150.00
150.00
150.00
150.00
RANGE
TOP WIDTH
180.00
180.00
180.00
180.00
RANGE
TOP WIDTH
210.00
210.00
210.00
210.00

SAMPLE OF MOBED OUTPUT

ELEVATION
032 000
337 305
642 610
946 914

ELEVATION
027 000
332 305
637 610
941 914

- ELEVATION
023 .000
328 305
633 610
937 914

ELEVATION
018 000
323 305
628 610
932 914

ELEVATION
014 .000
319 305
624 610
928 914

ELEVATION
009 000
314 305
619 610
923 914

ELEVATION
005 000
310 305
615 610
919 914
ELEVATION
.000 00¢
305 305
610 610
914 914

RANGE NUMBERS ASSIGNED

DEPTH

DEPTH

DEPTH

DEPTH

DEPTH

DEPTH

DEPTH

DEPTH

1.75
3.50

1.75
3.50

38
175
3.50

1.75
3.50

1.75
3.50

38
1.75
3.50

38
1.75
3.50

38
1.75
3.50
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76
1.86
6.95
6.95

76
1.86
6.95
6.95

76
1.86
6.95
6.95

76
1.86
6.95
6.95

76
1.86
6.95
6.95

76
1.86
6.95
6.95

.76
1.86
6.95
6.95

76
1.86
6.95
6.95

WETTED PERIMETER

76
1,25
575
5.75
WETTED PERIMETER

76
125
5.75
5.5
WETTED PERIMETER

76
1.25
5.75
5.35
WETTED PERIMETER

.76
1.25
5,75
5.75
WETTED PERIMETER

76

1.25

5.5

5.75
WETTED PERIMETER

76
1.25
5.75
3375
WETTED PERIMETER

76

1.25

3.75

5.75
WETTED PERIMETER

.76
1.25
5.75
3.75



00
30.00
60.00
90.00

120.00
150.00
180.00
210.00

NUMBER OF GRID POINTS ALONG THE RIVER REACH N= §
CONTROL PARAMETER FOR TRIBUTORY PRESENCE INFLOW= 0
LOCATION OF TRIBUTORY IN= 0

TIME WHEN TRIBUTORY INFLOW BEGINS INT= 0

CONTROL PARAMETER FOR STORAGE BASIN IS= 0

CONTROL PARAMETER SIGNIFYING THE NATURE OF FLOW BOUNDARY ISED=
WEIGHTING COEFFICIENT THETA=  .667

DISTANCE IN METERS BETWEEN GRID POINTS DELTAX= 30.00

TIME INCREMENTS IN SECONDS DELTAT=  14.0

TOTAL LENGTH OF RIVER REACH MODELLED XLENGTH=  210.00
ACCELERATION DUE TO GRAVITY G= 9.8100

FLOW RATE OF TRIBUTORY QIN= .0000

RATE OF SEDIMENT INFLOW QSED=  .0000

WATER SURFACE AREA OF STORAGE BASIN SAR= .0000

THE GRAINSIZE FOR SEDIMENTS IS= .000150

THE GRAINSIZE OF SEDIMENT RESPONSIBLE FOR ROUGHNESS .000150
THE VALUE OF KINEMATIC VISCOSITY IS= 000001

UPSTREAM BOUNDARY TYPE= 2

DOWNSTREAM BOUNDARY TYPE= 3

BOUNDARY VALUES

191

0



UPSTREAM

a0 103 .103
103 103 103
103 103 103
.110 A13 116
133 136 139
156 .159 162
179 182 .185
.189 .186 183
166 .163 .160
143 140 137
120 A17 115
104 104 A4
104 104 .104
104 A4 04
104 104 104
104 104 104
104 104 104
104 104 104
104 104 J104
04 104 .104
104 04 104
104 104 104
104 104 104
104 104 104
104 104 104
104 104 104
104 104 104
SOLUTION AT TIME T=

103 103
103 103
103 .103
119 Jd22
142 .145
165 .163
188 191
180 177
157 154
JA35 132
JA12 109
104 104
104 104
104 104
104 104
.104 104
104 104
104 104
104 104
104 .104
104 104
104 14
104 104
104 104
104 104
104 104
104 A4
LDO0DAYS

103
103
103
JA25
148
171
194
174
152
129
.106
104
104
104
104
104
104
104
104
.104
104
104
104
104
.104
104
104

L00HOURS

103
103
105
128
151
174
194
172
.149
126
104
.104
.104
104
104
.104
104
104
104
104
104
104
.104
.104
104
104

103
103
.108
131
154
77
.191
.169
146
123
104
104
104
104
104
J04
104
104
104
104
.104
104
104
.104
104
104

.DOMINUTES 00SECONDS

DISTANCE FLOW RATE FLOW DEPTH SEDIMENT RATE FROUDE N BOTTOM

ELEVATION TOP WIDTH FLOW AREA FRICTION FACTOR HYDRAULIC RADIUS

00 .1030
1968
30.00 .1030
1968
60.00 .1030
.1968
90.00 1030
1968
120.00 1030
1968
150.00
.1968
180.00 .1030
1968

.1030

1030

210.00
1968

2770
2770
2770
2770
2770
2770
2770

2770

SOLUTION AT TIME T=

.000000
.000000

.000000

OODAYS

0458
0458
0458
0458
0458
0458
.0458

0458

LO0HOURS
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032000 1.2058
027000 1.2058
023000 1.2058
.018000 1.2058
.014000 1.2058
.009000 1.2058
.005000 1.2058
.000000 1.2058
OOMINUTES

3463 17.4363
3463 17.4363
3463 17.4363
3463 17.4363
3463 17.4363
3463 17.4363
3463 17.4363
3463 174363
14.00SECONDS



DISTANCE FLOW RATE FLOW DEPTH SEDIMENT RATE FROUDE N BOTTOM-
ELEVATION TOP WIDTH FLOW AREA FRICTION FACTOR HYDRAULIC RADIUS

0 1030 2773 000000 0457 032000 12062 3466 172147
300" 017 2774 000000 0445 027000  12065. 3468 169759
60.00-1969.1015 2766 000000 047 023000 12052 3458 17.0194
90.00'1966.1015 2774 000000 044 018000 12064 3467  16.9606
12000 101 2166 000000 047 014000 12052 3458 17.0178
15000 1016 2774 000000 0444 009000 12064 3467 169648
8000 1013 2767 000000 0445 005000 12053 3459 169768

210.00'1967..1035 2762 000000 0465 000000 12045 3453 173604
SOLUT'fégb?sAT TMET=  .0DAYS .00HOURS .0OMINUTES 28.00SECONDS

00 1030 2780 .000000 0454 032000 12074 3476 168226
3000'1971.1015 2777 000000 0443 027000 12070 342 166062
60.00 '1970.1005 2769 000000 0437 023000 12056 3461 164935
000" 1003 2772 000000 0434 018000 12061 3465 164433
20 1003 2768 000000 0435 014000 12054 3460 164782
15000+ 1001 2773000000 0431 009000 12063 3467 163910
180.00'1969.1013 2762 000000 0447 005000 12064 3452 166880
200" 1028 2755 000000 0463 000000 12033 3443 16989
SOLUTION AT TMET=  .0DAYS .0HOURS  .0OMINUTES 42.00SECONDS

DISTANCE FLOW RATE FLOW DEPTH SEDIMENT RATE FROUDE N BOTTOM
ELEVATION TOP WIDTH FLOW AREA FRICTION FACTOR HYDRAULIC RADIUS
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APPENDIX F
PROGRAMS FOR ERROR ESTIMATION
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LISTING OF PROGRAM "EXTRACTR.RIG"

DECLARE FUNCTION Interpolate! (y2!, yi!, 12!, t11)

PRINT "Formatting mobed.out*

INPUT *FileName used to create mobed.out”; MobedInput$

INPUT “Which input file # was used 10 create mobed.out*; MobedInput
INPUT "Give the section numbers for printing®; SecX, SecY, SecZ

DIM Distance AS SINGLE
DIM FlowRate AS SINGLE
DIM FlowDepth AS SINGLE
DIM MeasuredFlow  AS SINGLE
DIM MeasuredDepth ~ AS SINGLE
DIM MaxFlow] AS SINGLE
DIM MaxFlowN AS SINGLE
DIM MaxDepth! AS SINGLE
DIM MaxDepthN AS SINGLE
DIM DiffFlowl AS DOUBLE
DIM DiffFlowN AS DOUBLE
DIM PrevFlowl AS SINGLE
DIM FrevDepthl AS SINGLE
DIM PrevElowN AS SINGLE
DIM PrevDepthN AS SINGLE
DIM DiffDepthl AS DOUBLE
DIM DiffDepthN AS DOUBLE
DIM BottomElevl AS SINGLE
DIM BottomElevN AS SINGLE
DIM Temp AS SINGLE

BottomElevl = .092
BotiomElevN = ,052

SELECT CASE MobedInput

CASE 1

N=8

DeltaT = 2

SectionLength = 30
CASE 2

N=8

DeltaT = 4

ScctionLength = 30
CASE 3

N=8

DeltaT = 6

ScctionLength = 30

195



CASE 4
N=8
DeltaT = 8
SectionLength = 30
CASE S
N=8
DehtaT = 10
SectionLength = 30
CASE 6
N=§
DeltaT = 12
Sectionlength = 30
CASE7 -
N=8
DeltaT = 14
SectionLength = 30
CASE 11
N=15
DeltaT = 1
Sectionbcngth =15
CASE 12
N=15
DeltaT =2
SectionLength = 15
CASE 13
N=15
DeltaT =3
SectionLength = 15
CASE 14
N=15
DeltaT = 4
SectionLength = 15
CASE 15
N=15
DeltaT =35
SectionLength = 15
CASE 16
N=15
DeltaT =6
SectionLength = 15
CASE 17
N=15
DeltaT = 7
SectionLength = 15
CASE 21
N=6
DeltaT = 3
SectionLength = 45
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CASE 22 '
N=¢6
DeltaT =6
SectionLength = 45
CASE 23
N=6
DeitaT = 9
SectionLength = 45
CASE 24
N=6
DeltaT = 12
SectionLength = 45
CASE 25
N=6
DeltaT = 15
SectionLength = 45
CASE 26
N=6
DeltaT = 18
SectionLength = 45
CASE 27
N=6
DeltaT = 21
SectionLength = 45
END SELECT

REM Mobedinputs = "F" + LTRIMS(STRS(MobedInput)) + *_*
MobedInput$ = MobedInput§ + = *

FileNum = 1

Section$ = LTRIMS(STRS(FileNum))

FileName§ = "d:\temp\" + MobedInput$ + Section$ + ".fmt"

OPEN FileName§ FOR OUTPUT AS #FileNum

PRINT #FileNum, MobedInput, FileNum, DeltaT, SectionLength, N

FileNum = SecX

Section$ = LTRIMS$(STRS(FileNum))

FiieName$ = “d:\temp\" + Mobedlnput$ + Section$ + *.fmt"

OPEN FileName$ FOR OUTPUT AS #FileNum

PRINT #FileNum, MobedInput, FileNum, DeltaT, SectionLength, N

FileNum = SecY

Section$ = LTRIMS(STRS(FileNum))

FileName$ = “d:\temp\" + MobedInput$ + Section$ + ".fm1"

OPEN FileName$ FOR OUTPUT AS #FileNum

PRINT #FileNum, MobedInput, FileNum, DeltaT, SectionLength, N
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FileNum = SecZ

Section$ = LTRIMS(STRS(FileNum))

FileName$ = "d:\temp\" + MobedInput$ + Section$ + ".fmt"
OPEN FileNameS FOR OUTPUT AS #FileNum

PRINT »‘FileNum, MobedInput, FileNum, DeltaT, SectionLength, N

FileNum = N

Section$ = LTRIM$(STRS(FileNum))

FileName$ = "d:\temp\" + MobedInput$ + Section$ + ".fmt®
OPEN FileName$ FOR OUTPUT AS #FileNum

PRINT #FileNum, MobedInput, FileNum, DeltaT, SectionLength, N

ErmrorFile = FREEFILE

FileName$ = "d:\temp\" + MobedInput§ + "ERR" + ".fmt"
CPEN FileName$ FOR OUTPUT AS #ErrorFile &

InputFile = FREEFILE

OPEN "c\usha\major-pa\mobed.out” FOR INPUT AS #InputFile

Measurel = FREEFILE
OPEN “"c\usha\major-pa\measurel® FOR INPUT AS #Measurel

MeasureN = FREEFILE
OPEN *"c\usha\major-pa\measureN™ FOR INPUT AS #MeasureN

NumOfMinutes = 0
NumOfSeconds = 0
DiffFlowl = 0
DiffFlowN = 0
DiffDepthl = 0
DiffDepthN = 0
MaxFlowl = 0
MaxFlowN = 0
MaxDepthl = 0
MaxDepthN = 0

Discard:
LINE INPUT #InputFile, Junk$
IF INSTR(Junk$, "SOLUTION") = 0 THEN GOTO Discard

DO
LINE INPUT #InputFile, JunkS
LINE INPUT #InputFile, Junk$

FOR LineNum = 1 TO N STEP 1

INPUT #InputFile, Distance, FlowRate, FlowDepth
LINE INPUT #InputFile, JunkS
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IF (LineNum <> 1) AND (LineNum <> SecX) AND (LineNum <> SecY) AND
(LincNum <> SecZ) AND (LineNum <> N) THEN GOTO NextLine

FileNum = LineNum

PRINT #FileNum, USING “##.#####"; (NumOfMinutes + NumOfSeconds / 60);
PRINT #FileNum, * %

PRINT #FileNum, USING "###.####" FlowRate;

PRINT #FileNum, " ",

Temp = FlowDepth

[F LineNum = 1 THEN Temp = Temp + BottomElevl

[F LineNum = N THEN Temp = Temp + BottomElevN

PRINT #FileNum, USING “###.####", Temp;

PRINT #FileNum, "™

IF (NumOfSeconds = 0 AND NumOfMinutes = 0) OR (NumOfSeconds >= 60) THEN
GOTO DoErrorAnalysis
GOTO EndErrorAnalysis
DoErrorAnalysis:
IF LineNUM <> 1 THEN GOTO 3(
INPUT #Measurel, MeasuredFlow, MeasuredDepth
IF MeasuredFlow > MaxFlowl THEN MaxFlowl = MeasuredFlow
IF MeasuredDepth > MaxDepthl THEN MaxDepthl = MeasuredDepth
IF (NumOfSeconds MOD 60) = 0 THEN GOTO 10
CalcFlow = Interpolate(FlowRate, PrevFlowl, NumOfSeconds, NumOfSeconds - DeltaT)
CalcDepth = Interpolate(FlowDepth, PrevDepthl, NumOfSeconds, NumOfSeconds -
DeltaT)
GOTOC 20
10: CalcFlow = FlowRate
CaleDepth = FlowDepth
20: DiffFlowl = DiffFlowl + (MeasuredFlow - CalcFlow) ~ 2
DiffDepthl = DiffDepthl + (MeasuredDepth - (CalcDepth + BottomElevl)) = 2

GOTO PrintMeasuredValues

IF LineNum <> N THEN GOTO EndEmorAnalysis

INPUT #MeasureN, MeasuredFlow, MeasuredDepth

IF MeasuredFlow > MaxFlowN THEN MaxFlowN = MeasuredFlow

IF MeasuredDepth > MaxDepthN THEN MaxDepthN = MeasuredDepth

IF (NumOfSeconds MOD 60) = 0 THEN GOTO 40

CalcFlow = Interpolate(FlowRate, PrevFlowN, NumOfSeconds, NumOfSeconds - DehiaT)

CalcDepth = Interpolate(FlowDepth, PrevDepthN, NumOfSeconds, NumOfSeconds -
DeltaT)

GOTO 50
40: CalcFlow = FlowRate

CalcDepth = FlowDepth
50: DiffFlowN = DiffFiowN + (MeasuredFlow - CalcFlow) ~ 2

DiffDepthN = DiffDepthN + (MeasuredDepth - (CalcDepth + BottomElevN)) ~ 2
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IF (NumOfSeconds = 0) AND (NumOfMinutes = 0) THEN GOTOEndRollOver
NemOfSeconds = NumOfSeconds - 60
NumOifMinutes = NumOfMinutes + 1
EndRollOver:
PrintMeasured Values:
IF (NumOfSeconds MOD 60 = 0) THEN GOTO 60
REM insert a new line
PRINT #FileNum, " *
PRINT #FileNum, USING "##.#####", (NumOfMinutes + NumOfSeconds \ 60);
PRINT #FileNum, " *;
PRINT #FileNum, USING “###. ####", CalcFlow;
PRINT #FileNum, " "
PRINT #FileNum, USING "###.####", CalcDepth;
60:
PRINT #FileNum, USING "###.####", MeasuredFlow;
PRINT #FileNum, " *;
PRINT #FileNum, USING “###.####", MeasuredDepth;

EndErrorAnalysis:
PRINT #FileNum, " "

NextLine:
IF LineNum = 1 THEN PrevFlow] = FlowRate: PrevDepthl = FiowDepth
IF LineNum = N THEN PrevFlowN = FlowRate: PrevDepthN = FlowDepth
NEXT LineNum

NumOfSeconds = NumOfSeconds + DeliaT

IF EOF(InputFile) THEN GOTO ExitLoop
LINE INPUT #InputFile, Junk$
LOOP
ExitLoop:

PRINT #ErrorFile, USING "########" Mobedlnpuy;

PRINT #ErrorFile, " 7

PRINT #ErrorFile, USING "########", DeltaT;

PRINT #ErrorFile, " %

PRINT #ErrorFile, USING "########", SectionLength;

PRINT #ErrorFile, " 7

PRINT #ErrorFile, USING "########" N;

PRINT #ErrorFile, " ™

PRINT #ErrorFile, USING "### ######%##% 1000 * SQR(DilfFlowl / NumQfMinutes),
PRINT #ErrorFile, " %

PRINT #ErrorFile, USING "##.#####"; 100 * SQR(DiffFlowl / NumO{Minutes) / MaxFlowl;
PRINT #ErrorFile, " %,

PRINT #ErrorFile, USING “###.########" 1000 * SQR(DiffDepthl / NumOfMinules);
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PRINT #ErrorFile, * % I

PRINT #ErrorFile, USING "##. ## ###% 100 * SQR(DifiDepth1 /NumOfMinutes)/MaxDepthl;
PRINT #ErrorFile, " ™;

PRINT #ErrorFile, USING "###.######4#% 1000 * SQR(DiffFlowN / NumOfMinutes);
PRINT #ErrorFile, "

PRINT #ErrorFile, USING "## . #####% 100 * SQR(DiffFiowN /NumOfMinutes) / MaxFlowN
PRINT #ErrorFile, " *;

PRINT #ErrorFile, USING "###.# #####4%" 1000 * SQR(DiffDepthN / NumOfMinutes);
PRINT #ErrorFile, "

CLOSE #1_
CLOSE #SecX
CLOSE #SecY
CLOSE #SecZ
CLOSE #N
CLOSE #EnorFile
CLOSE #InpurFile
CLOSE #Measurel
CLOSE #MeasureN

FUNCTION Interpolate (y2, y1, 2, t1)

Interpolate =yl + ((y2 - y1) / (2 - t1)) * (60 - 11)
END FUNCTION
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LISTING OF PROGRAM "EXTRACTR.MOB"

PRINT "Formatting mobed.out"
INPUT “FileName used to create mobed.out”; MobedInput$
INPUT "What output file prefix do you want 10 use ?"; OutPrefix$

INPUT "Give the intermediate section number for printing”; SecX

DIM FlowRate AS SINGLE
DIM FlowDepth AS SINGLE
DIM Temp AS SINGLE

DIM MeasuredFlow  AS SINGLE
DIM MeasuredDepth  AS SINGLE
DIM DiffFlowl AS DOUBLE
DIM DiffFlowN AS DOUBLE
DIM DifiDeptht  AS DOUBLE
DIM DifiDepthN  AS DOUBLE
DIM IL AS SINGLE
DIM DeltaX, Theta  AS SINGLE
DIM DeluaT AS SINGLE

Mobedlnput = 80
MobedInput$ = “c:\usha\major-pa'pak-dat\" + MobedInput$
OPEN Mobedinputs FOR INPUT AS #MobedInput

REM read the first line of MobedInput file
LINE INPUT #MobedInput, Junk$

REM read the second line of MobedInput file
INPUT #MobedInput, N
LINE INPUT #MobedInput, JunkS

REM read the third line of MobedInput file
INPUT #MobedInput, Theta, DeltaX, DeltaT
LINE INPUT #MobedInput, JunkS

REM read 4th line
INPUT #MobedInput, MeasuredDepth
LINE INPUT #MobedInput, JunkS

REM reaa the 5Sth line
INPUT #MobedInput, MeasurcdFlow
LINE INPUT #MobedInput, JunkS

FileNum = 1

Section} = LTRIMS(STRS(FileNum))

FileNameS = "d:\kish\" + OutPrefixS + "-* + Section$ + ".pak”

OPEN FileNameS FOR OUTPUT AS #FileNum

PRINT #FileNum, FileName$; * No Of Sections = " N; "DeltaT= "; DeltaT
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PRINT #FileNum, * * ,.

PRINT #FileNum, "Bedform = 1 ==> DUNES OF TYPE 1; 2 ==> DUNES OF TYPE 23
==> BED IN TRANSITION"

PRINT #FileNum, *Bedform = 4 ==> BED IS FLAT ;5 ==> ANTIDUNES ;9 ==>
ERROR "

PRINT #FileNum, " "

PRINT #FileNum, * Time FlowRate FlowDepth SediRate Bedform"

FileNum = SecX

Section$ = LTRIMS(STRS(FileNumy))

FileNameS = "d:\kish\" + OutPrefixS + "-" + Section$ + "pak"

OPEN FileNameS FOR OUTPUT AS #FileNum

PRINT #FileNum, FileName$; * No Of Sections = % N; "DeltaT= "; DeltaT

PRINT #FileNum, " "

PRINT #FileNum, "Bedform = 1 ==> DUNES OF TYPE ;2 ==> DUNESOF TYPE 2; 3
==> BED IN TRANSITION"

PRINT #FileNum, "Bedform = 4 ==> BED IS FLAT ;5 ==> ANTIDUNES 19 ==>
ERROR -

PRINT #FileNum, " "

PRINT #FileNum, " Time FlowRate FlowDepth SediRate Bedform"

FileNum = N

FileName$ = "d:\kish\" + QutPrefix$ + "-* + "N" + ".pak”

OPEN FileName$ FOR OUTPUT AS #FileNum

PRINT #FileNum, FileNameS; = No Of Sections = " N; "DeltaT= " DeluaT

PRINT #FileNum, * *

PRINT #FileNum, "Bedform = 1 ==> DUNES OF TYPE 1; 2 ==> DUNES OF TYPE 2; 3
==> BED IN TRANSITION"

PRINT #FileNum, "Bedform = 4 ==> BED IS FLAT ; 5 ==> ANTIDUNES 19 ==>
ERROR "

PRINT #FileNum, " "

PRINT #FileNum, " Time FlowRate FlowDepth SediRate Bedform”

ErrorFile = FREEFILE
FileNameS = "d:\kish\" + OutPrefixS + "-* + "ERR" + *,pak”
OPEN FileNameS FOR OUTPUT AS #ErrorFile

InputFile = FREEFILE
OPEN "c:\usha\major-pa\pak-datimaobed.out” FOR INPUT AS #InputFile

NumOfMinutes = 0
NumOfSeconds = 0
DiffFlowl = 0
DiffFlowN = 0
DiffDepthl = 0
DiffDepthN = 0
IL=0
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Discard:
LINE INPUT #InputFile, JunksS
IF (INSTR(JunkS, "SOLUTION") = 0) THEN GOTO Discard

DO
LINE INPUT #InputFile, JunkS
LINE INPUT #InputFile, Junk$

FOR LineNum = 1 TONSTEP 1

INPUT #InputFile, Distance, FlowRate, FlowDepth, SedimentRate
LINE INPUT #InputFile, Junks

IF (LineNum <> 1) AND (LineNum <> SecX) AND (LineNum <> N) THEN GOTO
NextLine

[F Lircidum = 1 THEN DiffFlowl = DiffFlowl 4 (MeasuredFlow - FlowRate) ~ 2:
DiffDepthl = DiffDepthl + (MeasuredDepth - FlowDepth) ~ 2

IF LineNum = N THEN DiffFflowN = DiffFlowN + (MeasuredFlow - FlowRate) ~ 2:
DiffDepthN = DiffDepthN + (MeasuredDepth - FlowDepth) ~ 2

FileNum = LineNum

REM skip every alternate value
IF (IL MOD 2) = 1 THEN GOTO EndPrintl

PRINT #FileNum, USING "### #####" (NumOfMinutes + NumOfSeconds / 60);
PRINT #FileNum, " *
PRINT #FileNum, USING "###.####"; FlowRatc;
PRINT #FileNum, " *;
PRINT #FileNum, USING "###.####"; FlowDepth;
PRINT #FileNum, "™

PRINT #FileNum, USING "###.####", SedimentRatc;
PRINT #FileNumm, *

EndPrinti:

NexiLine;
NEXT LineNum

LINE INPUT #InputFile, JunkS
LINE INPUT #InputFile, Junk$
LINE INPUT #InputFile, JunkS
LINE INPUT #InputFile, Junk$S
LINE INPUT #InputFile, Junk$

LINE INPUT #InputFile, JunkS

204



IF (INSTR(JunkS, "TYPE 17) <> 0) THEN Bedform = 1: GOTO 10
IF (INSTR(JunkS, "TYPE 27 <> 0) THEN Bedform = 2; GOTO 10
I[F (INSTR(JunkS, "TRANSITION STATE") <> 0) THEN Bedform = 3: GOTO 10
IF (INSTR(JunkS, "BED IS FLAT™) <> 0) THEN Bedform = 4: GOTO 10
IF (INSTR(JunkS, *COVERED WITH ANTIDUNES") <> 0) THEN Bedform = 5: GOTO 10
Bedform =9
10

REM skip every alternate value
IF (IL MOD 2) = 1 THEN GOTO EndPrint2

PRINT #1, USING "#"; Bedform

PRINT #SecX, USING "#*; Bedform

PRINT #N, USLEIG *#"; Bedform
EndPrint2:

NumOfSeconds = NumOfSeconds + DeltaT

IF EOF(InputFile) THEN GOTO ExitLoop
LINE INPUT #InputFile, JunkS$

IL=IL+1
LOOP
ExitLoop:

PRINT #ErrorFile, MobedInput$

PRINT #ErrorFile, USING "#######4% DeltaT;

PRINT #ErrorFile, *

PRINT #ErrorFile, USING "###### 44" N

PRINT #ErrorFile, " % .
PRINT #ErrorFile, USING “HEHRFERBFEHE 100 * SQR(DiffFlow1 /IL) / MeasuredFlow;
PRINT #ErrorFile, " %

PRINT #ErrorFile, USING "##.#####" 100 * SQR(DiffDepthl / IL) / MeasuredDepth;
PRINT #ErrorFile, * ™

PRINT #ErrorFile, USING “##.#####" 100 * SQR(DiffFlowN / IL) / MeasuredFlow;
PRINT #ErrorFile, * ™

PRINT #ErorFile, USING "##.#####"; 100 * SQR(DiffDepthN / IL) / MeasuredDepth

CLOSE #1
CLOSE #SecX
CLOSE #N
CLOSE #InputFile
CLOSE #ErrorFile
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APPENDIX G
MODIFICATIONS MADE IN MOBED CODE-
FRICTION FACTOR CONSTANTS
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COMMON/F/ QROUGH(8),ROUGH(8)
DIMENSION Z(61),B(61),A(61),P(61),R(Sl),DERB(Gl),DERP(GI)L
$ QLl(Gl),C(Sl),AYX(Gl),Al(ﬁl),Bl(Gl),Cl(Gl),D1(61),E1(61),

$
A2(61),B2(61),C2(61),D2(61),E2(61),L(61),M(61),K(61),DELQ(61),
$
D(sl),T(sl),QLZ(sl),Q81(61),Q32(61),QST1(61),QST2161),22(61),
$ DELZ(GI),CAVI(Sl],CAV2(61),Yl(Gl),YZ(Gl),AVY(Gl),CAV(Gl),

$
QST(Gl),Pl(Gl),PZ(Gl),BTl(Gl),BT2(61),AR1(61),AR2(61),FR(61),
RANGE(GI),RNEW(Sl),CONST(GI),AD(GI)

INTEGER H
c modifications for link canals

INTEGER JCTL,SED CTL

REAL*S LANG,L,M,K,METRIC,HR

CHARACTER*1 TOP

TQ({1)=999993,

TY(1)=9998999,

T1=86400.

T2=3600.

T3=60.

TOP=CHAR (12)

*********************************************

CEAPTZR AAAR  #%%» INPUT PARAMETERS #*% %%

*********************************************

SECTION Al

Fhkdkdhhkk

THE FOLLOWING IS TEHE LIST OF SYMBOLS USED IN THIS PROGRAM.

OOOQOQDOOOEOGOOOOGOOOOOOOOQ

N IS TEE NUMBER OF GRID POINTS ALONG THE RIVER
CH-

INFLOW IS A CONTROL PARAMETER FOR TRIBUTARY.

INFLOW=1 INDICATES PRESENCE OF A TRIBUTARY INFLOW IN
THIS REACH.

INFLOW=0 INDICATES ABSENCE OF TRIBUTARY.

IN IS AN INTEGER BSTWEEN 1 TO N TO INDICATE THE
POSITION OF THE TRIBUTARY.

INT IS AN INTEGER WHICH INDICATES THE TIME IN

ECONDS

aonaoaon

WHEN THE TRIBUTARY_INFLOW BEGINS.
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PORS

TS
ECTION

oOOO®nNaQOnNan

{1.0%%—6 M**2/SEC).

IS TEE POROSITY OF SEDIMENT BED.

-

IS THE SEDIMENT INPUT RATE AT TEE UPSTREAM

AS A FUNCTION OF TIME

RBAD (60,540) GAM,GAMS,D35,D65,ANU
WRITE(62,540) GAM,GAMS,D35,D65,ANU
C
4
READ (60,550) PORS
WRITE(62,550) PORS
64
C MODIFICATION TO BYPASS SED INFLOW WHEN RIGID BOUNDARY IS USED
C
IP(ISED.EQ.1) THEN
c modification for link canals
RERD (60,65) SED CTL
IF (SEQJGTL.LE.I} THEN
READ (60,560) (TQS(I),I=1,IL)
WRITE(62,560) (TQS(I),I=1,IL)
ELSE
READ (60,560) TQS(1)
DO 61 I=2,IL
61 TQS(I) = TQS(1)
ENDIF
ELSE
DO 62 I=1,IL
62 .TQS(I)=0.0
ENDIF
C
C SECTION A5
c Thkdkhkkkhdd
C
c
L4 ITYPEUP AND ITYPEDN SPECIFY THE TYPE OF BOUNDARY CONDITIONS
AT
C THE UPSTREAM AND DOWNSTREAM SECTIONS RESPECTIVELY.
C IF THEY TAKE A VALUE OF :
C 1 Y IS GIVEN BY A FUNCTION OF T
c 2 Q IS GIVEN BY A FUNCTION QF T
Cc 3 Q IS GIVEN BY A FUNCTION QOF Y (I.E. STAGE-DISCHARGE
RELATIONSEIP)
C
4
c AAU,BBU,CCU
C AAD,BBD,CCD, ARE CONSTANTS APPEARING THE
THE

STAGE-DISCHARGE IN
o
DISCHARGE

FORM Q = A*(Y**B)-C. SET TO ZEROES IF STAGE
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c

RELATIONS ARE NOT CHOSEN AS BOUNDARY

CONDITIONS. -

o
c
c

READ (60,570) ITYPEUP,ITYPEDN,AAU,BBU,CCU,AAD,BBD,CCD
WRITE(62,570) ITYPEUP,ITYPEDN,AAU,BBU,CCU,AAD,BBD,CCD

c
C
Cc SECTION A6
C s ko gk gk ok
C
c
c SPECIFICATION OF UPSTREAM AND DOWNSTREAM BOUNDARY
CONDITIONS.
c
C .
c Q IS THE FLOW RATE AS A FUNCTION OF TIME
c
c TY IS THE FLOW DEPTH AS A FUNCTION OF TIME
c
C
IF((ITYPEUP.EQ.Z).AND.(ITYPEDN.EQ.I)) GO TO 84
LF( (ITYPEUP.EQ.1).AND. (ITYPEDN.EQ.2)) GO TO 70
c modification for reading identical values
c

IF(((ITTPEUP.EQ.S).AND.(ITYPEDN.EQ.I)).OR.((ITYPEUP.EQ.I).AND.

oo

86

65

68
69

70
80

82
84

$ (ITYPEDN.EQ.3))) GO TO 80

IF {(ITYPEUP.EQ.3).AND.(ITYPEDN.EQ.3)) GO TO 90
READ(60,65) JCTL

FORMAT (13)

IF(JCTL.LE.1) GOTO 68

CALL HYDROG(IL,IP,JCTL)
GOTO 69

READ (60,510) (TQ(I),I=1,IL)
WRITE(62,510) (TQ(I),I=1,IL)
GO TO 90

READ (60,510) (TQ(I),I=1,IL)
WRITE(62,510) (TQ(I),I=1,IL)
READ (60,510) (TY(I),I=1,IL)
WRITE(62,510) (TY(I),I=1,IL)
GOTO 90

READ (60,65) JCTL
IF(JCTL.LE.1) GO TO 70

==> Else begin modification for link canals

READ (60,510) TQ(1)
READ (60,510) TY(1)
DO 86 I=1,IL
TO(I) = 1Q(1)
TY(I) = TY(1)



MODIFICATIONS IN FRICT.FOR

SDEBUG
SNOFLOATCALLS
c .

SUBROUTINE FRICT (Y. .Z.Q,A.R.COI‘&ST.EM.ENASF.BSLOPE.IBED.IFRICT)
C

C SUBROUTINE TO ESTABLISH THE FRICTIONAL PARAMETERS NAMELY

C CONST, M, AND N FOR MOBILE BOUNDARY FLOWS
C

IMPLICIT REAL*S (A-H,0-Z)
COMMON/B/ GAM,GAMS,D35,D65,ANU,G
COMMON/E/ DELTAX,DELTAT,N
COMMON/F/ QROUGH(8),ROUGH(S)
DIMENSION Y(61),Z(61),Q(61),A(61),R(61).EL(61),X(61),CONST(61)
DO 100 I=1,N

EL() = Z(D)+Y(D)+Q(D) * QD/(AD)*A(T)*2.0°G +1.0D-100)
X(I) = DELTAX*(l-1)

100 CONTINUE
SUM1 = 0.00
SUM2 = 0.00
SUM3 = 0.00
SUM4 = 0.00
SUMS = 0.00
DO 110 I=L,N

SUM1 = SUM1+1.0

SUM2 = SUM2+X(])
SUM3 = SUM3+X(1)*X(D)
SUM4 = SUM4+EL(])
SUMS = SUMS+EL(I)*X(l)

110 CONTINUE
S0 = SUM1
S1 = SUM2
S2 = SUM3
TO = SUM#4
T1 = SUMS
Al = (S0*T1-S1°T0)/(S0*S2-51°51)

AQ = (S2*T0-S1°T1)/(S0*S2-51°S1)
ASF =DABS(A1)

a0

SUM4 = 0.00
SUMS = 0.00
DO 120 I=1,N
SUM4 = SUM4+Z(])
SUMS = SUMS+Z(1)*X(])
120 CONTINUE
T0 = SUM4
T1 = SUMS
Al = (S0*T1-S1°T0)/(S0°S2-51°S1)
AQ = (S2°TO-S1°T1)/(S0°52-51°S1)
BSLOPE =DABS(Al)
C  IF (IFRICT.NE.1) go to 200
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IF(IFRICT.NE.1) RETURN
SUM = (.00
DO 130 I=IN
SUM = SUM+R(])
130 CONTINUE
C

REM IF ((AVR/D65).GT.2000) GO TO 250
DO 190 I=1N
AVR = SUM/N
AYD = GAM*AVR*ASF/(GAMS*D6S)
ALl = 0.02*(AVR/DES)**0.50
AL2 = 0.02*(AVR/DGS)**0.56
AL3 = 0.07*(AVR/D65)**0.40
[F(AL3.LT.AL2)AL3 = AL2
ALIL = AL1-0.000001
AL1H = AL1+0.000001
C
C TRANSFERING CONTROL TO SET PROPER FRICTION PARAMETERS
C FOR AVR/D65<2000
IF (AYD.LT.ALIL) GO TO 140
IF ((AYD.GT.ALIL).AND.(AYD.LT.AL1H)) GO TO 150
IF ((AYD.GT.AL1).AND.(AYD.LT.AL2)) GO TO 160
IF ((AYD.GT.AL2).AND.(AYD.LT.AL3)) GO TO 170
IF (AYD.GT.AL3) GO TO 180
140 CONST(D) = .0052
EM = 1.0
EN = 3.00
IBED =1
GO TO 190
150 CONST() = .013
EM =000
EN =10
IBED = 2
GO TO 190
160 CONST(I) = 1.0/(53.43*(GAM/GAMS)**0.857)
EM = 0429
EN = 0.143
IBED = 3
GO TO 190
170 CONST(I) = 1.0/47.6
EM = 0333
EN = 1.00
IBED = 4
GO TO 190
180 CONST(I) = (GAM/GAMS)**2/482.00
EM =020
EN = 3.00
IBED =5
190 CONTINUE
RETURN

250 DO 350 I=LN
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AVR = SUM/N

AYD = GAMPAVR*ASF/(GAMS*Dé5)
ALL = 0.02*(AVR/D65)**0.50

AL2 = 0.02°(AVR/D65)**0.56

AL3 = 0.07%(AVR/D65)**0.40
IF(AL3.LTAL2)AL3 = AL2

ALIL = ALI-0.50001

ALIH = AL1+0.00001

C  TRANSFERRING CONTROL TO SET PROPER FRICTION PARAMETERS
C  FOR (AVR/D65)>2000

IF (AYD.LTALIL) GO TO 260

IF ((AYD.GT.ALIL)AND.(AYD.LTAL1H)) GO TO 270

IF ((AYD.GT.AL1).AND.(AYD.LT.AL2)) GO TO 280

IF ((AYD.GTAL2).AND.(AYD.LTAL3)) GO TO 290

IF (AYD.GT-AL3) GO TO 300

260 CONST(I) = .0068
EM =10
EN = 3.00
IBED =1
GO TO 350
270 CONST(Q@) = .017
EM = 0.00
EN =10
IBED = 2
GO TO 350
280 CONST(Q) = L.122/(53.43*(GAM/GAMS)**0.857)
EM = .0.429
EN = 0,143
IBED = 3
GO TO 350
290 CONST(M) = L125/47.6
EM = -0.333
EN = 100
IBED = 4
GO TO 350
300 CONST(Y) = (GAM/GAMS)**2/482.00
EM = 020
EN = 3.00
IBED = §
350 CONTINUE
RETURN

CTHIS SECTION WAS ADDED TO ALLOW A TABLE OF MANNING'S N VALUES
Cc TO BE USED

CTHE TABLE IS INPUT IN THE MAIN PROGRAM AS THE LAST TWO DATA LINES
C

C200 DO 220 I=1N

C  DO210J=28

c 1=J1

c IF(Q(D.LT.QROUGH(3))GO TO 220
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C210 CONTINUE

€220 CONST()=ROUGH(IT)+(ROUGH(II+1)}-ROUGH(J))*(Q(1)-QROUGH ()
C  SHQROUGH(I+1)-QROUGH(T))

C

C NOTE THAT BOTH ENDS OF THE CURVE ARE LINEARLY EXTRAPOLATED
Cc

C RETURN

END

213
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