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ABSTRACT

The motivation for investigating spectral analysis methods that are physiologically based is to
gain an understanding of how the human auditory system processes speech, so as to be able to
design and implement robust, efficient methods of analyzing and representing speech. In this
thesis the cochlear filter bank is modeled by a lowpass filter cascaded model. In order to model
the effect of a notch in the frequency response approximately one octave below the center
frequency a second filter is followed after each notch/ resonant filter in the cascaded model. We
also employed the genetic algorithms to optimize the filter parameters. The filters in the model
are implemented using four-multiply normalized ladder filter form. In this thesis we also
explored the ensemble interval histogram (EIH) representation in the speech recognition. This
representation models the properties of the post auditory-nerve nuclei in the human auditory

system. The simulation results show that the overall recognition rate is increased a little.
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Chapter 1: The Fundamentals of Cochlear Filter Design

CHAPTER |

The Fundamentals of Cochlear Filter Design

Section 1 Introduction
Section2  Physiological Fundamentals
Section3 Cochlear Filter Bank

Section 4 Genetic Search Approach
Section 5 Lattice Form Realization

Section 6 Ensemble interval Histogram (EIH) Representation

1. Introduction

1.1 Motivation of the Thesis

The cochlea is a part of the inner ear in which acoustic signals are converted to the neural code
that conveys auditory information into the brain. Modeling the function of the cochlear has been
an active area of research with the development of the digital signal processing. The premise of
cochlear modeling researches is to well understand human auditory perception processes.
Depending on these understandings to the cochlea, more robust, efficient methods of analyzing
and representing speech methods can be found because it is generally realized that the better we
understand the signal processing in the human auditory system, the closer we will be able to

design a system that can truly understand meaning of speech.
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Chapter 1: The Fundamentals of Cochlear Filter Design

In the cochlear model a model of the cochlea and the hair cell transduction consists of a filter
bank that models the frequency selectivity at various points along a simulated basilar membrane,
and a nonlinear processor for converting the filter bank output to neural firing patterns along a
simulated auditory nerve. Such a model is described in this thesis and is called the ensemble

intemal histogram (EIH) model [Ghitza 94].

1.2 Organization of the Thesis

In following sections of this chapter we will introduce some backgrounds of auditory model,
which include physiological fundamentals of the cochlear model, survey of cochlear filter bank
models, genetic algorithms (GA) for filter optimization, lattice form filter realization, and EIH

model.
In chapter 2 we will discuss the implementation of the lowpass cascaded model. We will also
discuss filter bank coefficient optimization using genetic algorithms and filter realization using

lattice form.

In chapter 3 we will describe the ensemble internal histogram (EIH) representation in the

cochlear model.

In chapter 4 we will present some simulation results using EIH model and analysis.

[n last chapter we will gives the conclusions and some directions of the future works

Auditory Model Implementation for Speech Applications Page 2



Chapter 1: The Fundamentals of Cochlear Filter Design

2. Physiological Fundamentals

2.1 The Physical Structure of Human Ear

The physical structure of the human ear is shown in figure 1.1. It consists of three distinct parts:
the outer ear, the middle ear, and the inner ear. The outer ear comprises the pinna and the
external canal. Sound waves are guided through the outer ear to the middle ear, which
comprises the eardrum and a mechanical transducer that includes the three small bones: hammer,
the anvil and the stirrup. When air pressure in front of the eardrum increases, the eardrum is
pushed inward, moving the hammer, anvil, and stirrup. The footplate of the stirrup covers the

oval window of the cochlea and the movement of the stapes initiates a pressure wave in the

cochlear fluid [Allen and Neely 92].

STRUCTURE OF THE EAR hammer amwil semicircular canah

/ oval windaw

Fig 1.1 Physical structure of the human ear [Ghitza 94]
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Chapter |: The Fundamentals of Cochlear Filter Design

2.2 The Cochlear Structure

The cochlea is the portion of the inner ear devoted to hearing. It is a spiraling, fluid-filled tunnel
embedded in the temporal bone. The mid-modiolus section (figure 1.2) shows the coiling of the
cochlear duct, the scala vestibuli and the scala tympani. The red arrow is from the oval window,
the blue arrow points to the round window. Within the cochlea, fluid-borne mechanical signals
are transformed into the neural code delivered by the auditory nerve to the brain. Acoustic
signals that enter the fluid-filled cochlear chambers propagate in a dispersive manner along the
cochlear partition. The partition, which spans the length and width of the cochlea, consists of the

basilar membrane, tectorial membrane, and organ of Corti [Allen and Neely 92].

organ of
cort

Fig 1.2 Mid-modiolus Section of the Cochlea [Allen and Neely 92}
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Chapter 1: The Fundamentals of Cochlear Filter Design

Figure 1.3 illustrates the anatomical structure of the organ of Corti. The organ of Corti is a
collection of cells, including the sensory hair cells, which sit on the basilar membrane. The outer
hair cells (OHCs) and inner hair cells (IHCs) are positioned between the basilar member (BM)
and reticular lamina (RL). The tips of the hair bundles (HBs) of OHC are embedded in the
tectorial membrane (TM). The base of the OHC rests on the cup of the Deiter cell (DC). The
[HCs and OHCs are separated by rigid pillar cells (PCs). The HB of [HC does not touch the TM

and are displaced by viscous fluid drag {Allen and Neely 92).

Fig. 1.3 Diagram of the Anatomical Structure of the Organ of Corti [Neely 93]

The HCs are connected to the auditory nerve by afferent fibers, which deliver neural signals to
the brain. [HCs are mechano-electric transducers that convert displacement of HB, which is due

to shearing movement between the TM and RL (due to the basilar movement), into 2 receptor

Auditory Model Implementation for Speech Applications Page 5



Chapter 1: The Fundamentals of Cochlear Filter Design

current change in the cell. This is done by mechanical gating of ion channel that must be located

in the HB.

The OHCs, on the other hand, are innervated by efferent nerve fibers, which receive neural
signals from the brain. OHCs act as electro-mechanic transducers by converting voltages across
their cell membranes into their length changes. This capability is important to cochlear non-

linearity.

The human cochlea is believed to contain approximately 4000 IHCs and 12,000 OHCs, with four
cells radially abreast and spaced every 10 microns along the BM's length. The TM lies on top of
the organ of Corti and is attached, at its inner edge, to the bony spiral limbus. A thin fluid space

(4 to 6 microns) lies between these two surfaces, which shear as the BM moves up and down.

The mechanical displacement of the BM, at any given place, can be viewed as the output of a
band-pass filter with a given resonant frequency called characteristic frequency (CF). This
filtering characteristic separates the various frequency components of the signal with a good
signal-to-noise ratio. Moreover, each filter has its own dynamic range compression. This non-
linearity makes the frequency response of each filter dependent on the level of the acoustic

signal.

Auditory Model Implementation for Speech Applications Page 6



Chapter |: The Fundamentals of Cochlear Filter Design

All mammalian cochleae appear to function according to the same basic principles; however, the
effective frequency range differs among species. For example, the range of audible frequencies is
about 20 Hz to 16 kHz in the human cochlea and about 100 Hz to 40kHz in the cat cochlea. The

human basilar membrane is about 35 mm long, while the cat basilar membrane is about 25 mm.

A neural tuning curve is a “threshold of hearing” curve for a single neuron, using a sine-tone
stimulus. Figure 1.4 shows a set of neural tuning curves. The tuning seen in neurons of the
auditory nerve resembiles filtering by an electro-mechanical filter. So the objective of designing
cochlear models is to reproduce neural tuning curve. If the filter is linear then it is possible to

find the magnitude of the transfer function by inverting the neural tuning curve.

newal theeshold tuning curves (cat)
v — 1 v M |

00 - -

k o

sn -t -

Sl -
-

Qe g 4
77]

20 -

i 1

ol -

N L . ..., § " N
0.1 50

! stimulus frequency (kH2) 10

Fig. 1.4 Set of Tuning Curves [Allen and Neely 92]
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Chapter |: The Fundamentals of Cochlear Filter Design

3 Cochlear Filter Bank

3.1 Low-pass Filter Cascaded Model

[n this structure the cochlear model is split into a large number of discrete sections. Each section

can be model with a simple linear transfer function. The output at a specific location of the

cochlear partition is the cascaded output of all the filter sections that precede it. These models

include Lyon’s model {Slaney and Lyon 90], Kates’ model [Kates 93], Zhao’s cochlear filter

[Zhao 96], and AMRL'’s cochlear filter.

The structure of Lyon’s model is shown in Figure 1.5. The cochlea model described by Lyon

[Lyon 90] combines a series of notch filters that model the traveling pressure waves with

resonators to model the conversion of pressure waves into basilar membrane motion or velocity.

Outer Ear

Middle Ear | Filter

Preemphasis {

Filter

NN

AGC

AGC

'

&

—

Filtar

Filtering

Detection

AGC

Compression

'

Fig. 1.5 The Structure of low-pass filter cascaded model [Slaney 88]
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Chapter I: The Fundamentals of Cochlear Filter Design

At each point in the cochlea the acoustic wave is filtered by a notch filter. Each notch filter
operates at successfully lower frequencies so the net effect is to gradually low pass filter the
acoustic energy. An additional resonator (or bandpass filter) picks out a small range of the
traveling energy and models the conversion into basilar membrane motion. It is this motion of
the basilar membrane that is detected by the inner hair cells. A combination of a notch and a

resonator is called a stage.

The output of each filter stage is a bandpass representation of the original audio signal. Each of
these bandpass signals is passed through a half-wave rectifier and then through several AGC.
The half-wave rectifier models the detection nonlinearity of the hair cells, providing a non-
negative output that can be used to represent neural response. The half-wave rectification
provides a crude energy measure in the signal. Each AGC stage is implemented as a variable
gain that tries to keep the output of the AGC stage from exceeding a fixed level. In general the
gain will be between zero and one. To model the masking effects of the ear, each stage of the
AGC combines the bandpass outputs from the current channel plus its nearest neighbors. Since
all channels are coupled one channel can affect all channels in the filter bank although the effect

will decay exponentially with distance.

Auditory Model Implementation for Speech Applications Page 9



Chapter 1: The Fundamentals of Cochlear Filter Design

From model example frequency response (figure 1.6) and its structure analysis we can find that
this kind of model accurately describes the total mechanical effects of the cochlea, such as wave
propagation, frequency selection, nonlinearity of cochlea, masking and adaptation of the ear. It
needs low computation burden comparing to other model. However, due to its simplicity it

makes no attempt to accurately model each individual component.

20

-60}
10°

Fig. 1.6 The Example Frequency Response of the Low-pass Filter Cascaded Mode! [Slaney 88]
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Chapter 1: The Fundamentals of Cochlear Filter Design

3.2 Transmission-line Model

In transmission-line models the wave propagation in the cochlea is simulated as the response of a
transmission line with distributed parallel and series impedance that varies continuously with
distance along the basilar membrane. Examples of these models are Allen’s model [Allen and
Neely 92], Neely’s model [Neely 93], Deng’s model, Giguere and Woodland's model. These
models are described based on a one-dimensional low-frequency approximation to the cochlear

wave equation.

The approach of Neely’s model is described by several different models, i.c. macromechanics,
middle ear, micromechanics, outer hair cell, inner hair cell, which will be described respectively

below [Neely 93].

A. Macro-mechanics

The macro-mechanics refers to the mechanics of the fluid in scala vestibuli (SV) (upper
compartment) and scala tympani (ST) (lower compartment) and interaction of the fluid with its
boundaries at the stapes, round window, helicotrema, and cochlear partition (CP) (middle
compartment). To simplify the macromechanics we assume that the cochlea is divided into a
large number of thin slices by cutting it perpendicular to the x axis. Since the cochlear is spiraled,
these slices are referred to as radial cross section (RCS). Each RCS has a thickness 8, which may
vary as its location. The RCSs are mechanically coupled to adjacent sections only through the

fluid compartments (SV and ST): any longitudinal coupling directly through the CP is ignored.

Auditory Model Implementation for Speech Applications Page 11



Chapter 1: The Fundamentals of Cochlear Filter Design

Figure 1.7 summarizes the representation of the macromechanics in these models for a single
RCS at a distance x from the stapes. The combined mass of the SV and ST is viewed as a single
mass element M(x), i.e.:

M{x) = 2p&/A(x) (L.1)

where p is the fluid density and A(x) is the ‘average’ cross-sectional area of SV and ST.

é;’(x) ff(x-i- 5)
—p AN\
Px) S0 Plx+d

7,(x)

Fig. 1.7 Summary of the Cochlear Macromechamics for One RCS [Neely 93]

The damping parameter R(x) is chosen as required for proper cochlear input impedance at low

frequencies. The total acoustic admittance for the fluid in a single RCS is:

@) = [Re(x) +10 M) (1.2)
by (x+8) = Y, (D[ By (x) - F, (x+8)] (1.3
£,(x)="Y,(x)B() 14
£,(x) = £,(n) - £,(x+5) (1.5

(Y, 000+ 7, (x~ )+ ¥, X)]F, (x) = ¥, (x= 8)F, (x- 8)+ Y, ()P, (x+8)  (1.6)

where &, & are displacement of this section of RCS and CP respectively, and Py, P, are fluid

pressure of this section of RCS and CP respectively.

Auditory Model Implementation for Speech Applications Page 12



Chapter 1: The Fundamentals of Cochlear Filter Design

The RCS at the apical boundary x = L is terminated by a damping element R, which represents

fluid passage through the helicotrema:

[R, +Y,(x=8)P,(x) =Y, (x— 8P, (x) (L7

B. Middle Ear

The middle ear mechanics are summarized in figure 1.8. The input to the middle ear is sound

pressure P, at the eardrum. The mechanical admittance of the middle ear is defined as:

Ym = [Kul (@) *+R+icOM,) (1.8)

where R,,, M, K,, are the damping, mass and stiffness of the middle ear respectively.

. E .

A, Ga'a;!

Fig 1.8 Summary of Middle-ear Mechanics [Neely 93]

The middle-ear is coupled to the cochlea by assuming that the pressure at the stapes is P.=P(0)

and that the volume velocity at the stapes is

. =¢,(0) (L.9)

Auditory Model Implementation for Speech Applications Page 13



Chapter |: The Fundamentals of Cochlear Filter Design

If we also require that the CP has zero admittance at x = 0, then:

5/(0)=g,AAY,P.~(g,A4)Y,P,(0) (1.10)

where g, is the ‘level gain’ of the middle-ear ossicles, 4. is the effective area of the eardrum, and

A, is the area of the stapes footplate.

C. Micro-mechanics
The micro-mechanics models the movement and interaction of the structures within CP. The
anatomical structure of a RCS of the cochlear partition is illustrated in figure 1.9. It is assumed

that the separation between the BM and the RL will be changed by OHC contraction.

%4

7o

. __ 7 & "'”JZ:::

Fig. 1.9 Mlustration of the Anatomical Structure of a RCS of the Cochlear Partition

The amount of OHC contraction &, is directly related to lateral deflection &, of the HB at the top

of OHC by an OHC gain function H,, that is:

&=HE, (L.11)

Auditory Model Implementation for Speech Applications Page 14



Chapter |: The Fundamentals of Cochlear Filter Design

The effective area of the CP for this section is:
Ap=wyd (1.12)

where w, is the effective width of the BM.

The velocity of the BM is directly proportional to the volume velocity of the CP, i.e.

e

Sy (1.13)

The cochlear micromechanics for one RCS are summarized in figure 1.10. The mechanical

admittance of BM and TM is:
Yy=[Ky/(i@)y+Ry+icaM,]" (1.14)

Y=[K/iw)+R+iaM,)" (1.15)

where Ry, Ms, K, are the damping, mass and stiffness of the basilar membrane. R,, M,, K; are the

damping, mass and stiffness of the tectorial membrane.

ol ¥

Fig. 1.10 Summary of the Cochlear Micromechanics for One RCS
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The mechanical impedance which couples BM and TM is:
Z=K /(i0)tR, (1.16)

where K, R, are stiffness of HB of OHC and the viscous damping of the subtectorial fluid.

The displacement &, of the HB is the difference between lateral displacement &, of the RL and

lateral displacement &, of the TM,

&=5-§ (1.17)

The lateral RL displacement &, is assumed to be proportional to BM displacement £, minus any

contraction &. of the OHC

& =88 -E&) (1.18)

The acoustic admittance of the CP is given by:

00 0

Yp =A;Yh(|+g"H ZY )-l (119)

where H,, is the transfer function that relates &, to &,

H, =8, /&y =g,(1+gHAZ,Y,)" (1.20)

and H_ is the OHC gain function.
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D. Outer Hair Cell
The motility of OHCs is represented in the models by an OHC gain function that describes the
ratio of OHC contraction to HB deflection. The OHC gain function is the product of the two

separate transducer functions, i.e.:

H.=yTT, (1.21)

where v is a multiplier used to demonstrate the effects of impaired OHC motility.

Mechanoelectric transduction at HB 75 is given by:

Tr=gr (1 +ieny) (1.22)

Electromechanic transduction at the lateral membranc 7, is given by:

T, =g, /(1 +iwt,) (1.23)

E. Inner Hair Cell

To calculate the displacement of the HB of the [HC. it is assumed that the HB displacement is
proportional to the fluid displacement at high frequencics and proportional to fluid velocity at
low frequencies. The transition frequency between these two states will be denoted by f.. The
shearing displacement between TM and RL in the vicinity of the IHC:s is less affected (by
fraction o) by OHC contraction than by the HB deflection of the OHC. Therefore, the

displacement §; of the HB on the [HC is computed as:

& = {8 - (1-0) & 1-& }[1+2nfA(i0)] ! (1.24)
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The transfer function becomes:

H=%; | & = H, (1-0g.H.) [1+2nf/(iw)]" (1.25)

F. Model Results

The tuning curve produced by the example model is shown in figure 1.11. The ordinate indicates

the threshold of sound pressure required at the eardrum.

-y
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frequency (kHz)

Fig 1.11 The Tuning Curve Produced by the Example Model

It shows good agreement between the model and the measured data. This model is an attractive
tool for computational studies of the hearing system, in particular for research involving the

interaction of many anatomical components as in studies of the acoustic reflex and of the
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cochlear efferent system. It completely models the cochlear mechanisms and accurately

simulates the neural tuning curves both on magnitude and on latency.

The main shortcoming of these models is that it needs too much computational burden and
memory resource to use on real time speech recognition since it needs too many section (500) to

get accurate results.

3.3 Phenomenological Filter Model

Phenomenological filter models are designed just to account for observed neural tuning
phenomena, without detailed concem for biological mechanisms. Examples of these models are
Patterson’s model [Patterson, Holdsworth,and Allerhand 92), multiple band-pass non-linearity
(MBPNL) model [Goldstein 95], and dual resonance non-linearity (DRNL) model [O'Mard,

Lopez-Poveda, and Meddis].
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The block diagram of DRNL is shown in figure 1.12. The combined effect of the outer-/middle
ear transfer function can be modeled as a simple band-pass filter. The DRNL filter contains two
parallel filter paths, one more sensitive and sharply tuned, and the other less sensitive and
broadly tuned. Both paths receive the input signal and the resulting output is the summation of
the outputs of the two paths. The narrow filter path contains the compressive memory-less non-
linearity between two filters. The non-linearity compresses only the part of a signal that exceeds
the threshold amplitude. The low-pass filter serves two purposes: it increases the high frequency
slope of the filter and also introduces a phase change. The wide filter path is attenuated to reduce

its sensitivity, relative to the narrow filter path.

Outer-/Middle-¢ar DRNL (BM)
Atrenuation

Zo ek %

Compressing
L]
Non-Snearity

Wy W,

1/ ]

Fig. 1.12 The Block Diagram of DRNL
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Figure 1.13 shows the filter-bank model tuning curve with CF = 8 kHz (solid line with circles)
compared with BM data. DRNL model closely simulates experimental results obtained from
mechanical cochlear expenments. This purely passive model demonstrates a center frequency
shift, and filter width increase with a rise in stimulus level. One consequence of this robust,
passive structure is that it allows a great deal of freedom in the choice of parameters. Since it
entirely consists of the gammatone filter and Butterworth filter it represents it is a causal system.
And it gives a transfer function with the amplitude and phase characteristics of a realizable
physical filter. Moreover, the fiiter is minimum phase. The output of a bank of DRNL can be
calculated by an efficient computer algorithm. The problem in this model is that it is not accurate

enough to simulate the neural tuning curve obtained from the experiments.

120

100 -

80 -

60 -

40 -

20 -
———t eee DRNL (0.044mmy/)

(1 IR e ——— o .......: A “‘“ﬂ
100 1000 10000 100000
Frequrncy (kHz)

Fig. 1.13 The Filter-bank Model Tuning Curve with CF = 8 kHz (solid line with circles)

Compared with BM Data.
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3.4 The Problems in the Existing Cochlear Model and Objective of

Our Research

The problems in the existing cochlear model are:

1. Low-pass filter sections cascade model and phenomenological filter model are not

enough accurate to meet the requirement of speech recognition.

(84

Transmission-line model needs too much computational burden to meet the real-time

speech recognition.

Our research objective is to design more accurate and more efficient cochlear model to meet the

requirement of real-time speech recognition.
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4. The Genetic Search Approach

Genetic algorithms are inspired by Darwin's theory about evolution. The underlying principles of
GAs were first published by Holland [Holland 62] and extensively explored by Goldberg
[Goldberg 89]; [De Jong 88]. Recently, genetic algorithms (GAs) have been applied to [IR
refinement problems. In these approaches the simple and basic GA forms are introduced for

muitimodal optimization in [IR filter designs.

4.1 The Outline of the GA

The outline of the basic genetic algorithm is summarized in table 1.1. The algorithm is started
with a set of solutions (represented by chromosomes) called population. Solutions from one
population are taken and used to form a new population. This is motivated by a hope, that the
new population will be better than the old one. Solutions that are selected to form new solutions
(offspring) are selected according to their fitness - the more suitable they are the more chances
they have to reproduce. This is repeated until some condition (for example number of

populations or improvement of the best solution) is satisfied.
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Table 1.1 The Outline of Basic Genetic Algorithm

Step 0: ! Initialization: Generate random pcpulation of n chromosomes (suitable solutions
\ for the problem).
Step 1: Fitness evaluation: Evaluate the fitness f{x) of each chromosome x in the
population .
Step 2: New population creation: Create a new population by repeating following steps

until the new population is complete.

Step 2.0: | Reproduction: Select two parent chromosomes from a population
according to their fitness (the better fitness, the bigger chance to be

selected).

Step 2.1: | Crossover: With a crossover probability cross over the parents to
form a new offspring (children). If no crossover was performed,

offspring is an exact copy of parents.

Step 2.2: | Mutation: With a mutation probability mutate new offspring at each

locus (position in chromosomc).

Step 2.3: | Accepting: Place new offspring in a new population.

Step 3: Replace: Use new generated population for a further run of algorithm.

Step 4: ‘ Test: If the end condition is satisficd, stop. and return the best solution in current
; population.

Step §: l Loop: Go to step 2.
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4.2 Reproduction

Reproduction ts a process in which individual chromosomes are copied according to their fitness
value. According to Darwin's evolution theory the better ones should survive and create more
children. A fitness /(i) is assigned to each individual in the population, where high numbers
denote good fit. The reproduction (parents selecting) process is conducted by spinning simulated
biased roulette wheel whose slots have different sizes proportional to the fitness values of the
individuals. This technique is called rouletre-wheel parent selection. It can be simulated by the

algorithm in table 1.2.

Table 1.2 The Simulation Algorithm for Roulette-wheel Parent Selection

Step 0: Sum: Calculate sum of all chromosome fitnesses in population - sum S.

Step |: Reproduce: Generate random number from interval (0,5) - r.

Step 2: Loop: Go through the population and sum fitnesses from 0 to sum s. When the sum
s 1s greater than or equal to r, stop and return the chromosome where you are.

4.3 Elitism

When creating new population by crossover and mutation, we have a big chance, that we will
lose the best chromosome. Elitism will first copy the best chromosome (or a few best
chromosomes) to new population. The rest is done in classical way. Elitism can very rapidly

increase performance of GA, because it prevents losing the best found solution.

Auditory Model Implementation for Speech Applications Page 25



Chapter 1: The Fundamentals of Cochlear Filter Design

44 Crossover

Reproduction directs the search towards the best existing individuals but does not create any new

individuals. In nature, an offspring has two parents and inherits genes from both. The main

operator working on the parents is crossover, which happens for a selected pair with a crossover

probability p... Crossover selects genes from parent chromosomes and creates a new offspring.

The simplest way how to do this is to choose randomly some crossover point and everything

before this point copy from a first parent and then everything after the crossover point copy from

the second parent. Crossover can then look like this ( | is the crossover point):

Chromosome |

10001 0010a1 Lol 10

{Chromosome 2

L1011} 1000011110

Offspring |

10001 | 11000011110

Offspring 2

HOTT 0100110110
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4.5 Mutation

Although reproduction and crossover produce many new chromosomes, they do not introduce

any new information into the population at the bit level. This will fall all solutions in population

into a local optimum of solved problem. As a source of new bits, mutation is introduced and is

applied with a low probability p,.. Mutation changes randomly the new offspring. For binary

encoding we can switch a few randomly chosen bits from | to 0 or from 0 to 1. Mutation can

then be following:

Chromosome |

1101111000011110

|IChromosome 2

1101100100110110

|Offspring |

1100111000011110

lOffspring 2

1101101100110100
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4.6 GA for IR Filter Optimization

As a randomization process the GA is used to solve [IR coefficient optimization problem. The

algorithm is summarized in table 1.3 [Arsian and Horrocks 95], [Haseyama 96], [Kosir and Tasic

95].

Table 1.3 Genetic Search Learning Algorithm for IIR Filter Design

Step 0: [nitialization: Given a fixed [IR structure, initialize the filter coefficients (the
initial chromosome) by some small real random numbers.

Step 1: Fitness evaluation: Calculate the fitness for each set of coefficients. [f the stopping
criterion is satisfied, STOP; Otherwise, do following steps.

Step 2: Elitism: Copy a few best sets of coefficients into the new population. Delete a few
worst sets of coefficients from the population.

Step 3: Reproduction: Choose the sets of coefficients to new population according their
fitness. The more the fitness it has the more chance it will be selected.

Step 4: Crossover: Randomly match the sets of the coefficients with the crossover
probability and apply the crossover operator at the random position in the
coefficient sets.

Step 5 Mutation: Randomly add a small real number to the current filter coefficient set at
some probability.

Step 6 Replace: construct the new population by the new sets of coefficients that are
created from step 2 to step 5

Step 7 Loop to step |
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In this approach, the set of [IR filter coefficients is first encoded into a chromosome as a list of
real numbers. The GA operators, such as elitism, reproduction, crossover, mutation, are used to
create new solution. Whenever the stopping criterion is met the GA search will be stopped. The
mutation is applied by randomly perturbing the current filter coefficient set at some probability.
The coefficients are produced in a certain controlled manner; particularly, they need to satisfy

stability condition for the filter. Among these new sets of coefficients the chromosome with the

best fitness will be selected as survivor.
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5 Lattice Form Realization

5.1 Problems in the Traditional Canonic Direct-form

The implementation of the filter has a great impact on the actual performance of the filter. The
main problems in the traditional canonic direct-form is that the trade-off between overflow and
round-off noise and finding the optimal point between overflow and round-off noise. To avoid
the overflow we need to minimize the input signal level. But to increase SNR we need to
increase the input signal level [Massie 93]. The standard second-order transfer function is given

as:

by +bz" +b,27

- )
l+a:z:" +a,z

H(z)= (1.26)

For direct form realization as Q increases or as the bandwidth decreases, the round-off noise of
the direct-form filter will increase without bound. In general the range of coefficients in the
direct form is 11 for a3, and 12 for a and 4, it could be inconvenient to implement coefficient
multiplication by a number greater than | in many fix-point architectures. The internal state
variables in the direct form can have a very large magnitude, depending on the pole and zero
locations. This requires either extra headroom (extra bits) to allow for word growth in intemal
registers, or scaling the input signal to avoid internal overflow. The z”* terms (-2rcos@) indicate
that the center frequency interacts with Q in this structure. The =~ terms (+”) determine the radius
of the poles and zeros. While the radius (r) is changed the z' terms must be changed, or the
frequency (8) will be changed too. It is desirable to have the center frequency and Q vary
independently to make the calculation of the filter coefficients easier. Moreover, it is quit

possible to create unstable filter with the direct-form implementation.
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5.2 Principles of the Four-muitiply Normalized Ladder Filter

The basic principle of the four-multiply, normalized ladder filter is that any stable rational
transfer function can be decomposed into all-pass subsystems with one additional output
multiply, which is required for L2 re-normalization to restore the defined output norm. If the all-
pass subsystem is implemented using ladder or lattice forms then the coefficients for the three
parameters (peak gain, bandwidth, and center frequency) in the parametric second section are
independent variables. If the all-pass subsystem is implemented using a four-multiply normalized

ladder form, then each internal variable of the all-pass subsystem is automatically scaled in the

L7 sense.

5.3 Regalia and Mitra’'s Method

Figure 1.14 shows implementation diagrams of latticc form using Regalia and Mitra’s method.

The overall transter function is given by:

| l
F(:)=;[l+A(z)l+;G[|—A(:)I (1.27)

where G controls peak gain and A(z) is an all-pass subsystem.

N |-

Input | A(2) + Input
ik S o

Y &

F12) Out

2

F(2) Output

4

Fig 1.14 Diagrams of Lattice Form Using Regalia and Mitra's Method.
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5.4 First-order Lattice Filter

Figure 1.15 shows the diagram of implementation of the first-order all-pass filter. The the first-

order all-pass filter is:

k,+z"
Az)=———— (1.28)
l+k,z™
where:
k, = an€/2)-1 (1.29)
T tan(2/2)+1
W) all
. pole
X(n) input output
10} .
&,
Ay (3)
kZ
- @D A l«—
Mnjall
pass
output
Fig 1.15 Diagram of Implementation of the First-order All-pass Filter
Including the nested element, the first-order all-pass filter is given as:
k,+z'A4 _(z
A2y =—"—— et (2) (1.30)
1+k,z27 A, (2)
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5.5 Second-order Lattice Filter

Figure 1.16 shows the implementation diagram of second-order all-pass filter. Its all-pass

subsystem A(z) is given by:

2 +k(1+ky)z +k,

A(z) = >
O ha+k) ke (130

Its parameter design equations are:

k =_c05371 (1.32a)
/e

2 _1-tan(Qd/2) (1.32b

1+ tan(Q/2) 320

where fs is the sampling frequency and fis the filter center frequency. r is the pole radius and

 the bandwidth of the filter.

x(n) input >
¥(n) all pole
output
$(n) all pass
output
P ! ——
“Nested Section”
where: k =-cosw,
k, +k(1+k,): " +27 k, = 1 ten(@/2)
A== o P 1+tan(Q/2)
+ l( + 2)& + 2 & ((’)Q/Q)

) ‘j 1-1/4(e, /2

Fig. 1.16 Impiementation Diagram of Second-order All-pass Filter

Auditory Model Implementation for Speech Applications Page 33



Chapter 1: The Fundamentals of Cochlear Filter Design

5.6 The Four-multiply Markel-Gary Normalized Ladder

In four-multiply Markel-Gary normalized ladder realization every node is normalized in the L)
sense. This can potentially be very powerful feature, especially in the time-varying case. No
matter what the position of the poles and zeros, the power at each node is unity for a white-noise
input. The noise amplitude does not vary as a function of the pole-zero position (i.e. bandwidth
or frequency). It is a constant and dependent only on the filter order (at all-pass output). It makes
the resonant frequency and Q controlled by independent parameters. There is no overflow limit
cycle in normalized ladder filters. As long as the k coefficients are less than 1, the filter would be
stable. When the coefficients for a stable normalized ladder filter are time varying, the filter can
be proved to still be stable. The single disadvantage of the normalized ladder is a number of
multiplies needed. The total cost is about four times the cost of a direct-form structure for the

same order filter.

N\
- |c/ ;+ ;(n) all pole
2

oufput
Ye -+

Ca

<—é)'—<} 71 o

Fig. 1.17 The Structure of All-pass Subsection of The First Order Normalized Ladder Filter

Figure 1.17 shows the structure of all-pass subsection of the first order normalized ladder filter.
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Its transfer function is given by:

k,+z
A(z)= l; P (1.34a)
where:
p. < lan@/2)-1 (1.34b)
* an(Q/2)+1

Q is the low-pass or high-pass filter cut-off frequency.

Figure 1.18 shows the structure of all-pass subsection of the second order normalized ladder

filter. Its transfer function is given by:

_k+kQik)z 427
1+ k(A +k)z" +k,27 (1.352)

A(2)

where:

k, =—cos@, (e, center frequency) (1.35b)

k. = 1-tan(Q2/2)

.= (Q2 bandwidth) (1.35¢)
© l+tan(QQ/2)

o ape

N
+ >
CV
: All pole
- output
PG
y Z! e—

Fig. 1.18 Structure of All-pass Subsection of the Second Order Normalized Ladder Filter
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6. The Ensemble Interval Histogram (EIH) Representation

Ensemble interval histogram (EIH) model comprises two stages, one that models the pre-
auditory-nerve section and another stands for the post auditory-nerve section of the auditory
periphery. The ETH model is schematically illustrated in figure 1.19 [Ghitza 92]. The cochlear
filters are used to model mechanical motion of the basilar membrane, which is reviewed in

section 3 of this chapter.

Cochlear
Filltex

Level Interval

v
3 Crossings | Histograms
: Ll (e [H
Cochlear E :
1 Filter N '
1 ' ,
E L5 : L H,
E Audttory Nerve
"""" Level Tttt
—
S®
-
Cochlear
_— Filter
N

Fig 1.19 Block Diagram of EIH
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6.1 Level-crossing

The auditory nerve activity is simulated with an array of level-crossing detectors at the output of
each cochlear filter. A neural firing is simulated as the positive-going level crossing. The
thresholds are distributed across a range of positive levels, to account for the half-wave
rectification nature of the [HC receptor potential. The threshold value assigned to the level j of

every filter is a random Gaussian variable, with a mean Lj, and a standard deviation s7=0.2L;.

6.2 Measurement of Synchrony and Instantaneous Rate Across the
Simulated Fibers

An estimate of the interval probability density function of a given level can be obtained by
computing a histogram of the intervals from the point process data produced by the level-
crossing detector. The similarity between all individual interval probability density functions is
measured by collecting the individual histograms into one ensemble interval histogram (EIH). In
order to obtain an auditory representation in the frequency domain the histogram of the inverse

intervals is computed, i.c., distributing the reciprocal of the intervals in a histogram.
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1. Introduction

The model outlined in figure 2.1 consists of a number of stages: (1) outer/middle combined
bandpass filter; (2) filterbank; (3) second filter; (4) half-wave rectification; (5) non-linearity.
Each of these stages will be described individually.

speech signal

l

outer/middle
ear combined
bandpass filter

|
!
|
!

. second |
filter

AR i l]
Clewd

cochleargram

Fig 2.1 Block Diagram of the Cascaded Low-pass Cochlear Model
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2. Outer/middie Ear Combined Bandpass Filter

Sound entering the outer ear is subject to a pressure gain at the tympanic membrane relative to
the ear canal; this pressure gain is maximal in the region between 2 and 5 kHz [Nedzelnitsky 74].
The middle ear, which couples sound energy from the external auditory meatus to the cochlea
also has a bandpass pressure-transfer function but, on this occasion, the peak is near | kHz and
has a much steeper slope at the low frequencies. These two functions have been combined to

obtain an approximately flat-topped bandpass function.

in the model the outer/middle ear is modeled by a highpass filter with a cutoff frequency at 1000

Hz.

Letting f denote the cutoff frequency of the highpass filter and f; denote sample frequency. The

highpass filter is given by:

-1

H(z)=2th2 @.1a)
l+az
where:
2 2.1b
" tan(Q/2)+1 (2.10)
2
b =m——— 2.lc)
tan(€2/2)+1

)=

_ tan(Q/2)-1 @.1d)

4 Q)+ 1
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and

= Q.le)

A zero at the Nyquist rate (1+z"') is added and it is combined with highpass filter to form a

bandpass filter.

In order to convert pressurc waves into basilar membrane motion a differentiator (a term of 1-z'')

is foliowed [Slaney 88].

Meanwhile, the gain of the filter is set so that it has unity gain at f;/4. Figure 2.2 presents the

frequency response of the outer/middle ear.
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Fig 2.2 Frequency Response of the Outer/middle Ear Combination
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3. Filterbank

The behavior of the bandpass filtering effect of the basilar membrane was achieved using a set

of cascaded digital IR filter [Lyon 82]. The net filtering effect at a given location is given by:

G.(2)=[]H.(2) 2.2

=l
where H{(z) is the transfer function of each filter section in the cascade.
Each section in the cascaded lowpass filter consists of a notch and a resonator filter. As

combination of them each lowpass section consists of two zeroes and two poles as given below:

(2.3)

In next few sections the selection of the parameters of these lowpass filters will be introduced

individually [Lyon82].

3.1 Definitions

Before designing the filter section some parameter definition will be given first.

A. EarQ
EarQ defines the Q value of the ear. It is used to calculate the bandwidth of the filter. In this

model the default value is 8.
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B. EarBreakFreq
This constant is used to caiculate the bandwidth of the lower center frequency filters. It takes

1000 in this model.

C. StepFactor
StepFactor is the overlap fraction of the filter bandwidth, e.g. StepFactor 0.25 means in any filter

bandwidth there are 4 filter overlapped.

D. EarZeroOffset

EarZeroOffset determines the offset between the center frequency and the zero.

E. EarSharpness

EarSharpness sets how much sharper the zero is than its associated pole.

3.2 Bandwidth

The bandwidth of each ear filter is related to the center frequency of filter directly as given :

CF’ + EarBreakFreq’
EarQ

Bandwidth(CF) = J 249
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Figure 2.3 demonstrates the relationship between bandwidth and filter center frequency (sample

frequency 8000 Hz).
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Fig 2.3 Channel Bandwidth vs. Channel Center Frequency

3.3 Center Frequency

First, the lowest and the highest center frequencies are given as:

HighestCF = %— Bandwidlh(-[;) e StepFactor ¢ (EarZeroOffset 1) (2.5)
LowestCF = M (2.6)
ViEarg* -1
For ith filter section we have:
CF (i) = CF (i — 1) - Bandwidth(i - 1) e StepFactor 2.7)
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So each filter center frequency can be calculated using dynamic programming from the highest

center frequency.

The associated zero is given by:

ZeroCF (i) = CF (i) + Bandwith(i) ® StepFactor ¢ EarZeroFactor (2.8)

Figure 2.4 lists each resonant and notch center frequency in the model (sample rate 8000Hz).

4000
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== Notch Center Frequency
3000¢

2500

frequency

0 " " A " -y A
10 20 30 40 50 60

channel index

Fig. 2.4 Center Frequencies of Resonant and Notch vs. Channel Index
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3.4 Filter Q Values

According to the definition of O value in second order filter the filter Q value is determined by

its filter center frequency and bandwidth. For ith filter section in cascade its zero Q and pole Q is

given as:

ZeroCF (i) « EarSharpness

O = 9
ZeroQ(i) Bandwidih(;) 29)
: CF (i)
leO() = — ) 2.10
PoleQ(i) Bandwidth(i) ( )

Figure 2.5 shows the relationship between Q values of pole and zero in the model

45 v
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25¢

channel Q
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10 20 30 40 50 60
channel index

Fig. 2.5 Q Values of Pole and Zero vs. Channel Index
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3.5 Filter Gain

Because of each filter channel is provided a differentiator and the gain of an ideal differentiator
is proportional to the frequency it makes the lower center frequency channels have lower output.
The gain of the filter should be adjusted so that differentiator

has the unity gain at the center frequency for each channel. The gain of the ith filter section is

given as:

CF(i-1)

Gain(i) =
ain(i) CF ()

@1

where: Gain(l) =1
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Figure 2.6 shows the zero and pole distribution on z plane of the second order filters in the

cascaded model.
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Fig. 2.6 63 Pairs of Poles (Upper) and Zeros (Lower) Distribution on z Plane
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4. Second Filter

Tuning-curve measurements, zuch as those of Kiang and Moxon [Kiang and Moxon 74] show a
notch in the frequency response approximately one octave below the pole center frequency. This
effect can be modeled by adding a second filter to the filter section between the bandpass filter

and the half wave rectification [Kates 93].

For ith filter section the center frequency of the second filter is given as:

SecondZeroCF (i) = i?.(l). (2.12)

SecondPoleCF (i) = CF (i) (2.13)
and the Q value of the second filter is given as:

SecondPoleQ(i) = 1.5(1 + CF(i)) (CF(i) in kH2) (2.14)

SecondZeroQ(i) = SecondPoleQ(i)x 2 (2.15)
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S. Normalized Lattice Form Realization of 2nd Order Digital

Filter

Figure 2.7 shows the realization of the second order filter using normalized lattice form [Massie
93]. This method implements the zeros directly on the top of the Markel-Gary normalized ladder

through selecting coefficients vector v.

x[n] Input > N~ f;\

Y[n] output

Fig. 2.7 Diagram of Normalized Lattice Form Realization

Assuming we design a second order filter with sample rate at f;, resonant frequency at /,

notch frequency at £, pole Q value 0, and zero Q value Q.. Let:

fa=1.17. (2.16)
=111 @2.17)
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L'.,,
r.o=e ¥

T
r,=e 2
0.=2g_o l--—l—
< n 4Q:1
6 = | |
p—"y,m -

- 2r, cos(8,)

1+k,
¢, =yl-k}
¢, = l-—/tz1
v, =r]
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v, ==2r.cos(f.)~
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) =

¢, e,

(2.18)

(2.19)

(2.20)

Auditory Model Implementation for Speech Applications

Page 51



Chapter 2: Cochlear Filter Model Description

6. Filter Optimization Using GA

Table 2.1 lists the genetic algorithm for the filter parameter optimization.

Table 2.1 The Diagram of Filter Optimization Using GA

Initial coefficients: initial

Inputs Target filter response curve:  rarget

Precision: d

Previous filter response: RespPre

Randomly create 11*10 ((number of new population-1)*number of

coefficients ) real number between —0.01 to 0.01 and add them with
Step 0 the initial coefficients to create 10 new sets of coefficients. These 11

sets and the initial set consist of first run population.

Calculate the fitness for each set of cocfficients by:
Step | fitmess = I/ (resp —targer)’

o z resp>

If fitness < d and number of runs <5000 do following steps,
Step 2

else save and print the most fit set of coefficient

Add the most fit 2 sets directly to the new generation and eliminate
Step 3 the least fit 2 sets

Randomly match the existing sets and randomly select the crossover
Stepd points to process the crossover
Ste § Use mutation rate as 0.1 and randomly sclect the mutation points,

e then add a real number (-0.001 to 0.001) to this coefficient.

Calculate the fitness for each set of coefficient and get maximum

Step§ fitness.
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7. Half Wave Rectification

The outputs of second filters are passed to a bank of half wave rectifications which model the
directional behavior of the inner hair cells, and cut the energy of the signal by approximately two
[Lyon 82]. The outputs of the HWRs can be used to represent neural response. HWRs have the

function to drop the negative portions of the waveform, i.e.:

y(n) = max(0, x(n)) (2.29)

where x(n) is the input of the HWR at time » and y(n) is its output of the HWR.

Figure 2.8 shows the relationship of the input and output of HWR.

0.0} !
08} /
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/
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02} I

0.1 ;

Fig. 2.8 Relationship of the Input and Output of HWR
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8. Nonlinear Stages

The nonlinear stages in the model represent the adaptive abilities in the auditory system [Lyon
82]. In this model each channel is followed by four cascaded automatic gain control (AGC)
stages with different time constants and different target values that constitute of the nonlinear

stage. Figure 2.9 shows the realization of a single AGC.

AGC target T left state  right state
to the left and

1 0 00032 640ms nght Channels
20 00016 160ms <

30 00008 4 ms
40 00004 10ms

mput (X) ]
]
X -Q—{f & 7l
Y ouput(y)
a=(1-¢)/3
b=g¢/target

Fig 2.9 Block Diagram of AGC
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Its state equation is given as:

y—(n—)=l-w(n—l)
x(n)

w(n+1)=by(n+1)+ a[w(n) +left(n)+ righl(n)]

Gain(n) =

(2.30)

where :

lefi(n) and righi(n) are the states of previous and next channel of the present channel in the

cascaded model.

The main purpose of the AGC is to attenuate the incoming signal so that on average it remains
below the target value ¢. In model the feedback with gain e / ¢ is used to adjust the gain of the

AGC with the output y. The steady state output of the AGC, y, is given as:

Ixx
y—— (2.31)
t+x

where: s the target value of the AGC and x is the signal output from the second filter.
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Figure 2.10 presents relationship of the output y and input x of the AGC. Note that the output of

the AGC is dependent on both the input value and AGC target value.

The putput y vs inout x of AGC

ogt

L -N

0.7 ¢

06

05

output'y

0.4
03¢

0.2-/’

-

Fig 2.10 Output y vs. Input x of AGC when target = |

2 3 L]

s s 7
input x

The second purpose of AGC is to simulate the different adaptive times of the auditory system. In

the model the loop with a feed back gain of (1 - ¢) / 3 represents a simple lowpass filter with a

time constant related to parameter e. The target ¢ and time constants 7 for each stage in the model

are given in table 2.2.

Table 2.2 Target 7 and Time Constant zin the AGC Stages

Stage Target ¢ Time Constant T ms)
I AGC 0.0032 640
2" AGC 0.0016 160
3™ AGC 0.0008 40
4" AGC 0.0004 10
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Figure 2.11 presents the outputs of AGC using different parameters. Note that the adaptive time
is dependent on time constant zwhile the steady state amplitude is dependent on both input and

target 1. The oscillatory behavior will be likely to happen when the time constant the AGC target

get smaller.

tau=0.0002 target=0.4 input=1

™ s v
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g4}

|
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g2t

[i} _ N -

o} Q.5 1 15 2 2.5 3 35 L]
time (ms)

Fig. 2.11 Relationship of the AGC Output with Different rand Target Values
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Amplitude

Amplitude
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Fig.2.11 Relationship of the AGC Output with Different rand Target Values (con’t)
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The third purpose of AGC is to model the masking effects of the ear. i.e., the channel nonlinear

stage output dependent not only on its own second order filter output but on its nearest channels.
It is achieved by summation of its own state variable with state variables of its previous and next
channels in gain (1-¢) / 3 loop. Since all channels are coupled one channel can affect all channels

in the filter bank although the effect will decay exponentially with distance.

9. Summary

This model represents the mechanical filtering of the mammalian auditory system; the model
input is the sound signal at the outer ear, and output is the basilar membrane movement modeled
as the filterbank outputs. By comparing with the expcriment data the model provides the more

accurately simulation results than traditional models.
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Chapter 3

Ensemble Interval Histogram Model
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Summation of the EIH from All Channels
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1. Introduction

The ensemble interval histogram (EIH) model is schematically illustrated in figure 3.1. It
includes 1. cochlear filterbank, 2. level crossing detection, 3. interval histogram calculation, and

4. summation of the histograms.

Cochlear
[ | Filter
1
E Level Interval
i Crossings | Histograms
: L1 —» LH,
Cochlear E E
1  Filter : '
i , '
! LS e IH
E Audttory Nerve
"""" Level
p—d »
S®
Py
Cochlear
S Filtex »
N

Fig 3.1 The Block Diagram of EIH
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2. Cochlear Filterbank

[n the EIH model, the mechanical motion of the basilar membrane is sampled using filterbank
that is introduced in previous section. The number of channels is based on the speech signal

sample rate {Ghitza%94).

3. Level Crossing Detection

The next stage of processing in the figure 3.1 is an array of level crossing detectors that models
the motion-to —neural activity transduction of the hair cell mechanisms. The detection levels of
each detector are equally distributed on a log scale, thereby simulating the variability of fiber

diameters and their synaptic connections.

4. Interval Histogram

Conceptually, the EIH is a measure of the spatial extent of coherent neural activity across the
simulated auditory nerve. Mathematically, it is the short-term probability density function of the
reciprocal of the intervals between successive firings, measured over the entire simulated

auditory nerve in a CF dependent time frequency zone.

In the model, an estimate of the interval probability density function of a given level can be
obtained by computing a histogram of the intervals from the point process data produced by the
level-crossing detector. Only intervals between successive upward-going level crossings are
considered. Since we prefer an auditory representation in the frequency domain, the histogram of

the inverse intervals is computed. This is computed by distributing the reciprocal of the intervals
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in a histogram. The EIH is measured by summing the corresponding histogram bins across all

levels and all channels into one histogram.

- Histograms

Level Crossings l ]
L/ L. .

Cochlews
— Filter 4

- & £
s =A smi2x fgt)

Fig 3.2 The Mustration of EIH Calculation of the ith Channel

The output of the level-crossing detectors represents the discharge activity of the auditory nerve
fibers and it also preserves the signal overall energy information. To illustrates this point,
consider the case in which the input signal is a pure sinusoid, i.e. s(t) = 4 sin (2%t/o¢), and the
characteristic frequency of a selected channel is fo, as shown in figure 3.2. For a given intensity
A, the output of the cochlear filter will activate only some low level-crossing detectors. For a
given detector, the time interval between two successive positive-going level crossings is 1/fo.
Since we prefer an auditory representation in the frequency domain, the histogram of the inverse

intervals is computed, therefore, this interval contributes a count to the /; bin.
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5. Summation of the EIH from All Channels

Figure 3.3 shows an input signal s(¢) = 4 sin (2nfot) driving five adjacent cochlear filters. Since
the filters are linear we assume the filter amplitude response is [H(f)| and the phase response is
#(N. i = 1,2,....5. Due to the shape of the filters, more than one cochlear filter will contribute to

the fp bin.
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Fig 3.3 The Illustration of EIH Summation from 5 Successive Channels
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6. The Choice of Bin Allocation over Frequency Range

Motivated by the tonotopic organization along the auditory pathway the bins are distributed
according the ERB-rate scale. Let |[FH(/)| be a frequency response of a filter, and let |H(f;)| be the
maximum gain of the filter, at frequency /. The equivalent rectangular bandwidth (ERB, in Hz)

of |H(/)| is defined as follows:

H Zd.
erp < JHOL &

: 3.1
\H (/)

Using the ERB of the auditory filter as a unit of measurement, Moore and Glasberg [Moore and

Glasberg 83] suggested the ERB-rate scale which relates number of ERB’s to frequency. This

scale is given as:

-
ERB—rate:ll.l?lnF—+0'ﬂl+43.0 3.2)

F +14.675

where F is frequency in kHz. ERB-rate determines the number of successive ERB’s that covers

the frequency range [0. F).
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Using the ERB-rate scale, we quantized the frequency range [0, 8000] Hz into 32 bins, which is

roughly the number of ERB’s in this frequency range. Figure 3.4 shows the ERB-rate as a

function of frequency.
ERB-rate vs. Frequency
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Fig 3.4 ERB-rate as a Function of Frequency.
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7. The Choice of the Window Length

Motivated by the tonotopic organization along the auditory pathway again, the window length is
set to be inversely proportional to center frequency. That is, at time 7, intervals produced by a
level-crossing detector located at center frequency CFj are collected over a windows of length

10/CF, that ends at time £ (see figure 3.5).

Window Length vs. CF
1m Al v T Ll LS LS Ll

70K 4

S0+ p

S aacE oaw 3 n—

201 ]

10F ]

0 A e A i 'S 't A
500 1000 1500 2000 2500 3000 3500 4000
CF (H2)

Fig 3.5 EIH Window Length as the Function of CF

Auditory Model Implementation for Speech Applications Page 67



Chapter 4: Experiment Results

Chapter 4

Experiment Results

Section 1 Introduction
Section 2  Filterbank Simulation Results and Analysis
Section3 EIH Simulation Results and Analysis

Section4 Speech Recognition Experiment Results

1. Introduction

[n this chapter some experiment results and analysis are presented. Firstly, the simulation results
of the filter bank is given. Meanwhile, the comparison with experiment data is also presented.
Secondly, some EIH simulations and some related discussion are described. Finally, we will
describe some speech recognition experiments. It will demonstrate some speech recognition

application of cochlear model and EIH model.
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2. Filterbank Simulation Results and Analysis

Some frequency response results of the filterbank that is described in chapter 2 are plotted in

figure 4.1. For comparison, some experiment data are also presented.

It shows that the model provides the good agreement with physiological data. The important
teatures that match in the physiological data and simulation are:

e A very steep high-frequency slope

¢ A response zero about one octave below the peak

¢ A flat tail extending to the low-frequency cutoff of the middle-ear transfer function

e The amplitude ratio from tip to tail is approximately 60 dB at the highest frequencies and

decreases as the center trequency decreases.
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Simulation resoult for 15t filter [Allen 92)]
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Simulation resuits for 2nd [Allen 92}
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Simulation resuit for 3rd [Allen 92]
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Simulatian result for 4th filter [Allen 92)
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Simulatian result for Sth filter
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Simulation result for 6th filter {Allen 92)
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Simulation result for 7th filter [Allen 92]
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3. ElH Simulation Results and Analysis

This simulation used the cochlear model described in chapter 2 and the sample rate was 8kHz.
The input signal was a pulse-train with 2ms pulse-width and 20ms period. The five threshold
values were distributed evenly in log space. An EIH observation was computed once every 10
ms. The interval statistics at time ¢, were collected from all threshold detectors, using all
simulated firing records which existed in the windows that ended at time . The length of each
window was 10/CF. The interval statistics were collected into 28-bin vector, where the frequency

range {0 .4000] Hz according to the ERB-rate scale.

Figure 4.2(a) illustrates the simulation results of the lowest CF channel in the cochlear model
with CF 79Hz and bandwidth 125Hz. Figure 4.2(b) shows the simulation results of the highest
CF channel in the cochlear model with CF 381 1Hz and bandwidth 492Hz. The figures are
organized from up to down with the increase of EIH collecting time. The EIH is produced at a

uniform rate, once every 10 ms.

In figure 4.2(a) because the CF of the filter is at 79 Hz, the EIH followed this filter resolves the
frequency component near 79 Hz. In contrast in figure 4.2(b), because the CF of the filter is at
3811 Hz the EIH of this filter resolves the high frequency component. Since the window length
is changed with the CF, in low CF filter the EIH colleting window length is much longer than the
frame length, then the interval histograms hardly change from frame to frame. In contrast, in
high CF fiiter the EIH collecting window length is similar to the frame length, so the histograms

change rapidly from frame to frame, demonstrating high temporal resolution.

Auditory Model Implementation for Speech Applications Page 77



Chapter 4: Experiment Results

i

a2
[ K]
D 3 e w e W owm wow T T A I 4 W €@ U ¥ ¥ W
Time (ms) Time (ms)
Input to Cochlear Model Output of the Lowest CF Channel
13t 10ms Frame EIH » 2nd 10ms Frame EIH
k] an
5 . ="
rvi
1] wa}
s $
‘ | S
°l _n gD 12 [T WD I =P o nl am GG € ¥ XD I XD am
fieq (Hz) freq (H2)
3id 10ms Frame EIH = 4th |Oms Frame EIH
b- 1
=} |
" ="
brei -
a L]
Sl Sl
| S
e m s EEw B a eSS W
fieq (Hz) fieq (H2)

Fig 4.2(a) The EIH of the Lowest CF Channel in the Cochlear Model
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Fig 4.2(b) The EIH of the Highest CF Channel in the Cochlear Model (cont’d)
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In figure 4.3 the linear bin allocation (128 bins over [0, 4000]) interval histograms are presented.
In this case, since the filter bandwidth is related to the associated CF, in low CF interval
histograms the bandwidth is narrow, so the EIH of this filter is identical to ERB allocation. But
for high CF filter since the bandwidth is wider several bins are distributed over the interval
histograms. However, in ERB case the bins at high frequencies are wide. Each ERB bin covers a
wider frequency range that contains several linearly allocated bins. Therefore, the interval count
at this ERB bin equals to the sum of intervals over all the linearly allocated bins at that frequency
range. [n other words, at time 7, ERB bins at high frequencies contain the overall number of
intervals collected over the window, irrespective of the shape of the interval pdf. Therefore, we

view the changes in time at the high frequency bins as a measure of the instantaneous rate.

From above results we could obtain the properties of the EIH, collected over several successive
filters. For low CF filters they resolve low frequency components and form the related bins with
the frequencies. Therefore, the magnitude of the EIH at these bins can be viewed as a measure of
level-crossing detectors and the number of the successive filters that are synchronized (or phase-
locked) to their underlying frequency components. For the high CF filters the changes with time
of the corresponding EIH bin can be viewed as a measure of the coherent instantaneous-rate
activities across the level-crossing detectors. These results follow the measurements of firing

response of cats’ auditory fibers ([Delgutte and Kiang 84a], [Sachs and Young 79].
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4. Speech Recognition Experiment Results

4.1 Introduction

In this section we examine the extent to which the model we described in previous chapters is
capable of performance to speech recognition. The entire recognition system includes cochlear

model, EIH algorithms, and LVQ recognizer as shown in figure 4.4.

Cochlear EH LVQ
¥  modet [P algorithm [P recognizer [P
Speech Command
signal No.

Fig. 4.4 Diagram of the Speech Recognition Experiment

The cochlear model and EIH algorithm are described in chapter 2 and chapter 3 respectively.

LVQ recognizer we used in the experiment is LVQI and LVQ3.

4.2 Signal Conditions

Three male speakers and three female speakers provided three repetitions of the 50 commands in
the laboratory condition. The signals were sampled at 16 kHz rate and recorded as 16 bit per

sample in windows wave files using sound recorder software.
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4.3 Analysis Methods

We tested the EIH model by computing the EIH representation of each command. The auditory
model for the EIH representation is described in chapter 2. An EIH observation was computed
once every 10 ms from 32 thresholds per channel. The interval statistics at time 1, are collected
from all cochlear channel threshold detectors, using all simulated firing records which exit in the
windows that end at times #. The length of each window is 10/CF, where CF is the characteristic
frequency of the cochlear channel. The interval statistics are collected into a 128-bin vector,
where the bins linearly divide the frequency range [0, 4000] Hz. The sum over the 128 bins was

normalized to | to eliminate the effect of “loudness™.

To demonstrate the effect of bin allocation and level crossing number to the recognition results,
ERB bin allocation and 16 threshold level crossing are also used to calculate the EIH

representation of the commands and applied to the recognizer the examine recognition results.

[n order to examine the performance of the EIH model the LVQ recognizer is used to classify the
50 commands. We first used LVQI to classify the commands then used LVQ3 to improve the

classification.

4.4 Experiment Results and Analysis

Figure 4.5 presents sound wave forms, cochleagrams, and EIH of 4 commands from 50

commands.
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Table 4.1 illustrates the 50 commands from 6 people recognition error rate.

Table 4.1 Recognition Error Rates for 50 commands

32 thresholds, 128 linear 16 thresholds, 128 linear 32 thresholds, ERB bin
bin allocation bin allocation allocation
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32 thresholds, 128 linear 16 thresholds, 128 linear 32 thresholds, ERB bin
bin allocation bin allocation allocation
v36 0 | 1

v37
v38
v39
v40
v41
v42
v43
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v49
v50
overall
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l
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37

Three points are noteworthy:

¢ The overall recognition rate (recognition ratc = 273/300) is little more than some other

recognition methods.

* On the average, linear bin allocation EIH performs better than the ERB allocation (error rate
= 37/300) although the latter represents the human auditory system much closer. It is due to

too much higher frequency components losing in ERB bin allocation.

¢ The average recognition rate is increased with the increase of the number of crossing level.
This is because the more crossing level representation more accurately represents the features
of the speech. But there is a tradeoff between the crossing level number and the
computational load because the increasing of the crossing level number will increase the loop

number in the EIH algorithms.

Auditory Model Implementation for Speech Applications Page 94



Chapter 5: Conclusion and Future Works

Chapter §

Conclusions and Future Works

Section 1
Section 2
Section 3
Section 4

Section 5

Introduction

Cochlear Model

Ensemble Interval Histogram
Evaluation

Future works

1. Introduction

In this thesis we demonstrate an auditory model on speech recognition related task. We first

describe the cochlear model and then describe the EIH representation on speech recognition. To

examine the capability of the model, we employ the LVQ algorithms to evaluate the recognition

accuracy.

2. Cochlear Model

In this thesis a signal processing model of the cochlea is described at first. The model represents

the mechanical filtering and neural transduction of the mammalian auditory system. This model

describes the propagation of sound in the inner ear and the conversion of the acoustical energy

into neural representations.
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2.1 Filterbank

The major element in the model is cochlear filter bank. It is modeled as a cascaded of the second
order filters which center frequency from higher to lower. Each filter stage in the cascaded is the
combination of a notch filter and a resonant filter. The notch filter operates at successfully lower
frequencies so the net effect is to gradually low pass filter the acoustic energy. The resonant fiiter

picks out a small range of the traveling energy and models the basilar membrane motion.

2.2 Second Filter

The experiment shows that a notch in the frequency response approximately one octave below
the center frequency. In order to model this effect of a second filter is followed each notch/
resonant filter in the cascaded model. This filter vividly models this notch in the cochlear

frequency response.

2.3 Half Wave Rectifier and Nonlinear Stage

The haif-wave rectifier models the detection nonlinear stage of the hair cell. It provides a crude
energy measure in the signal. The nonlinear stage in the model is used to attenuate the output of
the half wave rectifier. Meanwhile, it simulates the ear adaptation to the signal amplitude. Third,
the nonlinear stage also models the masking effects of the ear, i.e. the output of the given channel

of the cochlear model not only depends on this channel itself but on its nearest neighbors.
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2.4 Four-multiply Normalized Ladder Filter Implementation

In the thesis the second order filters are implemented using four-multiply normalized ladder filter
form. As the filter transfer function is decided, choosing the best filter implementation strategy is
one of the most difficult jobs to the filter designer. The main advantage of ladder form
implementation is every node in the filter is normalized in the L, norm. This will result in
absence of the overflow in the filters. Another advantage of this implementation is orthogonal
tuning, i.e. in the second order cases the filter center frequency and its Q value are controlled by

independent parameters.

2.5 Filter Optimization Using Genetic Algorithms

The objective of the thesis is to design the cochlear model to simulate the human auditory
system. So we also employed the genetic algorithms to optimize the filter parameters so that the
frequency response of the cochlear model is much closer to the experiment data than the
conventional method. As shown in previous chapter the GA greatly increased the fitness of the

model to the physiological data.

3. Ensemble Interval Histogram

In this thesis we also explored the ensemble interval histogram (EIH) representation in the
speech recognition. This representation models the properties of the post auditory-nerve nuclei in
the human auditory model. It is derived by collecting the level crossing interval from all the
channels to form a frequency component representation of the acoustic signal. As such, it differs
markedly from traditional speech representation methods and, consequently, exhibits quite

different properties of the sound signal.
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4. Evaluation

The extent of the accuracy of the recognition is evaluated in a quantitative manner by
recognizing 50 commands. It shows the model performs well for the short command. This is
probably due to the short commands consist of more distinctive EIH component than the long

commands.

5. Future Works

[n this model only one-dimensional wave propagation is modeled. The two or three dimensional
ducts could describe the cochlear model more accurately, therefore , more accurate recognition

will be obtained.

Another approach in the cochlear model is the active model. In this model a active system
adjusts the Q values of the filter in the cochlear model in response to the filter output level,
thereby providing a mechanism for the hypothesized out hair-cell behavior in changing the

cochlear filter shape with signal level.
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