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Abstract

This thesis presents the architecture and the algorithm of the Hierarchy for Pattern
Extraction (HyPE) artificial neural nenvork. The training algorithm and the recalling
algorithm of the HyPE artificial newral nenwork are rewritten into C based on a Smalltalk
prototype. A switching tre¢ minimization program is introduced that provides logic mini-
mization capable of handling a higher transisior tree height and merges several transistor
trees. The Northern Telecom 0.8u Bipolar Complementary Meral Oxide Semiconductor
(BATMOS) technology is used to implement the designs in this thesis. There are two final
dynamic neuron designs thar have been verified and fabricared. One neuron uses the True
Single Phase Clocking (TSPC) Laich and the other neuron uses the Ultra Fast Dynamic
Current Steering (UCDCS) latch at the output of the dynamic functional block. The verifi-
cation of the functional blocks for both newron designs is done using SPICE simulation.
The highest clocking speed applied to the TSPC neuron and the UCDCS neuron are
50MHz and 66MHz, respectively. Additionally, by isolating one of the transistor trees
from the functional block, the clocking speed up 10 333MHz can be achieved. Finally, a

test chip including these two final dvnamic neuron designs has been fabricated.
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Chapter 1

Introduction

1.1 Motivation of the thesis

The Hierarchy for pattern extraction (HyPE) artificial neural
network was originally proposed by Andrew Coward [1] in the
carly nineties, It was soon realized that it had the potential to
become a complete digital network. A join project between
Northern Telecom (NT) and the VLSI Research Group, University
of Windsor, was proposed at the same time in order to explore the
possibility of implementing HyPE in BATMQS, which was at the
time the state of the an fabrication technology available at NT. Our
starting basis was a prototype Smalltalk implementation of the
HyPE algorithm written by Andrew Coward. As a proof of concept,
a single neuron was selected for VLSI implementation. It was not
too long before it was realized that the use of teells, the BATMOS
standard library elements, was very expensive in terms of space for
this kind of application. Therefore a full custom dynamic lcgic
style was adopted for the implementation of the neuron. This
dynamic style is based on a recently proposed timing scheme, the
True Single Phase Clock (TSPC), for which novel storage elements
using the full advantages of BiCMOS technologies have been
designed by the VLSI Group.

Introduction
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1.2 Background

The topic of the Artificial Neural Networks (ANNSs) has been investigated for a long time.,
ANNs are widely used in different applications such as pattern recognition, optimization,

product of predicting financtal analysis and more,

Most of the ANNs work with analog neuron which are easy to program but not so casy to
implement in silicon. Recently, researchers have developed digital neural networks, such
as the adaptive probability neural network [6]|7][8] and the HyPE artificial neural
network. Although the digital ANN is casy to implement in silicon, it has the

disadvantage that the size of the ANN can be several times larger than the analog ANN.

The HyPE artificial neural network is the focus of this thesis. The purpose of the HyPE
artificial neural network is to provide the recognition of suggested patterns sent into the
network. Since the HyPE artificial neural network is still under modification and it
requires a long time to verify one set of parameters, we need a faster process in order to
train the network. This thesis focuses on finding a way to improve the performance of the
training process, using the Bipolar Complementary Metal Oxide Semiconductor
(BiCMOS) technology provided by Northern Telecom. It also provides an
implementation of the general neuron that involves all the functionality of each neuron in
the architecture and is the most representative sub-function to implement under the

algorithm of interest.

1.3 Thesis objective

The original objective of this thesis was to reverse engineer the algorithm from the
Smalltalk program which was the only resource available to us in the beginning A
rigorous description of the algorithm was to be written as part of this investigation. The
other objective was to implement in the VLSI medium the full architecture (or some well
defined part of it) in order to improve the training performance of the artificial neural

network. As a side effect of this process, a new implementation of the switching tree
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minimization procedure had to be written in order to generate the full custom

implementations of the functional blocks of the neuron.

1.4 Thesis Organization

This thesis includes six chapters. Chapier 1 provides the background of this research and

provides the structure of the each chapter in this thesis.

Chapter 2 introduces the hierarchy for pattern extraction (HyPE) artificial neural network.,
It provides the background, architecture and the algorithm of the HyPE artificial neural
network. This chapter focuses on the architecture and the algorithm of the HyPE based on
the original Smalltalk program written by L.Andrew Coward[l]. Both of them are

discussed deeply step by step and compared with the modern artificial neural network.

Chapter 3 presents the graphical switching tree minimization algorithm and the two latch
designs that are used in this thesis. The graphical switching tree minimization algorithm is
proposed by Bryant[14]{19]. A switching tree minimization program written in ¢
programming language is presented. The two latch designs are the true single phase
clocking (TSPC) latch[12][15] and the ultra fast dynamic current steering (UCDCS) latch
proposed by J.C. Czilli[12].

Chapter 4 presents the pipeline neuron implementation approach and the single block
neuron implementation approach for the general neuron that can improve the training
process of the HyPE antificial neural network. After that it goes through the other
directory of approaches that are based on using the standard cell in 0.8y BATMOS library
(tcell) to design the neuron and using the dynamic logic with switching tree minimization
to design the neuron. The two designs of 3-input single block dynamic neuron are chosen
to use in the implementation of the general neuron. A test cell has been designed and

submitted for fabrication.
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The last chapter, Chapter 5. concludes the work done in this thesis. It provides

suggestions for improving the architecture and the algorithm of the HyPE artiticial neural
network and the way to implement the neuron design for the possible future direction of
the research in HyPE project.

Introduction ‘Thesis Grganization 4



Chapter?2

Hierarchy for
Pattern
Extraction

2.1 Introduction

This chapter discusses the artificial neural network that Andrew L.
Coward brings out from the Brain operation system (The Brain
Model). This chapter is divided into four sections. Section one is
the introduction of this chapter. The second section is the
background of the brain model. The third section is the architecture
of the Hierarchy for Pattern Extraction (HyP'E). The fourth section
is the algorithm used in HyPE. The last section is the summary of
the HyPE network.

2.2 Background of ANN

Artificial Neural Networks (ANNs) have been considered as an
area of active research for a long time. Most of the developed
artificial neural networks are based on the non-linearity neuron
which uses a non-linearity function such as a sigmoid function.
These kinds of artificial neural networks have some similarities,
such as the non-linearity neuron, fixed network size, ease of
simulation, and difficulty to fabricate in Very Large Scale
Integrated (VLSI). Although the most current VLSI circuit

technology is used, it still faces some difficulty, regarding

Hierarchy for Pauem Extraction
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fabrication. The original design in the design environment and after the fabrication may
have difference dimensions. These differences may be small but they could create a big
problem due to the nature of artificial neural networks in VLSI. Since most of the artificial
neural networks use a non-linearity function at the output of a neuron, Either fault
tolerance of the fabrication process in the training process or to reduce the sensitivity of

the artificial neural network need to be included.

There are several ways to bypass this problem. One is using discrete weight and sigmoid
function in the software training process. When the artificial neural network is recalling,
the hard-limit function replaces the sigmoid function as the non-linearity function of the
artificial neuron. Since the artificial neural network uses the discrete weight and hard-
limiting function, it adds great flexibility 1o the design. Although the fabrication process
creates some dimension differences, the design can still handle that. This method was
applied on two 3p Complementary Metal-Oxide Semiconductor (CMOS) designs [31[4],
on an optical coupled neural network and a 1.2p CMOS design[5] on programmable
optical coupled neural network. Another approach is the Hierarchy for Pattern Extraction
(HyPE) artificial neural network architecture that created by Andrew L. Coward|1][21]
using the Smallialk-V programming language in 1990. The other one is the adaptive
probability neural network[6][7][8]i9]. The HyPE anificial neural network is the

architecture, that this thesis focuses on.

2.3 Architecture of HyPE

The diagram in Figure 2.1 shows the brain model of Andrew design. Input layer
(Thalamus) is the sensor of the network. It presents sensory input signals to the middle
layer. The middle Layer (Cortex) is a multilevel pattern declarative memory storage that
keeps the characteristic of a target group and gives action recommendation to the network.
There are three levels of neurons, Alpha level, Beta level and Gamma level. Each of these
Jevels may contain more than a thousand neurons. It depends on the training process and
the training pattern. Output layer (Basal Ganglia) is the action selection section. It

contains a single artificial neuron. There are two management systems taking care of the
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training process. One of them is resource management (Hippocampus). It contains the
mapping of the middle layer neuron resources and assigns additional neurons if the
network requires more memory storage. Hypothalamus is the other kind of control
management. [t controls the novelty arousal that sets the threshold value of each resource
neuron (virgin neuron) in the middle layer. It also controls the pleasure and pain signal

releasing to the output layer neuron.

Figure 2.1 The Diagram of the Brain Model

(Thalamus)
Input Sensor

(Hippocampus) §
Resource Management§

(Cortex)
Action
Recommendation (Hypothalamus)
Management

(Basal Ganglia)
Action Selection

Pain/Pleasure

In the middle layer, each leve!l contains two regions: the action recommendation region
and the unused resource region. The unused resource region (virgin region) contains
unused neurons and those are called virgin neurons. Neurons in the action
recommendation region (regular region) are called regular neurons. These neurons are the
memory storage of the target pattern that give the information, justifying whether the input
pattern belongs to the target group or not. The characteristic and the functionality of these

neurons will be discussed in more detai! in the next section.
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HyPE is a feedforward multilayer hicrarchy artificial neural network implementing the
Brain Model. The sensor gives the input signal to the input layer. Input signals of the
alpha level, in middle layer, are the output signals of the input layer. The output signals of
the alpha level neurons will penetrate to the beta level neuron as their input signals. The
output signals of the beta level neurons will penetrate 10 the gamma level neurons and so
are the output signals of gamma level. They will become the input signals of the basal
ganglia layer neuron. The artificial neural network does not have any connection cross
over levels or layers. e.g. there is no connectivity behaviour between alpha level’s

neurons and gamma level’s neurons. It is shown in Figure 2.2.

Figure 2.2 HyPE Architecture
INPUT LAYER

Input Characteristics

*MIDDLE LAYER
Alpha level
Regular Virgin
Region Region
o Resource
Management
eta leve S—
Regular Virgin
Region i

Novelty

Arousal
Regular rou

OUTPUT LAYER
Pain/Pleasure

Action Selection
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The arrows in the Figure 2.2 represent the direction of the signal and show all the possible
connections between the layers and the levels. There are two things to notice in this
figure. First, there is no connection between the beta virgin region and the gamma regular
region, The missing connection is based on the present architecture. It can be modified
casily by a small modification in the algorithm and the connection can be restored. The
other missing connectivity is the gamma virgin region and the output layer. It is also
based on the architecture, however it cannol be replaced unless there is a big modification

on the algorithm.

2.3.1 Neuron Model

In the HyPE architecture, two types of neurons are used. One is called regular neuron that
has already recognized a specific pattern. The other one is called virgin neuron that has
not yet recognized any pattern but has been configured to have a high potential to fire and
then imprint. Imprinting is a process that transfers a virgin neuron to a regular neuron.
This process will be discussed in more detail later. There are three levels of neurons in the
middle layer and a neuron in cutput layer, Basal Ganglia layer. Basically, each neuron has
a similar characteristic and functionality except for the output layer neuron. Each neuron
contains a threshold value and connectivity to the upper level. The threshold value and

connectivity of a neuron normally are unique. This will be clear in the algorithm section.

The activity of a neuron depends on the threshold value and connectivity of the neuron.
Threshold value for each neuron is an integer number. Connectivity of a neuron is based
on the history of the probability of upper level neurons’ activity. It will be discussed in
more detail in the algorithm. There is no weight on each connection. It is either
connected or not. From a modern artificial neural network perspective, there are only two
different kinds of weight for each connection. Those are 0 and 1. It is much simpler than
the modem artificial neuron. The modern artificial neuron needs to have a weight on each
input connection and needs to have a nonlinear activation function after the summation to

determine the activity of the neuron. Figure 2.3 shows a schematic diagram of a
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McCulloch-Pitts{2] neuron. This model can be equated as the following with notations

that used in the HyPE neuron.

Gijuri = fiLZ“'m'Gn, N, "“.‘) 2.1
Figure 2.3 Diagram of a McCulloch-Pitts neuron

F 1J-1,z—®w—"i—>
F 2,j-1,t—®ﬂ$
F3 14 —R2l
Fa i1, —@)~m
Fs j-10 —Q—lm

nonlinear
function

The firing status, G ijt » TEPTESENLS the output signal of the i th neuron in the j'th level in
the ’th pattern of time process. The upper level firing status, Fn.j_ 1> TEpTESents the

output signal of the n'th neuron in the (j— 1) 'th level in the ¢ 'th pattern of time process.

It is same as the firing status,G; j-li+ Wi TEpresents the weight between the i'th

neuron in the current level and the »n’th neuron in the upper level. It can be a positive

value or a negative value. |, represents the threshold value of the i 'th neuron in the j'th

level. The nonlinear activation function, f, in McCulloch-Pitts’ model is a step function,

however it can be modified by using the other nonlinear activation function such as, the

signum , sigmoid and threshold logic functions.

In HyPE, since there is no weight on the input connections, the firing status of the artificial
neuron is determined from the sum of active input connections, and then compared with
the threshold value of the neuron. If the sum of active input connections is greater or
equal to the threshold value, the neuron fires (the firing status is 1). For example, if there

are 3 active input connections, and the threshold value of the neuron is 3, then the neuron
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fires. In the general case the firing status of a neuron can be modeled in the HyPE as

follows:

G"-j.f = f( 23 ‘Cn. it AFH.,‘_L,] —Ti,j,rJ (2.2)

Figure 2.4 Schematic Diagram of the neuron in HyPE

nonlinear function

F1i 10—
Foi1,—>
F3j.1,—
Faj1y

F5i-1,—

ZB is a function that sum up the boolean numbers. The threshold, T . , represents the

iji>
threshold of the i 'th neuron in the j 'th level in the 7'th pattern of processing time. In here
j would be declared more clearly. j is defined as the subscript notation for level or layer.
In HyPE architecture, input layer is 0, alpha level is 1, beta level is 2, gamma level is 3 and

the basal gangliais 4. j is a positive integer value. The connectivity, C,;;,, represents the

nije?
connection between the n'th neuron in the (j—1) ’th level and the i’th neuron in the
j’th level. As the diagram shows, the artificial neuron in HyPE architecture is not fully
connected to the upper level or layer. The connectivity is defined by the firing population
on the upper level, This will be defined more clearly in the next section. Since the

threshold, T, , is an integer value and so is the sum of the input signals, the signal that

ijt?
passes past through the nonlinear activation function, f, is no longer seen as a continuous

value. This is one of the advantages of the HyPE architecture.
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University of Windsor

The model presented above is for a general neuron. It includes neurons in alpha level,
virgin neurons in beta level and neurons in gamma level. Regular beta neurons need to

have an additional condition to fire:

23

(zalcn,i.j.:AFH.j-"'l _-TUIJA }

_ f{
t
(223 [Coiju AFo 1 i A En s v =T

E, j—1, Tepresents the status of the neuron, i.e. whether it is regular neuron (1) or a virgin

neuron (0). The additional condition is applied because the regular beta neuron may have
some connections from the virgin alpha neuron. This additional condition protects the

over firing with the additional active virgin input neuron.

The neuron in the output layer, Basal Ganglia, is a unique neuron in the HyPE
architecture. Its connectivity is controlled by the hierarchy management, hypothalamus,
with the pain and pleasure feedback. It will be discussed in more detail in the algorithm
description. The firing status of this neuron is determined by any active input connectivity
occupied. In other words, if it has any active input connections, the neuron is firing. The

model of the firing status of Basal Ganglia neuron is shown as in the following:

Gl-4.l =f(zB|Cn.l,4.lAFn'3.,}_1J (2.4)

The firing status, G, , ,, is the Basal Ganglia neuron firing status.

24 The HyPE Algorithm

The HyPE algorithm is used to recognize a target group’s patterns from the other group of
patterns. Due to the complexity of the algorithm, it needs to be divided into 5 parts for
further discussion. First is the input pattern for training and then is the overall training
process. After that we have the detail of the initialization process, wake process, sleep

process and the recalling process.
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2.4.1 Training Pattern

Patterns that are presented to the network are generated from sampling frequency
distribution. The training process requires three groups of patterns, so ea