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Abstract

This work provides 2 treatment of BICMOS technology from several perspectives. The
manner in which the modern BICMOS process evelved from a predominantly CMOS
processing base is discussed. and a survey of special processing technologies is given.
Without these advanced techniques the cumrent level of BiCMOS and CMOS process
performance would be unattainable. Examples of such include trench isolation. lightly
doped drain structures. and advanced metallization techniques. Additionally. BATMOS,
Northern Telecom's BiCMOS process technology is described in detail. Issues pertaining
to BiCMOS process scalability. device scalability. and process tradeotts are discussed.
Inctuded are such topics as active device scaling. second order cffects which become
important in scaled technologies, BICMOS process tradeoffs. and latchup in BiCMOS.
Several high performance arithmetic architectures were implemented in the form of
macrocells. and their design is discussed. Toward that end. a survey of hardware
multipliers is given, concentrating on the parallel types. and two new recently proposed
architectures are described which form the basis for five of the six macrocells. As well, the
implementation of a fast adder macrocell is treated. Some details of the design process of
these macrocells are also highlighted. The usc of BICMOS in the realization of dynamic,
massively pipelined arithmetic structures is explored. A review of pipelining strategies is
briefly given. followed by a description of the true single phase clocking (TSPC)
technique. Factors effecting the implementation of NMOS transistor switching trees in
BATMOS is investigated, and key simulation results are reported. A new latching principle
is described which is based on a current steering concept. Several new latch structures
based on this principle are described and simulation results from test structures arc
presented. The performance of these new structures is compared to the TSPC technique,
and simulation results of both latching arrangements used with a synthesized switching tree
based mod 7 multiplier are presented. Finally, an ulira fast latching structure is introduced.
simulation results are presented, and some additional discussion is given.

iv



Dedicated with love
to my family.



Acknowledgments

The support and guidance offered by G. A. Jullien was invaluable in the successtul
completion of this thesis. His knowledge and enthusiasm provided a source of inspiration.
and many of the ideas contained in this work were precipitated from informative
discussions with him. W. C. Miller also gave insighttul comments and observations which
provided important direction for this work. S. Bandyopadhyay is recognized as having
served a valuable supervisory role on my commitiee. Always willing to offer his time,
Zhongde Wang provided extensive input in the area of hardware muitipliers. Additionally.
my family has been a constant source of strength, support. and encouragement which has
allowed me 1o persevere through the difficult times. Finally. my friends are acknowledged
for their understanding and patierce. Micronct provided funding for a portion of this
work.



Table of Contents

Chapter 1 1
INTRODUCTION 1
1.1 TR T OU L C I OTie e eeeeeisarnsessnsnsesesacanetesansnsssssanassaanesunanssersansassansonnsnrasens I
1.2 Thesis ODJECHVES 1reunriassirsserreaesemuusssst e re b s st naas 2
1.2 Thesis Organization ettt 2
Chapter 2 4
PROCESS TECHNOLOGY 4
2.1 TN ET O UG O e e itrneesnesaneesesesassasessaneressssssnnnsanansenstssssnsasssessnsnnnstansons 4
2.2  Silicon and Process BasiCs cicvecceeiiiiiiiisiineiaaisissesi ittt et e 4
2.3 Typical CMOS Process FIow .o.ccoueiiiiiiiiimiiiiinnc i ennenenees 7
2.4  Evolution of the BICMOS Process FIOW ....cccivviimriciniiiiiiimimiiiisieanssans 9
2.5  Advanced Processing TeChniQUes .....evevimimiieimiiiinimimmimincninintnsnnenans 13
2.5.1 EPIAKY cevrreiarennriiirrsaaemremnaacessanansrtisanaiisranasaasenset s s s s nnes 13
2.5.2 Buried Layers cooieeiaiiitirnsiareerneraressiree sttt e s s s et ses 14
2.5.3 Lightly Doped Drain (LDD) ..uovvunniiniiririiiiinninecinacenaninaess 14
2.5.4 Polysilicon EMIETS .ovuuurreuaeirmersieisinsiiniinmnnretiasanessiaannaesnaeess 15
2.5.5 SilICIAAHON. cevreererieenanieariatsrrrrarananasissassssnsesssssatasasssnsasnsnananas 16
2.5.6 Local Interconnect (LI)..eeeeeecieimriiiiinrsnrtamerersasinstetrineaasensnnss 17
2.5.7 Local Oxidation of Silicon (LOCOS) . .cimmiiiinimracriccitaiinnanaanes 18
2.5.8 Trench ISOlation...coceieiessenrcccasenetiesasnrasaseaseosessrsesiscsaseenassasas 21
2.5.9 Metallization and Planarization c..oceveveereienemiacncsiieiiiiiiniineisnacans 22
2.6 BATMOS: Northem Telecom's BICMOS Process ....cocevmeiniiiiinsiiiiinnennes 23
2.6.1  INIrOQUCTION. eruienesirrneetestsae sttt et 23
2.6.2  PrOCESS SYNOPSIS evnmnrerrusrasnnssssesssssessrassmammeseneeeseesmaneissmssesnees 23
2.6.3 Detailed Process DescTiption .......oeeeeuensnees feemveascsaseesesansssnseraarens 24
2.7 SUMMATY .iceiiirrarnieinnsirrnrestssaessnasasassnnastsssssrmntsnnnesasasssanssssasssssinss 28

vii



Chapter 3

29

SCALING. DEVICE. AND PROCESS CONSIDERATIONS 29
3.1 JEa TR u e e R el 2T o] s DU OO 29
3.2 Scaling of ACUVE DeVICES .o euiiiiai et 30
3.3 AcHive Device IS8l Sttt et 37
3.3.1  MOS DeVice LSSl S e et erniranraeeearanrntaneaaeanennranssrranreirianssnssnnananss N
3.3.1.1 Channel Length Modulation ..ot RN

3.3.1.2 Threshold VOItage ..o RN

3.3.1.3 Subthreshold Currenlo e ceneas 41

3.3.1.4 Velocity SaturatioN.....ieecciemeeiieteeinerennnnens 43

3.3.1.5 Mobility Degradation .....ouveiiiirimainii e 4+

3.3.1.6 Effect of Very Thin Gate OXide ..o.oviviiiiiiiiiniiainninnans KR

3.3.1.7 Source and Drain ResiStanee ..ocvveviiiinirnenninannnee. 15

3.3.1.8 Drain Induced Barrier Lowering (DIBL).ovviiinnecnce 46

3.3.1.9 Hot Carrier EffeclS.iiiiiinricirinicninniaiinnness 47

3.3.2 Bipolar Device ISSUES «.oenriii i 43
3.3.2.1 Extrinsic and Intrinsic Device couvvneiniiiiiaiiiiiaiianeaens 49

3.3.2.2 Conductivity Modulation (Webster Effect) .o.voeenieinnens 50

3.3.23 Base Pushout (Kirk Effect)...cccvireeiiiiiiirniniiniieine, 51

3.3.2.4 Base width Modulation (Early Effect)....c..coooieiiiiiians 51

3.3.2.5 Current GaiN...ciieecciciiiinrciertmriisress et 52

3.3.2.6 Punchthrough «ooieieeiiiniiiiini e, 52

3.3.2.7 Reachthrough. . oo 53

3.3.2.8 Breakdown VOIages «.oc.veviirnreeneininreinnanniennan. 53

3.3.2.9 Polysilicon EMItIers - .....ovuecairnriainrnciiiiiennnn 55

3.3.2.10 Parasitic ResSiSIances..c.cciniiimiiiemmncieenensrreniesennnn 56

3.4 Bipolar and CMOS Devices in a BiCMOS Process.......ccececeerississinsseasres 58
3.5 LalCRUPD . ceiecureieirrnret e e ettt et s 60
3.6 SUIMIMATYceeuunnnrccerersnanssarnressssareemsssssssermtesnntsessssetassassssssesssstenes 67
Chapter 4 69
HIGH PERFORMANCE ARITHMETIC CELLS 69
4.1 IOt OQUCTIO M e n e eeciieeeirncasaanarssesssasnssocsssssnrvasnsansassnsasisssnnsanssansasnassans 69



A2 MU PITS ottt e 70
B S T 57 (o o) | PSR 83
3.3.1 Two Bit Full Adder Multiplier. i 83
4.3.2 Column Compression Multiplier. ... e 85
4.3.3 High Performance Adder .......ooviiiiiiiiii e, 87
4.4 Additional Discussion of Work Completed....ccociiiiiiriiiiiiiiiiiiienenen, 91
4.5 SUMIIMIAIY ceniiiiiiietien it aesrssnstssassasesstassnsasnsnanarnsasasnananasnsannsnnns 95
Chapter 5 96
CLOCKING STRATEGIES FOR PIPELINED ARITHMETIC
STRUCTURES 96
5.1 80N o Ta T ] ET o D OOy 96
5.2 Pipeline Clocking and Circuit Techniques .....o.oueieaiimiiniiieenls 96
5.3 True Single Phase Clocking (TSPC)....iiiiiiiiiiiiiii e 98
5.4 NMOS Trees In BATMOS ..ottt s st esse s s saeas 103
5.5 BiCMOS in Dynamic CirCUilS....omueiiiiiiiiiiaiieesenan s sanisrse s sanna s 108
5.6  Current Steering (CS) Latch....oevaiiiiiiie 109
5.6.1 Simulation of Current Steering Latch StrucCIures. co.cvvviniiiivnnninvannenns 115
5.6.2 Ultra Fast Current Steering Latch Structure ...oooovnevninniiinininenee 122
5.7  Additional DisCUSSION ...cuicitiiiniiitiittttittasassssnsassmasimsersssnsasssasannanns 123
5.8 SUMMATY . ciiiiiiiitrimiirneiicnritasasiattetatassarerasrsnesnansnnsnsnnsasnnssssass 128
Chapter 6 130
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 130
6.1  CONCIUSIONS .. ciiniinrnniiniesinresentntatisesnsasnsresessosssssaentescasessssssasssssnes 130
6.2 Future WorK...ouiveieeeniminieceicerir s ctc i cee s s e e e ra e e as 132
References 134
Appendix A 146
EDGE™ BiCMOS ENVIRONMENT HINTS - 146
PV S § 114 £aTs £ 7ot S 1o} DR SRR R 147



F T BT e Tl o o} 147

Appendix B 150
MACROCELL LAYOUTS 150
= 20 B 118 oo T« LTt ST o D PP PP 151
B.2  Macrocells Implemented in Pure CMOS ... 151
B.3 Macrocells Implemented in BIiCMOS....irvcretres e 154
B.4  Macrocell Implemented in ECL ... 156
Appendix C 157
MACROCELL SPECIFIC DETAILS 157
O BN 6118 4+ T« [V ot €1+ - VTP PO 158
C.2  Macrocells Implemented in Pure CMOS ... 159
C.3  Macrocells Impiemented in BiCMOS...ciiii e 160
C.4  Macrocell Implemented INECL ...ooiiiiiiiiiiiiii e, 161
Appendix D 162
Email 162
Appendix E 164
PROGRAMS 164
SRR D § 114 00T 11Tt S1+ 31 VOO PR S S 165
E.2 Removal of EXIraneous pinS..iiiiimeiincnneninniessens 165
E3  Conversion of CMOS4S to BATMOS .........eceveeumreesserercsesssensenssecscenens 166
E.d  Sample STL fllea. it s s et et e 171
Appendix F 173
MULTIPLIER CHIP 173
F.1  Summary and PINOUL....cccoiimiininiiiniiiri e ccetetcerenseas e 174
Appendix G 176
MOD 17 CHIP 176
G.1  Summary and PINOUL.........coriiiiiiiiiitititirnr s e 177



Vita Auctoris 180



Figure 2.1:
Figure 2.2:
Figure 2.3:
Figure 2.4
Figure 2.5:
Figure 2.6:
Figure 2.7:
Figure 2.8:

Figure 2.9:

Figure 2.10:
Figure 2.11:
Figure 2.12:

Figure 2.13:

List of Figures

P Well CMOS Process Cross-section
Low End BiCMOS Process
BiCMOS Process With Buried Layers and Deep Collector Contact
BiCMOS Process With Self Aligned Buried Lavers and Poly Emitier
High Performance BiCMOS process Cross-section
Steps in Forming LDD Structures
Poly Emitter and Poly Contacted Emitier Formation
Process Steps In Forming LI
Inverter Connections Implemented with LI
Simple LOCOS Isolation Structure Formation
Poly Buffer LOCOS Isolation Structure Formation
Example of Bipolar process with LOCOS Isolation

Process Steps For Trench Isolation Structure

Figure 2.14: Flow Chart Showing Major Processing Steps

Figure 3.1:
Figure 3.2:
Figure 3.3:
Figure 3.4
Figure 3.5:
Figure 3.6:
Figure 3.7:
Figure 3.8:

Figure 3.9:

Iustration of Channel Length Modulation

Long and Short Channel MOS Devices

Conceptual Illustration of Charge in a Short Channel Device
Weakly Inverted MOSFET—Bipolar Analogy

Mechanism for Drain Induced Barrier Lowering

Intrinsic Base Region With Extrinsic Base Dopant Encroachment
Concept of Intrinsic and Extrinsic Base Resistance

Latchup in an N Well CMOS Process

Lumped Element Model For Latchup

Figure 3.10: Latchup in an Advanced BiCMOS Technology

X1



78

Figure 3.11:

Merged Devices in a BICMOS Buffer

Figure 3.12: Structure Of Merged Device and Associated Laichup Paths

Figure 3.13: Well Structures In Advanced BiCMOS Processes

Figure 4.1:
Figurc 4.2:
Figure 4.3:
Figure 4.4:
Figure 4.5:
Figure 4.6:
Figure 4.7:
Figure 4.8:
Figure 4.9:
Figure 4.10:
Figure 4.11:
Figure 4.12:
Figure 4.13:
Figure 4.14:
Figure 4.15:
Figure 4.16:
Figure 4.17:

Figure 4.18:

The multiplication process

Simple Array Multiplier

CSA Armay Multplier

A (4:2) Compressor

Square Partial Product Array

Folded Partial Product Array

(5.3) Counter Architecture

Comparison of Several Multiplication Algorithms

Wang's Linear Paralle] Multiplier Architecture
Layout of Wang's Linear Parallel Multiplier
Wang's Column Compression Multiplier Architecture
Layout of Wang's Column Compression Multiplier
Tree Nature of Function Computation
Block Diagram of Adder
Special Bit Processor Circuit
Layout of High Performance Adder
The Manual Connection of a Cell Row

Mutltiplier Chip Submitted for Fabrication

Figure 5.1: Pipeline Concept

Figure 5.2:
Figure 5.3:
Figure 5.4
Figure 5.5:
Figure 5.5:

Clocked Inverter (C2ZMOS)

N-C2MOS and P-C2MOS Latch structures

TSPC Precharged n and p Latch structures

Switching Tree embedded in 2 Master—Slave Latch

Test Structure For Switching Trees Embedded in TSPC Latch

xiii

101
102
104



Figure 5.7: 16 High. Bottom Loaded Test Structure at 83 MHz

Figure 5.8: 16 High. Bottom Loaded Test Structure at 100 MHz

Figure 3.9: Mod 7 multiplier at 100 MHz

Figure 5.10:
Figure 5.11:
Figure 5.12:
Figure 5.13:
Figure 5.14
Figure 5.15:
Figure 5.16:
Figure 5.17:
Figure 5.18:
Figure 5.19:
Figure 5.20:
Figure 5.21:
Figure 5.22:
Figure 5.23:
Figure 5.24:
Figure 5.235:
Figure 5.26:
Figure 5.27:
Figure 5.28:
- Figure 5.29:

Two Phase Dynamic Circuit

Example of Kuo's Circuits

Current Steering Concept

Revised Current Steering Circuit

DICS n Latch

DSCS n Latch

CDCS n Lawch

A Binary Tree

Test Structure For New Latch

Failure Mode Unique to Initial Version of New Latch
CDCS n Latch At 125 MHz

Mod 7 Muluplier at 200 MHz

Mod 17 Multiplier Chip

Modified PE Section

Test Structure at 125 MHz

Mod 7 Multiplier at 250 MHz

UCDCS Test Structure With Large Transistors at 125 MHz
UCDCS Test Structure With Large Transistors at 200 MHz
TSPC Test Structure With Large Transistors at 83 MHz
Latch With PMOS Chain

Figure 6.1: Suggestion For TSPC Version of Current Steering Latch.

Figure B.1: Dadda Style Multiplier (dadda_top)

Figure B.2: Two Bit Full Adder Multiplier Using Full Adder Cells (tbfa_fa_top)
Figure B.3: Two Bit Full Adder Multiplier Using Simple Gates (tbfa_g_top)

Xiv

105
105
107
108

109



Figure B.4: Dadda Stvie Multiplier (dadda_top_bic)

Figure B.5: Two Bit Full Adder Multiplier Using Simple Gates (ibfa_g_bic_top)
Figure B.6: Fust Adder (adder_top)

Figure F.1: Pinout Diagram

Figure G.1: Pinout Diagram

Figure G.2: Simulated Pipeline

Xv



0.0

d
H

H .0

a
-

SRR

List of Symbols

effective current gain of bipolar transistor
peak comnmon emitter current gain
voltage change

relative permittivity of silicon dioxide
relative permittivity of silicon

permittivity of free space

surface potential

figure of merit for MOS devices

mobility

¢lectron mobility

number of partial product rows per stage
velocity

saturation velocity

collector—base breakdown voltage
collector—emitter breakdown voltage
load capacitance

gate oxide capacitance per unit area
gate capacitance

inversion layer capacitance

depletion capacitance

latch delay

diffusion constant for electrons in base
diffusion constant for holes in emitter
electric field

avalanche critical field

cut-off frequency

transconductance

inputs to a counter

collector current
drain current
average current

xvi



A

x> [ -

FO R SR SR

™

z z
g

=

o"'"'i(”aqu;'m”'@pQ

-

o

-~

-
L3

<n<
m

Q
<]

=

<
2 2

-
2

o< <<
4 g =2

2

number of stages in partial product reduction array
scaling factor

scaling factor

scaling fuctor

horizontal scale factor

vertical scale factor

voltage scale factor

Boltzman constant

diffusion length of holes in emitter
MOSFET channel length
collector doping concentration
emitter doping concentration
substrate doping

peak base doping

charge

inversion charge

base Gummel number

emitter resistance

output resistance

collector resistance

base resistance

subthreshold swing

temperature

circuit delay

gate oxide thickness

hold time

setup time

voltage between collector and emitier
+ supply voltage

drain to source voltage

gate voltage with respect to the source
punchthrough voltage

reachthrough voltage

- supply voltage

MOS threshold voltage

NMOS threshold voltage

Xvii



™

W
W
W
W,

t

PMOS threshold voltage
collector width

base width
MOSFET channel width

emitter width
junction depth

xviii



Chapter 1

INTRODUCTION

1.1 Introduction

BiCMOS technology constitutes a marriage of CMOS and bipolar technologies. Both types
of devices are available on the same wafer, which means that the advantages of both may
be rcaped at the expense of extra process complexity. CMOS devices offer low power
dissipation. wide noise margins, and a very high packing density. Bipolar junction
ransistors (BJTs) offer high switching speed. high current density per unit area. and
flexible /O levels. Since the mid 1970s, CMOS has been the mainstream semiconductor
technology chiefly because of its packing density. and power dissipation. Bipolar
technologies were usually used for small but fast system subcircuits. and they had to be
manufactured on separate substrates. In a BiCMOS process, both CMOS and bipolar
devices are available on the same chip, thus affording the option of using both devices
simultaneously in an integrated design.

BiCMOS fills a market gap between very dense, medium speed CMOS chips. and bipolar
ECL integrated circuits with high power consumption. It no longer is a niche technology.
however, since its utility has been recognized on a broad scale. It has been used in the
implementation of gate arrays [1], static RAMs (SRAMs) [2], dynamic RAMs (DRAMs)
{3]. and complex subsystems such as a phase locked loop clock generator {4]. The
Pentium® microprocessor from Intel, and the Super Sparc® RISC processor from Sun
Micro-systems/Texas Instruments are both examples of microprocessors which have been
implemented with BICMOS technology [5]. Usually BiCMOS designs are predominantly
CMOS based. and the bipolar devices are used only where their qualities are most useful.
Common applications for the Bipolar devices include gates with high drive for high
capacitance nodes [6]. which exploit the device's high transconductance, and sense amps in
memory chips [3]. which exploit their superior analog qualities. Misuse of the bipolar
devices can lead 10 unnecessarily large designs and compromised performance {7]. The



former is due to the additional space occupied by bipolar transistors while the fatter s due
to the fact that a CMOS gate can switch taster under light loads than a BiCMOS gael.

1.2 Thesis Objectives

This thesis work has three main objectives. The first is to provide a survey of current
BiCMOS processing techniques and methodologies. as well as process considerations
which determine device behaviour. The second involves the design and characterization of
several high performance arithmetic macrocells®. The third objective is to investigate the
application of BiCMOS technology in the realization of massively pipelined arithmetic
structures.

1.2 Thesis Organization

This work is organized into six chapters. The first chapter comprises this introduction.
while the second describes BiCMOS processing techniques and methodologies. The
manner in which the modern BiCMOS process evolved from a predominantly CMOS
processing base is discussed. Special processing technologies are described which are
used to form structures without which the current level of BICMOS and CMOS process
performance would be unartainable. Examples include trench isolation. lightly doped drain
(LDD) structures. and advanced metallization techniques. Finally, BATMOS, Northern
Telecom's BiICMOS process technology. is describer in detail.

The third chapter delves into issues pertaining to BICMOS process scalability. device
scalability, and process tradeoffs. A brief description of classical scaling of MOS devices
is given, followed by a summary of other scaling methods for MOS and bipolar devices.
Many second order effects become prominent performance limiting factors when feature
sizes shrink, and some of these factors are discussed for both MOS and bipolar devices.
Due to the presence of both device types in BICMOS, many process tradeoffs must be
made, and the main ones are discussed. Finally, a treatment of latchup is given. including
a short review of latchup in CMOS, as well as a discussion of new modes which can only
occur in a BiCMOS process.

1 This statement is based on a conventional totem-pole style gate (8]

2 This work was funded under a contract with the Canadian Microelectronics Corporation, and the Micronet
Network of Centres of Excellence (with four member universities).
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The fourth chapier deals with the design and characterization of several high performance
arithmetic macrocells. A survey of hardware multipliers is given. concentrating on the
parallel types. Booth encoding is briefly explained. and two new recently proposed
architectures are described. The implementation of these architectures in the form of
macrocells is discussed. as well as the implementation of a fast adder macrocell. Some
details of the design process of these macrocells are also described.

Chapter five investigates the usc of BICMOS in the realization of pipelined arithmetic
structures. A review of pipelining strategies is briefly given. followed by a description of
the true single phase clocking (TSPC) technique. Factors effecting the implementation of
NMOS transistor switching trees in BATMOS is investigated. and key simulation resuits
are presented. A new latching principle is described which is based on a current steering
concept. Several new structures based on this principle are described and simulation
results are presented. The performance of these new structures is compared to the TSPC
technique, and simulation resuits of both latching arrangements used with a synthesized
switching tree based mod 7 multiplier are presented. Finally, an ultra fast latching structure
is introduced. simulation results are presented. and some additional discussion is given.

The final chapter summarizes this work including pertinent results. and also offers
suggestions for future work.

L)



Chapter 2

PROCESS
TECHNOLOGY

2.1 Introduction

BiCMOS is the name given to semiconductor fabrication technologies which ure designed
to include both CMOS and bipolar devices on the same die. Usually the process is
optimized for performance. cost. or analog compatibility but. unfortunately. the paths 10
these ends usually diverge. A process which has been optimized for speed is usually
characterized by small feature size (< 1pm in 1993), thin gate oxide. the presence of an
epitaxial layer. 2 or 3 layers of low resistance interconnect and advanced isolation
techniques. In cost optimized processes. a reduced number of mask levels, and no
epitaxial layer yield a simpler fabrication process at the cost of compromised device
performance. An analog process will have less aggressive design rules, a thick epitaxial
layer and oxide layers. and may be designed for higher operating voltages { 10V to 15V).
It is important to realize that the development of BICMOS technology has been driven trom
a CMOS processing base, which explains why low end BiCMOS processes may have, in
total, only one or two additional mask levels when compared to the CMOS parent process.
In this chapter, typical CMOS fabrication techniques and practices are examined briefly,
and then successive process changes are described to illustrate the evolution of 2 high
performance BiCMOS technology from the basic CMOS process flow. Advanced
processing techniques will be covered, and BATMOS, Northern Telecom's BiICMOS
process. will be discussed.

2.2 Silicon and Process Basics

The electrical conductivity of silicon is between that of an insulator and that of a conductor.
which is why it is called a semiconductor. Through a process called doping, impurities are
purposely introduced into the crystal lattice structure of the silicon which alter its electrical



behaviour. A typical substrate doping! concentration is approximately 1015 aroms.cm?.
while the particle density of silicon is on the order of 1022 atoms'cm>. This means that the
addition of only 1 dopant atom per 107 silicon atoms aimost completely controls the
electrical properties of the silicon. Impurities are classified as either donors or acceptors.
Donors ure penta-valent elements whose atomic structure results in a loosely bound electron
when the atom is embedded in the silicon lattice. Acceptors. on the contrary. result in an
empty clectron position being created in the lattice. This space. or hole. behaves in many
circumstances as a positively charged particie which is free to move through the lattice.
Both clectrons and holes are called charge carriers because their movement constitutes
current through a semiconductor. For the above reasons. silicon which has been doped
with an acceptor dopant such as boron. is called p type since the majority charge carriers
(holes) possess a positive charge. Similarly. silicon doped with a donor impurity such as
phosphorus is called n type since the charge carriers (electrons) have a negative charge.
Integrated circuits are formed on substrates which are part of a larger wafer. These wafers
are sliced from large. single crystal silicon cylinders. There are several fundamental
processing techniques which are then applied to the wafers. These basic techniques are
clemental to any silicon semiconductor fabrication process.

Semiconductor fabrication is comprised essentially of an iteration of several fundamental
processes including oxidation, deposition. etching. photolithography. diffusion and ion
implantation. The first three are used at different times in the process flow for different
reasons. while the latter two are employed chiefly for the purpose of doping. Silicon oxide
may be grown or deposited. Oxidation. or oxide growth is the process by which a layer of
silicon dioxide (SiO?) is formed on the surface of the wafer. It is important for device
isolation as well as stress relief and dopant masking. When grown on the surface. it
consumes silicon. and the oxide grows into, as well as out of the silicon substrate surface.
Deposition is the means by which thin films of various materials are established on the
surface of the wafer. There are many different forms of deposition. including chemical
vapour deposition (CVD). vacuum deposition and sputtering. Oxide and nitride are usually
deposited by CVD, and metal interconnect such as aluminum is usually sputtered. Etching
is the process of selective removal of materials from the wafer, which may include portions
of layers or films which have been deposited on the substrate. or some of the substrate
itself. Wet etching is accomplished with liquid chemicals while dry etching, or plasma
etching. is implemented with ionized gases. Photolithography is a process which renders

! This will vary widely depending on the substrate architecture.



geometrically specific depositions generated from design data which are used as masks tor
etching as well as other processes such as implantation. The chemical agent used is called o
photoresist. due to its unique sensitivity to light and its resistance to etching agents. The
photolithographic process. in the traditional sense. involves the light projection of design
mask information onto a deposited layer of photoresist. The light chemically alters the
resist. and the unaltered arcas are removed with a solvent. leaving behind the required
geometry. This process is called developing the photoresist.  During the etching
procedure, the areas undemeath the resist are protected from the etching agent, or ctehant.
In recent years. the need for smaller and smailler line widths in the photolithographic
process have prompted the development of techniques using lasers [9] and X rays [10]
instead of normal light. Some recent techniques use a process called clectron beam
lithography (EBL) to generate chip geometries on the wafer with a high energy clectron
beam.

In order to introduce impurities into the silicon substrate two main techniques are used
which can be classified as diffusion and implantation. Diffusion is a process which
achieves impurity placement within the silicon crystal lattice by providing a concentration
gradient of dopant atoms. Under high temperature. typically 300 “C to 1400 *C. the aoms
diffuse into the silicon. creating the dopant profile for the region. Different profiles can be
achieved by using a finite or infinite dopant source. In either case, temperature and time are
the critical factors. and thus high temperature steps are usually confined to the front end of
the fabrication sequence in order to limit uncontrolled diffusion after dopant profile
establishment. Selective diffusion can be achieved by using silicon dioxide as a barrier.
Wells are patterned and etched into a thick layer of oxide and the wafer is cxposed o a
dopant source. with the oxide blocking diffusion in unexposed areas. Ilon implantation
involves the acceleration of impurity atoms toward the substrate to be doped. The kinetic
energy of the atoms is such that they are able to penetrate the crystal structure, thus
achieving lattice placement. This technique allows implantation through 4 thin layer of
oxide and very accurate doping profile control, both of which are very desirable traits..
Disadvantages include the lattice damage resulting from the collision of dopant atoms wi .
the crystal, and the sophisticated and expensive equipment required to implement the
procedure. For the former reason, an implantation step is usually followed at some point
by a high temperature anneal to repair the crystal lattice damage. A combination of
implantation and diffusion may be used. where a shallow dopant implant is heated to allow
the impurity to diffuse into the bulk. Many different improvements and variations to the
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above basic practices have been implemented. but 2ll semiconductor fabrication

technologies still rely on these fundamental processes.

2.3 Typical CMOS Process Flow

As an example of a typical CMOS process flow. consider the CMOS3DLM process [11].
which begins by patterning the p wells on the n substrate. These will be areas of p tvpe
silicon. and they will allow the creation of NMOS transistors. To fora the wells. a layer of
thick oxide is grown ucross the wafer. and a layer of photoresist is deposited. Using
PWELL design mask information. the wafer is exposed. developed and etched to
sclectively remove oxide where p wells are to be implanted. A thin fayer of oxide is grown
over the exposed areas. and the p wells are implanted through this oxide. The thin and
thick oxides ure removed and a new layer of thin oxide is grown across the entire wafer.
After this step. the resulting wells consist of areas of light p dopng. Next. the NWELL
mask layer information is used to define regions which will receive an n implant. or
channel stopper. to set the threshold of non-active regions in the n substrate. This will
assure that the parasitic device thresholds are such that there will not be inversion under the
ficld oxide during normal operation of the chip. The PWELL mask is used to pattern a
layer of photoresist over the p well areas to protect them from the channel stopper implant,
which is carried out through the thin oxide covering the wafer. The photoresist is then
removed., and a layer of silicon nitride (Si3N4) is deposited and patterned using the
DEVWELL (device well) mask. Thus. regions which are to become parts of MOS
transistors. diffusion interconnects. and capacitors are masked by the Si3N4. Photoresist
is deposited and developed using the PGUARD mask. and a p implant into the p wells is
performed next as a channel stopper. Since the device wells are still covered by nitride,
they are protected from this implant. as are all regions outside of the areas defined by the
PGUARD mask.

The photoresist is removed and a thick oxide is grown over the entire wafer, except in the
arcas covered by Si3N4. This oxide is called field oxide (FOX). and does not form in the
device well regions since nitride inhibits oxide growth. The nitride is removed. and a thin
aate oxide is grown over the device well areas. The NWELL mask is again used to patern
photoresist. and a p implant is used to adjust the threshold of the device wells in the n
substrate which will later form PMOS transistors. This is necessary to counteract the
previous n type channel stopper implant which was performed near the beginning of the
process. If capacitors are to be created. the CAPDOP mask is used to define device wells
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which will undergo a heavy p+ implantation through the gate oxide to form the bottom
capacitor plates. At this stage. all device well regions are covered with gate onide, and all
other regions of the wafer are blanketed with FOX. A laver of polvervstatline silicon
referred to as polysilicon. or simply poly. is deposited over the entire wafer, doped n+. and
a layer of photoresist is then deposited. The POLYT mask is used to develop the resist,
thus defining MOSFET gates. interconnections. and capacitor top plates. and the water is
then etched. The NPLUS mask is used to photolithographically define arcas of n+ doping
which will form the source/drain structures of the NMOS trunsistors. and n substrate
contact areas. Similarly. the PPLUS mask is used to define the p+ regions corresponding
to similar structures. The n+ poly involved in the source/drain doping step for the PMOS
devices remains n+. despite the counter doping. duc to their high n+ concentration.

Figure 2.1: P Well CMOS Process Cross-scction

PMOS NMOS Parasitic NPN Bipolar
metal contacted r+ collector
p+ ne n+ emitter contact

p well (p Base)

n substrate {n collector)

A thick layer of oxide is deposited over the entire wafer as an isolation layer on which the
first level of metal interconnect will be patterned. The CONTACT mask is used to define
contact windows which are etched away to allow the underlying layers to be contacted. A
layer of aluminum is deposited across the entire wafer, and the METAL1 mask is used to
define its geometry. This involves similar steps-a¢-before, i.e. photoresist development
and etching. Another layer of SiO2 is deposited over the wafer to isolatc the metal
interconnect. VIA mask information is used to etch contact windows through the oxide 1o
the underlying metal. thus allowing contact between the two metal layers. Another layer of
metal is deposited over the wafer, and patterned using the METAL2 mask. Bonding and
pad contacts are made to this level of interconnect. Finally, a passivation layer is deposited
across the entire wafer. The GLASS mask information is used to etch openings to the
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metal bonding pads. thus allowing connection by bonding wires. A cross-section of this

process showing the important diffusions is shown in Figure 2.1,

2.4 Evolution of the BiCMOS Process Flow

Considering the previous process description. it can readily be seen that a bipolar device is
present in parasitic form, as shown in Figure 2.1. These devices have been effectively
used as opticai sensors in neural network designs [12]. even though they are not an
intentionally fabricated device. In such an application. the p well in which NMOS
transistors are normally formed serves as the base. The substrate acts as the collector and a
source/drain diffusion constitutes the emitter. This is a very poor quality transistor.
however. since it possesses a very large effective base width. The chief difference in a
BiCMOS process is that the BJT is intentionally designed into the process flow. and thus
there are added features which increase the performance of these devices.

Since the main limitation in the above example of a bipolar device is the base width. a low
end BiCMOS process can be envisioned with the addition of only one additional mask layer
to form a thin base. Consider a simple n well CMOS process with the conceptual cross-
section illustrated in Figure 2.2,

Figure 2.2: Low End BiCMOS Process
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An NPN wansistor has been formed with the n well acting as the collector, an n+ NMOS
source/drain diffusion acting as the metal contacted emitter and a PMOS source/drain p+
diffusion acting as the base contact. With the addition of one extra mask level. a thin base
has been formed by a single p implantation step. thus yielding a bipolar structure with



much higher performance than in the parasitic case. Typical base regions in carly BiCMOS
technologies were about 1um deep with a doping of about 1017 atoms em-. Even though
this is a substantial improvement. the quality of the bipolar device has still been
compromised in order to maintain common fabrication steps with its CMOS parent process.
The main limitation inherent to this bipolar structure arises from the lightly doped n well,
which has a correspondingly high resistance. This will cause the collector resistance 1o be
high. which in wm will vield a device with low cutoff frequency. poor current drive, and a
high collector-emitter saturation voitage. All these factors will limit the performance of the
BJT.

Figure 2.3: BiCMOS Process With Buried Layers and Deep Collector
Contact
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The collector resistance can be reduced in several ways, all of which are at the cost of
increased process complexity. Consider Figure 2.3 which shows a conceptual cross-
section of an improved BiCMOS process. Buried n+ layers have been implanted into the p
substrate and an n doped epitaxial layer, or epi, has been grown on top of this (typically a
few microns thick). Since the buried n+ layers and the n wells are aligned, an additional
mask level is not required. An sxtra mask level has been added to define a deep n+ contact
which traverses the depth of the epi in order to form a low resistance contact to the
underlying buried layer. This contact can be implanted after FOX formation. In addition to
reducing the collector resistance, the buried layers also reduce the susceptibility of the
process to latchup by effectively reducing bulk resistance. There are, however, several
drawbacks to this scenario, one of which is that the packing density of the devices is
limited due to isolation considerations. Two adjacent n+ layers corresponding to two
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separate bipolar devices must be separated by a large distance of lightly doped p substrate
to avoid collector to collector punchthrough from one device to the other. This is due to the
fact that since the substrate is lightly doped. and the buried layers are heavily doped. the
depletion regions resulting from the pn junctions formed where the two regions meet will
extend a large distance into the p substrate. Uriortunately. simply raising the substrate
doping is not an optimal solution. Although this will allow closer device spacing. the
incrcased doping will cause a corresponding increase in the collector—substrate
capacitance. thus reducing bipolar performance. Another problem with the above bipolar
structure is that the n epi region must be counter doped in order to isolate n well regions.
and to form p wells for NMOS devices. Counter doping the n type epi layer causes
processing difficulties as well as performance reduction in NMOS transistors due to
mobility degradation. Since the n+ emitter and the source drain diffusion share the same
process step. a low quality emitter is rendered which is contacted by metal. This limits
device performance!. Even with these shortcomings. the bipolar devices resulting from
this process are far superior to those of the process illustrated in Figure 2.2. The
improvement has been realized by the addition of only two mask levels to the baseline
CMOS process. The first one defines the thin p base implant. and the second defines the
n+ deep collector implant.

Figure 2.4: BiICMOS Process With Self Aligned Buried Layers and Poly
Emitter

NMOS PMOS NPN Bipolar
n+ collector
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Examining Figure 2.4. an improvement to the above process can be made by providing self
aligned buried n+ and buried p+ layers. This effectively reduces the mimimum collector 1o

! Emitter considerations will be discussed in chapter 3.
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collector spacing. but increases the collector sidewall capacitance because an extra, highly
doped. pn junction sidewail capacitance component is present. Since there is o buried p+
as well as a buried n+ layer, however. the substrate doping can be reduced. thus shrinking
the net collector capacitance without compromise of packing density. A neur intrinsic ¢pi is
grown, and self aligned n wells and p wells are defined. This eliminates the counter
doping problem encountered with the n-type ¢pi mentioned previously. and is what is

referred to as a twin-tub process. since both well regions are doped individualiy.

An additional mask level can be added by defining a special implant to form a shallow
emitter which can be contacted with polysilicon. These types of emitters allow much
higher device performance. For this process, which yields high quality MOS and bipolar
devices. an additional 3 mask levels are necessary compared to the baseline CMOS process
flow. There are no extra mask levels due to the buried layers since they are not only selt
aligned. but they are also aligned to their respective n and p wells. One additional mask
level is required for the p implant to form the base. while the extrinsic buse contact is
provided by the shared process step of p+ source/drain island implantation. The second
additional mask level defines the n+ deep collector implant. while the third additional mask
level is necessary for emitter formation.

It should be stated that even though the number of masks required in addition to those of 1
baseline CMOS process are minimal. the actual process flow is substantially different from
the first simple p well process described. Many of the process improvements, however.
are already currently used in high performance CMOS. and thus both processes benefit.

A modern high end BiCMOS process cross-section is shown in Figure 2.5. Notice the
many additional features contributing to device performance enhancement. MOS gates arc
silicided, providing much reduced parasitic resistances. Sidewall oxide spacer (SWOS)
technology allows the formation of lightly doped drains (LDDs) in MOS devices, and self
aligned intrinsic bases in bipolar devices. A p+ extrinsic base, which is self aligned to the
sidewall oxide spacer on the edge of the poly emitter, provides a smaller base area, and
thus a lower collector—base capacitance. Bipolar trench isolation increases the packing
density of bipolar devices and, as well, reduces the collector siaewall capacitance; this, in
turn. increases bipolar circuit performance. Local interconnect (LI) technology provides
efficient interconnections between poly gates, poly emitters and diffusions. There are no
contact cuts required for these connections, and thus they allow for very compact layouts.
Tungsten metallization is used to plug submicron contacts and vias to alleviate metal step



coverage and electromigration problems. A thin epitaxial layer reduces the parasitic

sidewull collector capacitance of bipolar devices. thus increasing performance.

Figure 2.5: High Performance BiCMOS process Cross-section
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2.5 Advanced Processing Techniques

As was mentioned previously, many of the advances in CMOS processing technology
over the last several years are performance enhancing in a BiICMOS process as well. These
advances include such things as shrunken feature size. buried layers. epitaxial layer.
silicidation. as well as improved planarization and metallization techniques. The
performance of the integrated circuits of today would be impossible to attain without these
advancements in fabrication technology and methodology. These techniques are still based
fund:uhcntally on the basic processing steps described in the early portion of this chapter:
however. they warrant special attention due to their importance in modern BiCMOS
fabrication technologies. Some of the major processing techniques are discussed below.

2.5.1 Epitaxy

Epitaxy is a process by which a layer of single crystal silicon. called an epitaxial layer, or
¢pi. is grown on a single crystal silicon substrate [13]. The new layer continues the crystal
lattice of the substrate, and its formation is achieved by using the substrate as a crystal
seed. with new material precipitating out of a reaction with a gaseous compound at
temperatures far below the melting point of silicon. Epi layers allow the formation of



buried layer structures as well as individual well doping profile optimization. They ure
used in virtually all high performance CMOS and BiCMOS processes of today. Epitaxial
layer thickness is a crucial parameter in determining the performance level of the
technology. since both CMOS and bipolar device behaviour is strongly influenced by it. A
very high performance BiCMOS technology might have an epitaxial thickness of less than
lpum {14].

2.5.2 Buried Layers

Highly doped buried layers are formed in the very carly stages of wafer tabrication by
implanting high impurity concentrations in areas of the substrate before the growth of the
epitaxial layer. They provide many desirable process features including reduced latchup
susceptibility through reduced bulk resistance, low resistance collectors. and increased
packing density of bipolar devices. A typical doping level for buried luyers would be on
the order of 10" aroms/cm® [15] and a thickness of less than one, to several microns. A
self aligned process with both types of buried layers is desirable, not only from the
standpoint of reduced mask count. but also due to physical limitations. For example, in a
process with only buried n+ layers. and an n epitaxial layer. counter doped wells will
suffer from mobility degradation which will cause NMOS device periormance to suffer. In
a self aligned process, with a near intrinsic epi. optimization of individual well doping
profiles is possible, which results in much higher device performance. Packing density is
also increased due to reasons mentioned in section 2.4. The limiting factor in buried layer
spacing, or well to well spacing, is usually the degree of lateral diffusion between the
heavily doped regions. This is aggravated by high temperature processing steps.

2.5.3 Lightly Doped Drain (LDD)

Lightly doped drains are essential as feature sizes shrink into the submicron range [16].
These structures are necessary in order to control hot carrier effects which cause reliability
problems by degrading device threshold voltages and transconductance over time [17].
Sidewall oxide spacer (SWOS) technology facilitates the formation of a lightly doped
region, just in front of the drain diffusion. Thus, the drain depletion region extends further
into the effective drain area, which reduces the local electric field intensity. This, in tumn,
reduces the probability of hot carrier generation, and increases the punchthrough voltage.



The process used to form an LDD structure in an NMOS transistor is depicted in Figure
2.6. After the gate oxide has been grown. and the gate poly has been deposited. patterned.
and doped. a light doping is implanted through the gate oxide into the source/drain areas, as
illustrated in Figure 2.6a. A thick oxide is then deposited by CVD, as illustrated in Figure
2.6b, and an anisotropic! etch is performed which removes most of the oxide. but leaves
sidewall oxide spacers (SWOSs) on each side of the gate poly. These are the structures
which make LDD formation possible. A heavy n+ implant is performed. with a smali area
being protected from the dopant by the remaining thick oxide, rendering a lightly doped
drain region directly under the spacer. This is shown in Figure 2.6c. Note that the lightly
doped region is present at both the source and drain, but it only serves a useful purpose at
the drain end.

Figure 2.6: Steps in

2.5.4 Polysilicon Emitters Forming LDD Structures
Most high performance BiCMOS technologies utilize Light o doping
polysilicon to form the emitter. There are two main | | ‘l
processes used for poly emitter formation. A { } ‘,f;'.‘; I | FOX
distinction will be made here between a poly contacted v \ ‘[ w
emitter, and a poly emitter. The former uses an

implant step to form the emitter region directly. while =~ @ AN -
the latter relies on diffusion. Major processing steps epipwell

for poly contacted emitter formation are illustrated in

Figure 2.7 (a)-(c). while steps for poly emitter ““‘“{“"
formation are shown in Figure 2.7 (d)(f). The former )
begins with 2 masked. heavy implant of arsenic which ™

forms the emitter region. as shown in (a). Polysilicon Lightly doped n

is deposited, (b). and patterned, followed by

deposition of isolation oxide and a layer of metal, (c). Heavy n doping
Thus, the emitter region is contacted by polysilicon.
which in turn is contacted by metal. Poly emitiers
generally produce shallower junctions. A layer of
polysilicon is deposited, (d) and implanted with arsenic
to dope it n++. (&). The wafer is subjected to a thermal
step which allows the dopant to diffuse into the poly.

()

! An anisotropic etch provides a ratio for vertical to horizontal etching action which is less than one. Sce
{18]. pa. 736.



16

and into the emitter region. Thus. in this process, the poly is the source of diffusion
dopant. Steps then proceed as for the other type. with the end result illustrated in (.
Polysilicon emitters will be discussed further in chapter 3.

Figure 2.7: Poly Emitter and Poly Contacted Emitter Formation
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2.5.5 Silicidation

Silicidation is a process which reduces parasitic resistance of gates, poly emitters, poly
interconnect, and diffusion regions. For example, doped polysilicon typically has a
resistance of approximately, 30 Q/square! but it can be reduced to below 5 Q/square by
using silicidation®. Essentially, this process relies on the chemical combination of silicon
with a refractory metal such as molybdenum (Mo), tantalum (Ta), or titanium (Ti). The
latter is by far the most popular, and when combined with silicon, it forms titanium
disilicide (TiSi2), which is highly conductive. The silicon is effectively clad with the
metal, and its resistance is reduced because of the chemical combination. The process

! From details of the CMOS4S 1.2p process [11].
2 In the BATMOS process, silicidation is used. and the resistance of gate poly is quoted as 4 Q/square [19].



proceeds as follows. Titanium is deposited across the wafer. and a silicon—titanium
reaction is carried out in a nitrogen ambient. A reaction takes place between all exposed
silicon. including polysilicon and titanium, thus lowering the sheet resistance of these
areas. This reaction must be carefully controlled to prevent excessive reaction which can
consume entire diffusion regions. Additionally. a layer of titanium nitride (TiN). which is
also highly conductive. is formed over the wafer. duc to the combination of titanium with
gascous nitrogen. When the reaction is complete. the TiN is removed. along with any
unreacted Ti. The SWOSs prevent shorts from developing from source/drain diffusions to
gates. and are crucial for reliability reasons. The Ti which has chemically combined with
the silicon reduces the resistance of these areas.

Figure 2.8: Process Steps In Forming LI
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2.5.6 Local Interconnect (LI)

Local interconnect technology uses a byproduct of the above silicidation process. Since the
reaction between the Ti and the nitrogen atmosphere in which the reaction takes piace
produces a conductive layer' of TiN. it can be used as an interconnect layer. A separate
mask level can be used to etch the TiN arter the silicide reaction. LI formation is illustrated
in Figure 2.8.



The LI formation process is essentially an extension of the silicidation process. It starts
with a structure as shown in Figure 2.8a. After the TiN is deposited and the Ti-Si reaction
is complete, photoresist is deposited across the wafer. LI mask information is used to
develop the pnotoresist. resulting in the situation shown in Figure 2.8b. Here. the TiSi>
has been formed on the poly and ditfusions. and resist covers areas of TiN which are o be
used as interconnect. The TiN is etched. and the wafer is anncaled to cause the TiN to set.
LI is very efficient in connecting regions of diffusion and polysilicon together. Sources
and drains can connect to each other or to other gates und emitters without the need for
contact cuts or vias. In addition, this interconnect does not interfere with the normal
routing of the conventional metal layers,

An example of the wtility of L1 is Figure 2.9: Inverter Connections
shown in Figure 2.9. This Implemented with LI

illustration shows a cross-section of
the structures which would be
present in a practical situation where

LI could be used. Two inverters
are connected together, with the
output of the first feeding the input
of the second. The connection
implemented by LI is indicated by a
dotted polygon on the inset
schematic and involves two

TiN layer Poly
connects

drain/source diffusions and a polysilicon layer. It can be seen that LI can considerably
increase the packing density of layouts, especially those containing many instantiations of
simple cells containing local connections similar to the one shown here. An obvious
example is a static RAM chip.

2.5.7 Local Oxidation of Silicon (LOCOS)

Isolation in integrated circuits is primarily accomplished by reverse biasing pn junctions.
For example, in the BICMOS process shown in Figure 2.3, adjacent n wells are scparated
by heavily counter doped islands of p silicon to prevent punchthrough. These islands are
tied to the lowest potential in the circuit, thus isolating adjacent n wells. The area of these
regions is relatively large compared to the Ecvice size, and they create large collector
parasitic capacitances. Another isolation concem is that MOS devices may be connected by



unwanted inverted conduction channels which form under the layers of interconnect. Local
Oxidation of Silicon (LOCOS) is a broad class of isolation techniques which all rely on the
selective formation of thick FOX.

Figure 2.10: Simple LOCOS Isolation Structure Formation
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The basic steps in a LOCOS process are illustrated in Figure 2.10. A thin layer of pad
oxide, about 30 nm or 50 nm thick [16]. is grown over the wafer. followed by deposition
of a thicker layer of silicon nitride. The pad oxide relieves the surface stress caused by the
nitride in future high temperature processing steps, and thus it is called stress relief oxide
(SRO). Photoresist 15 Jdeposited and developed so that device well areas are protected from
the next etching step. The unprotecied areas are etched. removing the nitride and pad oxide
layers. as illustrated in Figure 2.10a. A channel stopper implant is then performed
affecting only areas not covered by nitride. This implant sets a high threshold voltage
outside of active arcas to eliminate the formation of parasitic channels. Figure 2.10b
illustrates the situation immediately following this implant step. A thick layer of field oxide
is then grown across the wafer. This sxide grows into as well as out of the silicon. with
54% of its thickness lying above the original surface [20]. The combination of the
thickness of the oxide as well as a channel stopping implant inhibit channel formation under
interconnections which are routed over the area. Figure 2.10c illustrates one of the
problems with this process: a structure called a":.*ifd's beak. It is an oxide encroachment
into the device well area under the nitride layer which introduces imprecise channel widths.
This encroachment may be on the order of .5um per side [16]. which poses serious
problems when scaling devices.

A poly buffer LOCOS (PBL) process. which minimizes bird's beak encroachment. is
illustrated in Figure 2.11. In this LOCOS process. an additional layer of polysilicon is
deposited on top of the pad oxide to provide extra stress relief. and a much thicker nitride
laver is deposited. This is illustrated in Figure 2.11a. The channel stopper and oxidation
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steps proceed as betore. and are shown in (b) and () of the figure. Notice that the
arrangement prevents the deep fateral extension of oxide under the nitride thus inhibiting
bird's beak formation.

Figure 2.11: Poly Buffer LOCOS Isolation Structure Formation
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LOCOS can also be used for bipolar isolation. Recessed LOCOS is particularly effective,
but it involves some complicated processing steps due to the necessarily decp penetration of
the FOX. Figure 2.12 shows recessed LOCOS isolation implemented for a bipolur device.
Notice that the FOX extends down to the buried layer. Essentially, areas to be oxidized are
recessed by plasma etching, the bottoms of the crevasses receive a channel stopper implant,
and the FOX is grown. Layers of FOX are 2.2 times the thickness of the silicon that they
consume. The islands of FOX grow laterally as well as vertically, and thus as thinner and
thinner epitaxial layers are used to increase process performance, recessed LOCOS
isolation for bipolar devices becomes more and more attractive because of increased
packing density. Also. due to the absence of large depletion regions. the collector sidewall
capacitance is reduced.



Figure 2.12: Example of Bipolar process with LOCOS Isolation
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2.5.8 Trench Isolation
Trench isolation affords high packing density while, at the same time. it reduces sidewall
collector capacitance. This isolation technique has no bird's beak encroachment. is latch up
free. renders fairly planar surface relief, and is compact. Unfortunately. it also requires
complicated processing steps to achieve the necessary structure which is essentally a deep
trench reaching down into, or past. the buried layers. The general processing steps are
illustrated in Figure 2.13. A layer of pad oxide is grown across the wafer to relieve surface
stress caused by subsequent processing steps. A layer of nitride is deposited. as well as a
layer of thick oxide which will act as a masking layer in future steps. Photoresist is
deposited, developed. and the wafer is etched to expose areas which will become trenches.
This is illustrated in Figure 2.13a. Reactive ion etching. a form of dry etching, is
performed to create the enches. A channel stopper implant is applied to the bottom of the
trench to halt channel formation. and a layer of insulation oxide is grown over the inner
walls of the trench. This is illustrated in Figure 2.13b. A layer of polysilicon is deposited
over the entire wafer. which fills the trenches, and the surface of the wafer is etched so that
only the poly filling the trenches remains. The wafer is oxidized using the nitride as a
" mask. which results in oxide caps forming over the trenches. Finally, the nitride is
removed. Poly is used 1o fill the trenches because of its ability to flow into deep narrow
holes. The finished structure is shown in Figure 2.13c. This method of isoiation yields



very compact structures, however this is at a high cost due to the large number of extra

processing steps which are required.
Figure 2.13: Process Steps For Trench Isolation Stiructure
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2.5.9 Metallization and Planarization

As silicon chips with larger and larger dies are fabricated. and feature sizes are scaied.
interconnect technology is challenged. Aluminum (Al) is by far the mest common low
resistance interconnect material used in modern integrated circuits. It has a low resistivity.
good adherence to silicon and silicon dioxide. and it is easy to bond. pattern and deposit.
There are several problems associated with its use. however, including contact failure,
electromigration, and poor step coverage. Contact failure can result from cither improper
metal coverage at the time of fabrication, which may be linked to step coverage. or by
contact electromigration which happens over time. The latter phenomenon occars when
silicon diffuses into aluminum at the interface of a silicon-aluminum contact. with resulting
diffusion voids being filled with Al. This can result in a conductive spike forming which,
for example. may short an NMOS n+ drain diffusion to the underlying substrate.
Electromigration is the electric current induced transport of metal atoms along grain
boundaries in metal traces. Large grain regions tend to minimize this effect, as do alloying
agents such as copper which precipitate along grain boundaries and inhibit metal transport.

The thickness of many of the layers, such as field oxide and metal interconnect, are not
usually scaled by the same factor as feature sizes are. This, combined with the presence of
extra layers to implement such things as polysilicon emitters and passive devices such as
resistors and capacitors, create exceptional surface relief which deposited interconnect
layers must traverse. Step coverage problems of aluminum interconnections on high relief
surfaces can pose severe reliability concerns. The metal can either fail to cover a step
completely, thus causing an open circuit fault, or may unevenly cover it, leaving a high
resistance thin spot which may fail later due to electromigration. One technique of %asing

ha T |
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these problems is called planarization. In this method. the oxide deposited between
interconnect layers is partially etched away, leaving a surface with reduced retief. Itis a
type of “chemical sunding” which smoothes the surface in preparation for the next layer of
interconnect. Another related problem involves submicron vias with very steep walls. Itis
very difficult to cause aluminum to flow into these small holes. For this reason. chemical
vapour deposition (CVD) is used to deposit tungsten plugs in the bottoms of the vias and
contacts. This reduces the necessity for aluminum to completely cover the via interior.
Some processes abandon aluminum zltogether and use another metal. such as tungsten!.
which does not suffer as badly from the above problems. These are just some of the
techniques used in order to implement rzliable. low resistance interconnect in today's scaled
technologies.

2.6 BATMOS: Northern Telecom's BiCMOS
Process

2.6.1 Introduction

BATMOS is the name given to Northern Telecom's BiCMOS semiconductor process. A
description of this process can be found in [21]. [19]. [22]. and a discussion of this
material follows. BATMOS is an acronym for Bipolar Analog Telecom MOS. Itisa .8um
minimum feature size, 5V process aimed at both analog and digital telecommunications
applications. In this process. NPN transistors can be realized withan f of 11 GHz. No
PNP bipolar devices are available: this is under current development. Benchmark circuits
for this technology have yielded impressive results. CMOS inverter delays of 150 ps with
950 ps/pf loading effects have been observed [21]). BiCMOS inverters have achieved 190
ps delay with 510 ps/pF loading effects [21]. ECL inverters have achieved speeds of 71 ps
[21]. BATMOS uses many of the advanced fabrication techniques described previously.

2.6.2 Process Synopsis

BATMOS is a twin tub process employing a very lightly doped n epitaxial layer which was
chosen to allow individual well optimization. It uses such advanced processing techniques
as self aligned buried layers and wells, LDD, SWOS technology. as well as silicided poly
and diffusions. Three levels of metal interconnect are provided. with the first two being

! The first two levels of metal in BATMOS are comprised of tungsten [19].



comprised of tungsten. and the top level consisting of aluminum alloyved with silicon and
copper. Passive components avuilable within the process include 3 types of resistors, and
a capacitor. The passive components have a high degree of linearity. Three levels of
polyvsilicon deposition are possiblc. with the first forming MOS gates and capacitor bottom
plates. the second forming the capacitor top plates, and the third formung the polysilicon
emitter for the NPN bipolar transistor.

The process flow is set up in a modular tashion. as shown in Figure 2.14. In this diagram.
pairs of structures such as NPN Collector—n well formation. p base implant—p LDD
implant. and extrinsic base—source/drain implant are mdicated. These structures are
realized by the same process sieps. resulting in a simpler process flow. The figure also
indicates modules which can be included or excluded from the bascline process flow
without any change in the electrical properties of the devices rendered. This ts a very
important and valuable strength of the BATMOS process. since it provides a large degree
of flexibility in wafer manufacture. Bipolar transistors. or passive resistors and capacitors
can be excluded from fabrication to produce different technology variations at reduced cost.

2.6.3 Detailed Process Description

The process starts with a p type substrate on which self aligned buried layers are implanted
using the NWELL design layer information. The n+ areas receive an antimony implant
while the p+ regions receive a boron implant. each of which are followed by an anncaling
step to repair implant damage to the crystal lattice and to drive the dopants in. A thin
epitaxial layer is grown on the substrate which has been lightly doped with phosphorus to
make it slightly n type. Autodoping by the n+ buried layers is avoided due to the fact that
antimony was used in lieu of a dopant such as arsenic, which has substantial lateral and
vertical autodoping tendencies. Self aligned well formation is carried out by forming oxide
and nitride layers. and patterning the layers with the NWELL mask 1o expose n well
regions. After a high energy phosphorus implant to set the well doping, oxide is grown
across the n well areas. This oxide is inhibited from growing in p well regions by the
nitride layer present. The nitride is then etched. and the n wells are left covered with oxide.
supplying a p implant mask and effectively providing self aligned wells. The p well doping
level is set by a surface p implant as well as upward diffusion from the underlying p+
buried layer, rendering a "V* shaped doping profile!.

I This type of profile is very desirable and its benefits will be discussed in section 3.4.



Figure 2.14: Flow Chart Showing Major Processing Steps
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After well formation, layers of oxide, polysilicon. and nitride are deposited in order to
implement poly buffer LOCOS (PBL) isolation. as described earlier, and the wafer is
patierned and etched such that only device well areas are covered. Here, a device well is
considered to be those regions defined by any of the following design layers: NDEV,
PDEV. PBASE. RDIF. NPLUG. Photoresist is deposited. and a derivative of the
NWELL design mask layer is used (called PG for p guard) to pattern the photoresist such
that n wells are covered. A p implant is performed in the p well regions in order to raise the



threshold in the areas which will later be covered by FOX!. Note that this implant is
blocked by photoresist in the n wells and by nitride in the device wells. The photoresist is
stripped. and thick field oxidation is carried out. Only areas not covered by nitride are
oxidized. A minimum separation of 1.4p between these wells is achieved with this
isolation technology. The layers associated with the PBL are removed.

The next step forms the collector contact. or sinker. which provides a low resistance link to
the n+ buried layer. Photoresist is deposited. and a derivative of the NPLUG design layer
mask is used to develop it. A high energy. high dose phosphorus implant is performed
which forms a low resistance heavily n+ doped path through the epi down to the buried
layer.

In preparation for the gate oxide. a sacrificial oxide is grown to condition the silicon surface
in the device wells. The oxide is removed and a high quality, 175 A thick gute oxide is
grown. This thin oxide allows a blanket threshold adjustment implant through the oxide
for both types of MOS transistors. and also facilitates good subthreshold control of the
devices. Amorphous silicon is deposited on the wafer, and implant doped n+ with
phosphorus. If the capacitor option is not being implemented. an anncaling step
recrystallizes the amorphous silicon into polysilicon and distributes the dopant more
uniformly into the poly. If the capacitor process option is being used. a layer of oxide
=300A thick is grown. during which time the amorphous silicon is annealed. and another
layer of amorphous silicon is deposited and doped. The top plate of the capacitor is
patterned, followed by the bottom plate and the MOSFET gates. Amorphous silicon is
used to provide a smooth surface allowing very thin capacitor oxide growth. Capacitor
and MOS gate definition are accomplished with derivatives of the GATE and CAP design
layers. The LRPOLY design layer can be used to define a 30 {/square resistor which is
formed from the gate poly. The separate mask is necessary to aveid silicidation of the
resistor body in later processing steps.

As a first step in LDD formation, moderate phosphorus doping is applied to device well
regions in the p well. The gate polysilicon shields the channel region, while the rest of the
areas on the wafer are protected by a layer of photoresist previously patterned with a
derivative of the NDEV design mask. A thermal drive step allows the doping to diffuse
slightly under the gate. A moderate p doping is also implanted into the source/drain regions

! An error on page 2-5 of [22] is noted. The implant specified as a p+ guard ring is actually a channel
stopper implant defined by a processing mask called pgrdex-PG [19].



of the PMOS transistors in a simijar way. using a derivative of the PDEV mask. The p
type buse implant is performed self aligned to the device well edge. using a derivative of the
PBASE design layer mask. and a layer of oxide approximately 800 A thick is deposited.
This lutter step is the first in a two step process to form the SWOSs. as well as provide
insulation for the poly emitter which will be formed. A rapid thermal anneal (RTA) is
performed to repair implant damage and densify the deposited oxide. This anneal must be
kept short to limit uncontrotled diffusion of implanted regions. The base oxide is ewched 10
expose active emitter regions, using information derived from the EMITTER design mask.

The polysilicon—emitter interface is very important in determining device quality and
predictability, and for this reason it is cleaned very carefully. Amorphous silicon is
deposited and a photolithographic step using data derived from the RPOLY design mask is
used to pattern a layer of photoresist. A heavy arsenic implant to dope the emitter is
performed, while the resistor regions are protected by the previous photoresist layer
(RPOLY). Another photornasking and implant step dopes the ends of the resistors p+
which facilitates ohmic contacts. To set the resistor value. an unmasked implant step is
performed. The heavy doping levels attained in early steps are not shifted significantly by
this implant. The amorphous silicon layer is then patterned to form the emitters and
resistors, and annealed to convert them into polysilicon and distribute the dopants!. This is
the third and last layer of polysilicon which is used in this process.

Another oxide layer is deposited over the wafer, constituting the second portion of the
material which will form the sidewall spacers. An anisotropic etch is used to expose gates
and diffusions, but leave small amounts of oxide on the edges of poly regions. These are
the structures which form the SWOSs. A source/drain—p base boron implant is performed
using a photomask constructed from the PDEV, RDIFF and PBASE design masks in order
to provide heavy p+ doping in these regions. This is necessary to provide ohmic contacts
1o the devices, and achieve the necessary value for the diffusion resistor. Even though the
emitter and gate regions are open to this implant, significant counter doping does not occur
due to concentration differences. The gate poly protects the channel from this implant. The
portion of the base external to the emitter. called the extrinsic base. is self aligned to the
edge of the SWOS on the emitter, and the source/drain regions are self aligned to the
SWOSs on the gate poly edges. The source/drain regions of the NMOS transistors are
etched to expose them. using mask information from the NDEV design mask. and they are
then doped n+. This concludes the processing steps which form the active devices.

! Note that a polysilicon emitter, as opposed 1o a poly contacted emitter, is implemented in BATMOS.



A self aligned silicidation is next carried out to reduce the resistance of diffusions and
polysilicon. A thin oxide is grown over the wafer and areas to be silicided are exposed by
etching. The remaining oxide prevents resistors from being silicided.  Titanium is
deposited. and reacted with the exposed silicon to form a titanium disilicide laver.
Unreacted Ti is removed and the wafer is now ready for the interconncetion layers!.

A thick layver of Boro-Phosphosilicate Glass (BPSG) is deposited over the wafer and
annealed. to form an insulation layer. and also to tform a barrer between contaminants iind
the active devices. Another layer of glass is deposited, and partially ctched back to
planarize the topography. Contact masking is performed. and the contact windows are
etched with a highly silicide selective etchant in order to prevent contact region damage. A
layer of titanium nitride is deposited in order to prevent diffusion of the first fevel of metal
into the silicide layer. CVD is used to deposit tungsten in order to form the METAL!
interconnect layer. This layer is patterned. covered with a layer of undoped glass. and
planarized. Similar processing to the first metal layer is carried out for the sccond level of
metal interconnect. defined by the design mask METAL2. Aluminum which has been
doped with silicon and copper is used to form the top level of interconnect. which is
defined by the TOPMET design layer. Finally. a passivation layer is deposited over the
wafer. and pad contact holes, defined by the design layer PAD. arc ctched to facilitate
connection to the bonding wires.

2.7 Summary

This chapter has discussed BiCMOS process technology from the perspective of a CMOS
processing base. A short review of fundamental concepts in semiconductor technology
was given, followed by a discussion of the evolution of a typical CMOS process into that
of a high performance BiCMOS type. The performance of today's integrated circuits
would be impossible without very specialized methods and processing techniques. Some
of these issues were discussed including epitaxial layers, lightly doped drains, local
interconnect, isolation techniques. silicidation, and high performance interconnect issues.
Finally, BATMOS, Northern Telecom's BiCMOS technology was discussed, and a
detailed process description was given.

! LI is not presently implemented in BATMOS.



Chapter 3

SCALING, DEVICE,
AND PROCESS
CONSIDERATIONS

3.1 Introduction

Each year technologies with smaller and smaller feature sizes are developed allowing ever
increasing levels of integration. Memory chips now contain in the neighborhood of
10” ~ 10" transistors incorporated on a single die [23]. Microprocessors routinely are
designed with over 1} million transistors [24]. Feature sizes of .05um [25] and below
have been reported. When technology is scaled to these levels, process techniques must be
developed to control second order effects in active devices which tend to counteract the
benefits of scaling. This situation is complicated further when the process must be
optimized for both MOS and bipolar devices. and many design radeoffs must be made.

In the highly integrated chips of today. parasitics associated with the interconnections are
starting to dominate while just a few short years ago, most parasitic effects were due to gate
capacitance. This is due to two main reasons. First of all, as feature sizes in a given
technology are scaled. the parasitic capacitance corresponding to the individual MOS
devices also decrease due to reduced physical size. Thus. the contribution of each device to
total logic gate capacitance is reduced. Second. the overall size of silicon dies is increasing,.
This is due both to advances in processing which allow high yield production of larger
wafers. and also to the integration levels which are required in advanced chips of today.
With larger chips. global interconnections are longer, and thus interconnect capacitance is
greater for long lines on these larger dies. It is true that local connections will benefit from
the reduced device capacitance, however, global lines are inevitably involved in the critical
delay paths of these large, integrated systems.



To illustrate this concept. consider the CMOS1B process [26]! which was available in the
early 1980s. It possesses a Sum minimum feature size. and one level of metal
interconnect. An inverter in this technology. comprised of 2 minimum sized NMOS device
and a PMOS device with twice the minimum width, will have a twrtal gate oxide
capacitance? of approximately 3.043x 107 pF. This is equivalent 10 .264 mm of Sum
wide metal interconnect®. A typical MSI dic in the carly 1980s was only a few millimeters
on a side. and thus the calculated length would represent a tairly long connection. When a
modern process such as BATMOS is considered. the situation changes. An inverter
comprised of a minimum sized NMOS device. and 1 PMOS device of twice minimum
width possesses a total gate oxide capacitance of approximately 3.864x 107" pF which is
equivalent to .123 mm of .8um wide METALI interconnect?. Current integration levels
produce die sizes in excess of 10 mm per side. much larger than the 0.123 mm equivalent
metal interconnect. In fact. a moderate number of connections on a lurge die would be of
this length. and thus the interconnect capacitance begins to dominate.

In a scaled technology. intrinsic interconnect capacitance remains relatively constant®,
Even though the metal line widths shrink. which suggests reduced capacitance. the oxide
layers are also scaled, which tends to increase capacitance. Parasitic interconnection
resistance. which varies inversely with the cross-sectional arca of the wire, will increase
due to reduced interconnect width, and thus, the resulting RC constant of a length of wire
actually increases in value. Therefore, as die sizes increase in a scaled technology. global
interconnections play a major part in determining overall system performance.

3.2 Scaling of Active Devices

Scaling is a common means of achieving increased circuit speed and packing density. It
attempts to increase circuit performance, in the ideal case, by the minimization of device
parasitic capacitances and potential swings. The former is accomplished by reduction of
physical dimensions, and the latter chiefly by reduction of voltages such as the power
supply level. Scaling approaches for MOS devices and bipolar devices are different. In the

I This preceded the CMOS3DLM process.

2 It is recognized that this is not a precise reflection of gate capacitance. but it will do for this simpic
analysis.

3 Parameters for this calculation were obtained from {26).

4 Parameters for this calculation were obtained from [19]. This calculation takes fringing into account.
5 Consider that the metal—substrate capacitance parameter is 2.3% 107 pF/pm® in CMOSIB and
2.78x10" pF/um’ in BATMOS.



ideal sense for MOS devices. all physical parameters are altered such that the clectric field
strength and shape within, and surTounding. the active device are maintained as they exist
in the non-scaled device. This is the key to avoiding effects which compromise
performance and reliability of the devices. In the case of MOS devices. the above scaling
method is referred to as ideal s¢aling, or constant field (CE) scaling. There are several
other approaches. including constant voltage (CV). and quasi-constant voltage (QCV)
scaling. For the case of bipolar devices, there are two main approaches which are generally
referred to as constant collector current (CIC) and constant coliector current density (CJC)
scaling. Bipolar scaling, in general, is more compiex than its MOS counterpart duc to the
strong three dimensional component of the processes which induce device behaviour.

To highlight the performance increase gained from scaling. consider a simplified example
[27] of ideal MOS scaling. An elementary relation expressing simple circuit delay is given

by:

T, =L (3.1)

where T, is the circuit delay, AV is the voltage swing. C, is the complete output load.
and /7, is the average current drive of the circuit. Thus, the fundamental goals of ideal
scaling are to reduce T, by reducing C, and AV while maintaining a high I, . This
should be attained without compromise of the physical integrity of the devices which could
result from high electric fields. In the case of ideal MOS scaling, horizontal and vertical
device dimensions. including width, W, length, L, gate oxide thickness. 7, . and
source/drain junction depth, X, are scaled by a factor of 1/ & (k>1), while substrate
doping. N,;. is scaled by a factor of k. Voltages, including power supply voltage. V.

and threshold voltages. V., and V., are reduced by a factor of 1/ k. This scaling method

renders field strengths and shapes which are largely the same as in the non-scaled device.

and thus oxide breakdown. hot carrier effects, and veiocity saturation will not be a
problem. The MOS gate capacitance per unit area. C,,.. given by the relation:

C =

Koy

(3.2)
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1s increased by a factor of 4. since the value of ¢ has been reduced by 1. &, As shown
below in equation (3.3). the drain current through a scaled device, [, is reduced by a

factorof 1/ k.

W(v.. -V.)

IDS' = #C-m _( = r)
‘ L 2 3.3)
Lk xR s apyt = o
1k k

The gate capacitance. C, . 1s also reduced by a factor of 1/ &, as shown in equation (3.4).

C. =WLC,

LY N

k

Considering 2 CMOS gate which drives a purely capacitive load. then let /7, represent the
average current of the pull-up or pull-down section of the gate. Since the gate is CMOS,
the potential swing will be V,,. Assume that the load is composed of other CMOS gates,
and thus comprised of the sum of the individual MOSFET gate capacitances making up
these gates. then let this load be represented by #C,. Thus. the circuit delay for this case
can be estimated using equation (3.1). and a dimensional analysis yiclds the result that the

scaling process has reduced the gate delay by 1/ k. This analysis is shown in equation
(3.5).
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Additionally, since power is the product of voltage and current, it is obvious that the power
dissipation per scaled gate will be reduced by 1/k*. since both the current and voltage are
reduced by a factor of 1/ k.

The area of each device will be reduced by 1/4*, since both the length and width of the
devices are scaled, and thus the packing density. which is proportional to the inverse of the
area of the individual devices, will increase by a factor of &°. Finally, the power
dissipation density,. or the ratio of power dissipation to chip area, remains the same since

W

[



both the arca and power terms are scaled by the same factor, thus canceling out yielding a
scale fuctor of one. The above results and relations are summarized in Table 3.1,

Table 3.1: Summary of Ideal or Constant Field (CE) Scaling

Parameter—Quantity Scaling Facto_r=
| Dimensions (W. L. 7. X,) 1k
Volmges ( V. Vio. Vi) k

Substrate Doping ( N, ) 1/k
Device drain current ( [, ) 1/k
Gate capacitance ( C, ) 1/ &
Simple gate delay ( T, ) 1/ %
Power dissipation per simple gate 1/k*
Packing density ( < %area ) IS

Power dissipation density ( Power/Area ) 1

Thus, ideal scaling results in faster, lower power, and more spatially dense chips which
have the same power dissipation density as their non-scaled counterparts. These are all
desirable qualities, with the latter allowing higher levels of integration with the same
thermal conduction requirements. Disadvantages. however. occur due to reduced
subthreshold swing in a scaled device. This is due to the fact that voltage swing does not
scale [23].

Ideal scaling is a natural progression from a device physics point of view. It is obviously
preferable to preserve the desirable device characteristics by maintaining field profile over
scaling. Industry cannot, however, change supply voltages every time technology
advances a generation, or every time feature sizes are reduced. This would involve
tremendous costs to system designers trying to implement designs with integrated circuits
from different vendors and different technologies [28]. [29]. One difficulty would lie in
providing expensive, multi-level power supplies. Driven by this practical scaling
limitation, several approaches have been developed which are derivatives of the above
fundamental procedure. These methods can be categorized. in addition to the previous
ideal. or constant field (CE) method. as constant voltage (CV) and quasi-constant voltage
(QCV). They attempt to address the voltage scaling problem.
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Constant voltage scaling. as its name suggests. does not scale the relevant voltages.
Dimensions are selectively scaled. Horizontal dimensions may be scaled by a certain
factor. k. while vertical dimensions such as guate oxide thickness may be scaled less
aggressively. by a factor of \‘1:,_ This is necessary to avoid such problems as onide
breakdown due to excessive field intensities across the scaled gate onide. The CV method
is only possibie down to about .6um or .Sum channel lengths with a 3V standard supply
voltage [16]. after which internal field levels will pose serious reliability concerns due o
hot carrier effects. This has been the prime mover behind the recent and ongoing switch by
industry to a 3.3 V standard supply voltage [29]. [28].

Table 3.2: Comparison of Different MOS Scaling Methods

Parameter—Quantity Constant | Constant Quasi-
Field Voltage Constant
(CE) (CVY) Voltage

(QCYV)

Horizontal Dimensions ( W.L ) k k, k,
Gate oxide thickness ( 7, ) k Jk k,
Substrate Doping ( Ny ) k k, k,
Supply voltage ( V,,,, ) k | k,

Quasi constant voltage scaling is 2 compromise between constant ficld scaling and constant
voltage scaling. In this method. the device dimensions are scaled more aggressively. say
by a factor of &,. than the voltage levels. which are scaled by \[E . This allows more
aggressive scaling of dimensions than with the CV method because of the reduced ficlds
which are rendered. Less aggressive scaling of voltages addresses two concerns. Firstly,
threshold voltage is effected by many factors such as channel length. drain voltage, process
variability. and temperature. and thus should be scaled less aggressively. Also, the built-in
junction potential does not scale, and thus, the depletion width becomes a larger portion of
the channel length for small devices. Table 3.2 compares scaling factors of mujor
parameters for all three scaling methods. A general method which scales dimensions
independent from voltages is presented in {30]. In this method. the shape of the clectric
field is maintained, although local fields increase by 2 factor equal to the ratio of the
dimension scaling factor and the voltage scaling factor.



Scaling bipolar devices is generally more complicated than MOS devices due to their
inherent complexity. Structurally. the BJT is more compiex than a MOS transistor. In the
latter, all of the physical processes which constitute its behaviour occur essentially in a thin
layer at the substrate surface. In a long channel device. the behaviour can be described
with reasonable accuracy using @ two dimensional model. This is not the case for a BIT.
since it is a vertical device. The physical processes which induce its behaviour involve all
layers. from the thin. highly doped emitter layer just under the silicon surtace. through a
series of complex doping profiles which make up the basc and collector. and finally.
involving the deep buried layer forming the lower collector. Both diffusion and drift
currents play important roles in determining device behaviour. For these reasons. scaling
is a more complex process for bipolar devices. The two main procedures which are
popular. called constant collector current (CIC) and constant collector current density (CJC)
scaling, are discussed in [16]. and will be treated briefly here. Both methods attempt to
maintain a current quantity constant as the device size and dopings are altered.

Unlike MOSFE1's. which are essentially field controlled devices. BITs are controlled by
current. and thus bipolar scaling methods attempt to maintain the current or current density
within the device constant. In the CIC scaling method. the knee current of the device is
kept constant. This method assumes that the high frequency gain roll off is due to base
pushout. or the Kirk effect!. and the resulting equation for knee current is used as a starting
point for the technique. Thus. if CIC scaling is used, the same current flowing through a
smaller device will require increased doping in the collector to delay the onset of the Kirk
offect. This will be unnecessary in the CIC method. since the same current density will
occur in the scaled device which is a direct result of the intentional scaling of the collector
current by a factor of &%, if k (k <1) is the horizontal scaling factor. The ensuing lower
collector current, however, will require high quality emiuers (polysilicon) and. as well,
parasitic capacitances will be more important. This latter point is placated. since the strong
requirement to increase the collector doping due to the Kirk effect is not present. Recall
that increased doping levels increase the parasitic capacitances. A decrease in base width in
cither method will require an increase in base doping due to punchthrough considerations.
Voltage is either maintained at the non-scaled level. or scaled less aggressively than other
quantities. The former case may pose reliability problems as feature sizes continue to
shrink. since highly doped emitter and base regions can induce hot carrier generation in the
emitter—base depletion region, leading to instability in device parametrics [31]. In general.
CIC scaling is preferable because leakage current due to stress of the emitter—base junction

| This will be discussed in section 3.3.2.3.
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has less impact on current gain [32]. A sample of scaling values is llustrated in Table 3.5,
in this table. %, is the horizontal scale factor, & is the vertical scale factor, and &, is the

voltage scaling factor. All factors are less than one.

Table 3.3: Comparison of Different Bipolar Scaling Methods

Parameter Constant Current | Constant Current
(CIC) Density
(CJO)
Horizontal Dimensions k, k,
Verticai Dimensions k, k,
Base Doping kk, k, "k,
Voltage K, k,
Knee current 1 ky’
Collector current 1 N
Collector current density k2 1
Epi doping k, 1
Collector depletion k, k,’
capacitance

A key limitation in bipolar scaling is that the voltage necessary to tumn the device on,
sometimes referred to as the bipolar threshold voltage, is determined by the bandgap of the
semiconductor material. Thus, it is not a parameter which is variable in a scaling process.
This is in contrast to the threshold voltage of a MOS device, which is sensitive to both
process parameters and geometry, and can be adjusted. For these rcasons, the degree to
which power supply voltages can be reduced and still yield high performance BiCMOS
circuits is limited [33]1.

Scaling of devices in a BiCMOS technology is essentially a combination of the above
methods. As feature sizes are scaled to submicron levels, short channel effects mandate
heavy subsurface doping in MOSFET channels, while high well doping is required to delay
the onset of the Kirk effect in bipolar devices. As a result, process rcquir-cmenls tend to
converge in some areas for bipolar and MOS devices as feature sizes shrink, which tends to
relax the design tradeoffs which must occur between the two types of devices.

1 This statement is based on conventional totem-pole style gates utilizing no special circui techniques.



BICMOS gate performance is effected significantly by the scaling of supply voltages. This
is duc to bipolar device related issues outlined above. as well as other reasons. In the
conventional totem pole driver configuration [8]. the output is not comprised of a full
voltage supply swing. or rail-to-rail swing. This may not be a major concem at 5V supply
levels, but as levels fall. the percentage of supply swing which is not covered increases due
to the non-scalability of the semicondnctor bandgap. These degraded signals cause leakage
currents to flow in MOS devices which increase as the MOS devices are scaled, leading to
increased power dissipation, and unacceptable performance. Circuit techniques to provide
rail-to-rail swing in BiCMOS totem pole type circuits have been studied [34]. [35]. {36].
{37]. [38]. and usually involve either the use of MOS devices to pull the final output to one
of the supply rails. or some sort of level shifting technique [39). BiCMOS integrated
circuits have an advantage in that critical circuit paths can be implemented in pure ECL logic
to increase performance [40]. Voltage scaling will effect this as well. since as supply levels
shrink. three level gating will no longer be possible. Thus. there are additional
consideratic..s when devices are 1o be scaled in a BiICMOS process.

3.3 Active Device Issues

The benefits of scaling a BICMOS process are counteracted by many second order device
cffects which are unfortunately. aggravated by the scaling procedure. In MOS devices.
mobility degradation, velocity saturation., and increased parasitic source and drain
resistances degrade the current drive of scaled devices. Such things as non-scalability of
the silicon bandgap cause subthreshold MOS characteristics to suffer, and also cause
threshold levels to vary with device geometry. Failure to scale the supply voltage causes
gate oxide breakdown, as well as hot carrier injection into the gate oxide. which shifts
device threshold voliage over time. Additionally, scaling feature sizes tends to increase the
likeliness of the occurrence of latchup. The scaling of bipolar devices also has its share of
problems. Thin, lightly doped epitaxial layers which are necessary for high device f,.
cause high collector resistance. and are more susceptible to gain roll off due to the Kirk
effect. If doping is increased in the epitaxial layer. collector—emitter breakdown voltage
will suffer. Very thin. lightly doped base regions are susceptible to collector—emitter
punchthrough. Important device issues which are particularly relevant in scaled BiCMOS
technologies will be discussed. as well as processing issues related to them. MOS and
bipolar devices will be treated sepérately. and then BiCMOS will be treated in general.
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3.3.1 MOS Device Issues

There are many design issues which must be dealt with so that a process can render high
quality MOS rtransistors of small feature size. These design considerations are necessary to
control performance compromise by second order etfects. The mujor effects will be
discussed. and some processing considerations and tradeofts which minimize them will be
mentioned.

3.3.1.1 Channel Length Modulation

In simple MOS theory. the drain current [,; remains constant with increasing drain
voltage, V.. In reality. there are physical processes which cause the drain current to
deviate from this ideal behaviour. As drain voltage is increased. the reverse voltage applied
to the druin—substrate junction is increased. This has the ctfect of increasing the depletion
width of that junction. which in tum moves the drain depletion boundary closer to the
source. The effective channel length of the device is reduced. which in turn, increases the
drain current. This is illustrated in Figure 3.1, where the channel and depletion edge are
shown for low (V1). and high (V2) drain voltages. The net effect is that a drain voltage
increase will be accompanied by a rise in the drain current. which in tum will cause the
MOS device to have a finite output resistance. In 2 static inverter, this has the effect of
making the transfer curve less sharp. The impact of this effect is more severe in short
channel devices. since the depletion widths, which are doping and bandgap dependent,
occupy a larger percentage of the channel length.

3.3.1.2 Threshold Voltage

The threshold voltage of a MOSFET must be low enough to provide high current drive, yet
high enough to provide acceptable subthreshold characteristics and leakage current. Itis
affected by a variety of different phenomenon when scaling is executed, including hot

carrier effects. device geometry, doping profiles, and voltage levels. Some of these factors
will be discussed.

The body effect. or back bias effect, is a well known cause of threshold increase in
MOSFETs. It is caused by the presence of a source—bulk voltage which must be
counteracted by the applied gate voltage in order to induce channel generation, and thus has
the effect of increasing threshold voltage. Scaled technologies commonly employ increased
substrate doping which aggravates the body effect.
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Figure 3.1: [Illustration of Channel Length Modulation
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As geometries are scaled. the threshold voltage of MOS devices tends to change due to the
correspondingly smaller channel dimensions. Decreased channel lengths tend to decrease
the threshold voltage: a phenomenon usually referred to as the short channel effect. A long
and a short channel device are pictured in Figure 3.2 which also shows depletion region
edges associated with the devices. Charge associated with the drain and source depletion
regions accounts for a larger percentage of channel charge in the short channel device. Ina
long channel device, the channel properties are controlled by gate—bulk interaction. In the
short channel device, the charge accumulation supported in the channel is also due to gate
voltage. however the contribution from the source and drain depletion regions becomes
more significant as the channel length is scaled. Since the gate voltage is required to
support less charge than if the depletion charge was absent, the threshold voltage is
reduced. The reduced quantity of charge is illustrated in Figure 3.3. The trapezoidal area
illustrated represents the bulk charge controlled by the gate, and it is smaller due to drain
and source infringement than the rectangular section indicated in the lower right of the
diagram. This lauer area represents the charge in a channel in which drain and source
regions have no effect. and may be a valid approximation for long channel devices. This
concept is closely related to drain induced barrier lowering, which will be discussed in a
sutsequent section. The result of the above phenomenon is the reduction of the threshold
voltage in short channel devices.



Figure 3.2: Long and Short Channel MOS Devices
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In an inverted channel. some charge is accumulated under the field oxide bordering the
length which does not contribute to the device drain current. This charge is supported by
the gate voltage. and it is conceptually illustrated in Figure 3.3 as excess charge along the
rear length of the channel. As a channel is scaled to very narrow dimensions, the
proportion of total gate charge, that this excess charge accounts for, grows, thus a larger
proportion of gate voltage is used in supporting it. This factor tends to increase the
threshold voltage as channel width is reduced. Threshold voltage is more strongly ctfected
by the scaling of channel length than by the scaling of channel width.

The background doping is key to determining device behaviour, and many short channel

10

effects are reduced by increasing its value, however this is at the expense of incrcased body ™

effect and junction capacitances. The compromise usually taken is to provide one or two
implants to increase surface and immediate subsurface doping, thus allowing a more lightly
doped tub. Retrograde wells with "V" shaped profiles are a very effective compromise,
and they will be discussed in section 3.4. The channel doping profile is the single most
important factor which determines device characteristics, including of course, threshold
voltage.



3.3.1.3 Subthreshold Current
In fundamental MOS trunsistor theory. it is assumed that no drain current flows when the
gate 1o source voltage is less than the threshold voltage of the device. In a physical device,

the drain current decreases cxponentially to zero as the gate to source voltage falls below
the threshold voltage.

Figure 3.3: Conceptual Illustration of Charge in a Short Channel Device
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Subthreshold behavior is characterized by a quantity called subthreshold swing, denoted by
S. which indicates the quality of switch that the MOSFET provides. It is defined as the
amount of gate voltage change which is necessary to effect a decade drop in drain current.
A small value of swing is desirable, since this means that the device will turn off quickly.
A typical value of swing for transistors in a modern BiCMOS process is 84 mV/decade!.

INorthern Telecom's BATMOS process presently yields NMOS transistors with a swing of 84 mV/decade
[21).



Consider an NMOS transistor conducting 1 uA when the gate voliage is equal to the
threshold voltage. If a current of 1 pA is an acceptable leakage current. then it will regquire
a gate voltage drop of .504 V to attain this. The swing of a MOS transistor can be
expressed as [16]. {27]:

5= lnIO[k”—T]{I - gf’ } G.6)
q o

where C, is the gate oxide capacitance. and C,, is the depletion capacitance. Note thut

o, 74} = 60mV / decade. and thus there is a2 fundamental limit to how much the swing
can be reduced. This has serious implications to scaling practices. since threshold voltages
which are scaled excessively will yield very poor quality switches. The leakage current in
these devices will be unacceptably high due to the inability of the reduction of gate voliage
to completely m the device off.

Figure 3.4: Weakly Inverted MOSFET—Bipolar Analogy
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At gate voltages below the MOS threshold voltage, the device ceases MOSFET-like
behaviour, and begins acting more like a bipolar transistor. The channel is not strongly
inverted. and there is no low conductance path between the drain and source, thus minority
carriers and diffusion currents are dominant as in a bipolar device. This concept is
illustrated in Figure 3.4. As is shown, the weakly inverted channel of the MOS device in
the subthreshold region acts like a bipolar base, while the source and drain act as the cmitter
and collector respectively. A capacitive voltage divider is formed by the gate oxide and
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depletion capacitances. thus only a portion of the gate voltage is seen by the basc region.
This is the origin of the (l + C,,/Cm) term in equation 3.6.

As mentioned previously, the channel doping profile is key in determining subthreshold
characteristics. The subthreshold swing of a device varies directly with the channel
depletion capacitance, and inversely with the oxide capacitance. For this reason, the swing
is decrcased (improved) with a decrease in the channel doping. as well as a decrease in the
oxide thickness. Actually. subthreshold swing requirements place an upper limit on the
maximum surface channel doping which can be used to reduce short channel effects. This
has implications in BICMOS process design.

3.3.1.4 Velocity Saturation

Simplc FET theory assumes that carriers in the channel, with an associated mobility factor
of u!. move at a velocity. v, which is a linear function of the transverse electric field, E.
preseni. This relationship is described in the following equation:

WE)=puE (3.7)

When devices are scaled. and the power supply is not. fields develop which cause this
relationship to fail, and carriers reach a maximum velocity. termed the saturation velocity.
v_. Once the carriers reach this speed, increase in field swrength does not increase velocity.
The critical field at which this occurs is dependent on carrier scattering, and is about
1.5x%10°% {41]. This corresponds to a maximum velocity of about 105 mv/s. One velocity
saturation equation. first proposed in [42]. is given as:

_HE
1+
v, -z

-

WE)= (3.8)

This relation is used in {41] 10 derive an expression for drain current in a saturated MOS
transistor where the carrier velocity in the channel is saturated. This expression is written
as;

Ips=WC,, (Vgs~ V)V, (3.9)

It is recognized that clectrons and holes have different mobilities. however. this is temporarily ignored in
the interest of simplicity.
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It is important to note that the drain current no longer varies with the square of the gate
voltage but follows a lincar dependence. thus scaled devices operating with velocity
saturated carriers will have reduced current drive. Also. notice that the velocity saturated
current does not depend on channel length. This has important implications in scaling.
since it means that further reduction in channel length will not afford increased current
drive.

3.3.1.5 Mobility Degradation

Mobility of carriers in the inverted channel of 4 MOSFET is a decreasing function of the
normal field [43]. and this is attributed to carrier scattering at the surface oxide—silicon
interface which has the net effect of decreasing the carrier mobility. This reduction of’
mobility is exacerbated by scaling practices. especially if the voltage is not diminished, or if
it is reduced less aggressively than the spatial dimensions, because the average normal field
is increased. Even when proportional voltage scaling is applied. the average normal ficld
still increases due to non-scalability of material work functions [30]. and the mobility is still

reduced. Thus. carrier scattering in short channel. scaled devices can have a negative effect
on current drive.

There are three main scattering mechanisms [43]. Phonon scattering is caused by lattice
vibrations. and has little effect at low temperatures. Coulomb scattering is a result of the
presence of charge centers which are comprised of fixed oxide-charge, interface state
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charge. or localized charge due to ionized impurities. This mechanism is important in the '

weakly inveried channel. Finally, there is surface roughness scattering which is a result of
deviations of the $i—Si02 interface from the surface plane. The important factors which
determine the dominant scattering mechanism are field strength and temperature. At low
temperatures and low fields (weak inversion), Coulomb scatiering is dominant, while at
high fields. surface scattering is the main mechanism. At room temperature, however,
important low field scattering mechanisms are the Coulomb and phonon type, while at high
fields. surface roughness and phonon scattering are the predominant mechanisms.

3.3.1.6 Effect of Very Thin Gate Oxide
In ideal scaling, the oxide thickness is reduced, but since the field is constant, the inverted

channel thickness is the same. The inverted channel charge can be expressed in terms of a
capacitance, C,, . through the expression [30]: '



a0 o
= _| 22 10
Con. [aqb‘J (3.10)

where @, is the charge accumulated in the inversion layer., and ¢, is the surface potential.
This is an incremental capacitance dependent on the amount of charge induced. Scaling
gate oxide thickness achieves greater channel control due to the increased voltage available
for inversion charge accumulation. The voltage drop across the thin inversion layer is
usually neglected in MOS analysis!. The traditional model is comprised of a series
conncction of capacitors representing the oxide capacitance. and the depletion capacitance.
When the gate oxide is made thinner, the gate oxide capacitance increases. This means that
less voltage will drop across it. and thus, there will be more voltage available for charge
accumulation which results in higher device current drive [44]). This ts why modern
technologies are implementing thinner and thinner gate oxides®. With very thin gate
oxides, C,,, increases to a point where there is very little voltage dropped across it. Since

o
the proportion dropped across the depletion/accumulation region is that much larger. the
voltage drop across the inversion layer can no longer be ignored. This leads 1o the
sublinear behaviour reported in [45]. Modern device modeling is thus more complex since
this effect must be incorporated into the fundamental analysis.

3.3.1.7 Source and Drain Resistance

As devices are scaled, junction depths and contact window sizes are also reduced. This
effectively increases the resistance of the respective drain or source with which they are
associated. The net effect is a reduction in device transconductance. The contact resistance
associated with the drain or source connection can be broken up into two major
components which are caused by different physical processes. The first component is due
to the restriction of current flow through the contact opening, while the second is due to
material properties.

When current issues through a narrow contact window into a semiconductor. resistance
results from the restricted flow. The actual pattern of flow, and the speed with which the
flow spreads out is dependent on such things as the layout geometry, type of contact (n+ or
p+). whether the contact is part of an active device or simply a substrate or tub contact.
and. also. on the substrate architecture. The latter point includes such factors as thick or

!See [18). page 317.
2 BATMOS has a gate oxide thickness of 175A. An inversion layer is typically 100A thick.



thin epitaxial layer. doping levels in the substrate, and existence of buried lavers. The
resistance resulting from restricted current flow will vary greatly depending on the above
mentioned factors.

Material properties also have a strong effect on contact resistance. Interface impertections,
and the nature of the metal-—semiconductor junction are the main determining factors. A
junction between a metal and a semiconductor forms a diode. The band structures of the
metal and semiconductor align in such a way as to cause charge transfer which results in an
equilibrium state, and a depletion region. A metal—semiconductor junction is very similar
to a one sided pn junction. in which one side is lightly doped and the other is very heavily
doped. The depletion region will extend very far into the lightly doped side, and almost a
negligible distance into the heavily doped side. Such is the case with a metal—
semiconductor junction, where the allowed states and electron densities in the metal are
very much larger than the doping of the semiconductor. A diode makes a very poor
contact. however, and thus the diode nature of the contact must be minimized to guarantee
an ohmic contact. This is accomplished by increasing the semiconductor doping near the
interface to the level of degeneracy!. The potential barricr, and depletion width formed by
the junction are then so small. the latter being only a few angstroms. that carriers can tunnel
through casily in both directions.

In scaled technologies, shallow junctions not only increase resistance, but they also create
reliability concems due to metal spiking. as well as hot carrier gencration. Spiking
involves diffusion of metal into and through the heavily doped contact area, and it can

create a short circuit. Alloying techniques can reduce this problem. however this does not
address the hot carrier issue.

3.3.1.8 Drain Induced Barrier Lowering (DIBL)

The normal subthreshold current in a MOSFET is a surface current, flowing close to the
silicon—oxide interface. If the drain voltage is high. leakage current occurs below the
surface of the channel. This current is due to a phenomenon called drain induced barrier
lowering (DIBL). and it is exacerbated as channel length is decreased. The DIBL effect is
illustrated in Figure 3.5. As channel length shrinks, the drain and source depletion layers
are spaced closer together. Field penetration from the drain to the source, iniﬁ;;st_cd by the

IDegencracy here is taken to mean that doping concentrations are so high that Maxwell-Boltzman statistics
no longer apply. and Fermi-Dirac statistics must be used. The name degencrate comes from the fact that
under these conditions. different quantum states can have the same energy [13).
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curved arrows in the diagram, lowers the potential barrier at the source end. allowing
carriers to cross the junction. This increases the leakage current. and thus increases the
subthreshold swing of the device. The diagram shows two depletion edges. labeled (a) and
(b). They correspond to low and high bulk doping respectively. As is illustrated. with low
substrate doping. the depletion edge is far from the device. allowing field penetration from
the source 1o the drain. This is one of the reasons why aggressively scaled technologies
require heavier substrate dopings. When the sum of the drain and the source depletion
region widths is greater than the channel length. the structure no longer behaves iike a
MOSFET. and the resulting condition is termed punchthrough.

Figure 3.5: Mechanism for Drain Induced Barrier Lowering
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3.3.1.9 Hot Carrier Effects

It supply voltage levels are not scaled with other parameters such as spatial dimensions.
field intensities within the devices will inevitably increase. Hot carrier generation occurs at
field strengths of approximately 5x10° V/em [16] or above. and it can shift device
threshold voltage. alter subthreshold swing. and reduce device transconductance over time.
It embodies the generation of very high energy carriers which are injected into the silicon—
oxide interface. and the gate oxide itself. When the former occurs. interface traps (states)
may be formed which can bind free carriers and form stationary charge. and when the latter



occurs. existing oxide traps acquire excess charge which also formis stationary charge.
These processes develop an embedded charge over time which causes the negative effects
mentioned above. Additionally. high energy carriers can cause impact ionization at the
drain end. This involves the creation of free carrier pairs by the impact of energetic carriers
with lattice atoms. When this occurs in an NMOS device. a minority hole current flows
into the substrate [17]. Hot carmier effects are worse in NMOS devices because holes have
a much smaller mean free path than electrons and are therefore much cooler in a given
electric field [46]. For this reason they are less effective at forming interface traps. and
reliability concerns are not as great.

The chief means of combating hot camier effects in modem BiCMOS processes is with the
formation of lightly doped drains (LDD). These structures were described carlier, and
consist of lightly doped extensions of the drain (and source) diffusions into the chunnel.
The extension on the source diffusion is essentially a byproduct of the process. while the
one on the drain is very important. It causes the depletion region which fuces the channel
to extend further into the effective drain region. This has the consequence of spreading out
the electric field. thus reducing its intensity. Hot carrier generation is much less likely with
the resulting reduced fields. This structure increases the drair and source reststance, but
this is traded off against the advantage of allowing smaller channel lengths without the
normal reliability concems. Anomalous behaviour in LDD PMOS devices has recently
been reported in [47] where results suggest that LDD structures actually exacerbated hot
carrier damage as compared to an abrupt junction device. The resulis were measured from
surface channel. p+ poly gate devices however. and thus arc not broadly applicable!.

3.3.2 Bipolar Device Issues

Scaling of bipolar devices tends 1o aggravate many of the performance compromising
factors which are present in non-scaled devices. and special processing techniques are
necessary to control them. Thin, highly doped epitaxial layers which are necessary for
providing small collector resistance. and delaying the onset of the Kirk effect are limited by
Jjunction breakdown considerations and parasitic capacitance. Polysilicon cmitters are
necessary in scaled devices for acceptable current gain; however, their realization requires
special processing steps. More compact device footprints are possible through self aligned-
processes. however. this requires special techniques such as sidewall oxide spacer '
formation. Behaviour of bipolar transistors is determined by many different parameters,

! BATMOS uses n+ gate poly. and buried channel PMOS devices are rendered.



some of the key ones being cutoff frequency. f;. peak current gain., B,. breakdown
voltages. BV,,, and BV,,. reachthrough voltage. V,. punchthrough voltage. V.
emitter. collector and base resistances, R,. R,. and R, respectively. The relationship of
these purameters 1o process parameters, such as collector doping concentration. V..
collector width. W.. base Gummel rumber. Q,. peak base doping. A, and base width.

W,. will be discussed.

3.3.2.1 Extrinsic and Intrinsic Device

An important idea in the scaling of bipolar device geometries involves the concept of
intrinsic and extrinsic devices. The intrinsic device is considered to be the portion of the
active device immediately under the emitter. The extrinsic device, with a very high doping.
is used to contact the intrinsic base region. and thus is spaced as close as possible to it. A
double contacted base structure is pictured in Figure 3.6. Sidewall oxide spacer technology
is very important in achieving minimum separation. but encroachment of dopant into the

intrinsic base region is a2 major limitation as feature sizes are scaled.

Figure 3.6: Intrinsic Base Region With Extrinsic Base Dopant
Encroachment
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This encroachment is indicated in Figure 3.6. It effectively vields a heavily doped junction
at the sidewall of the emitter and thus reverse leakage current increases due to tunneling. In
a bipolar structure such as this. carriers are injected from the bottom as well as the sidewall
of the emitter. but the effective base width and Gummel number is significantly larger for



the extrinsic base than for the intrinsic one. The result 1s a reduction in current gain, and
£, of the device which increases markedly as the area to perimeter ratio of the emitter
decreases [48]. This is because the percent of sidewall injected carriers begins o account
for a significant amount of the injected base current. and since the extrinsic base s of much
lower quality. the gain of the device suffers. Actually, for small extrinsic base spacing and
moderate encroachment. the extrinsic base current does not significantly modulate the
collector current at all [49]. For the above reasons, extrinsic base resistance must be traded
off against device performance.

3.3.2.2 Conductivity Modulation (Webster Effect)

Simple bipolar device theory assumes that the number of electrons! injected from the
emitter into the base is small compared to the doping concentration in the base. Under
conditions of moderate current levels this assumption may hold. but under very high
current levels. the concentration of injected electrons may actually become larger than the
doping concentration of the base. This condition is compensated for by an increase in hole
concentration in the base so that charge neutrality is maintained. and this high level injection
situation is referred o as conductivity modulation, or the Webster effect.  Increased
injection levels increase the effective base doping. and base charge. and thus the
performance of the device is compromised. The simplified expression below describes the
maximurn ¢ommon emitter current gain [50]:

- D,L, N

b= D, W,N,

(3.11)

From this equation. it is apparent that an increase in base doping. N,. reduces the current
gain of the device. Note that this relation does not take recombination of carriers within the
base into account. thus. it would be expected that as effective base doping increases,
increased recombination will result, and the current gain will decreasec more than is
predicted by the above equation.

The onset of the Webster effect is most discernible in a device possessing a very lightly
doped base. Most modern bipolar transistors, which have been aggressively scaled, have
moderately doped bases and thus this effect is masked by other factors.

! An NPN device will be considered,



3.3.2.3 Base Pushout (Kirk Effect)

Another phenomenon which accounts for reduced current gain at high levels of collector
current is called base pushout. or the Kirk effect [51]. Normally it is assumed that the
number of carriers reaching the collector is small compared to the doping level of the
collector itself’. This assumption holds true at low to medium currents. however at high
levels of current. there is a minority carrier charge buildup in the collector—base depletion
region. When this occurs. the depletion region moves outward. away from the base and
into the bulk of the collector. Depending on current level. and the epitaxial layer thickness
and doping. the depletion region may migrate ail the way to the buried layer. The net effect
of this high current phenomenon is the effective widening of the neutral base region. Asis
indicated in equation 3.11, a larger base width results in a reduction in the device current

gain.

The Kirk effect places constraints on the minimum acceptable doping in the collector.
which is equivalent to background doping of the n tub. Devices which have been CIC
scaled required substantial collector doping to retard the Kirk effect. Increased collector
doping. however, increases the collector parasitic capacitance and lowers the breakdown
voltages associated with it. Actually. it is these breakdown voltages which will place a
limit on the maximum doping allowable in the collector.

3.3.2.4 Base width Modulation (Early Effect)

Simple bipolar theory suggests that the collector base voltage has no effect on the current
gain. The reverse potential across the collector—base junction serves to collect carriers in
the basc which have been injected by the emitter and transported by diffusion. The reverse
voltage can have controlling action when the transistor has a very thin base. or when the
base is very lightly doped. Under these circumstances, the width of the depletion region
extending from the collector into the base may become significant. The result is that the
collector voltage causes a considerable variation in the depletion width which in tum
changes the width of the active base region. The base width is effectively modulated by the
collector voltage, which in turn results in a corresponding modulation of the collector
current and causes the device to have a finite output resistance. The effect is modeled with
a voltage value, referred to as the Early voltage. in the expression for collector current. If
the slope of the collector current curves of a device in the forward active region of operation

L The doping here is sited as an indicator of the fixed charge concentration in depletion regions formed
within the collector.,



were traced backward, they would intersect at a single point on the V, axix which ix

defined as the Early voltage.

The Early effect places constraints on the minimum base doping level. In general. modern
scaled bipolar devices have moderately doped bases. which tends to reduce this effect. A
typical modern BiCMOS process would render NPN bipolar devices with an Early Voltage
of 60V or greater!.

3.3.2.5 Current Gain

The effective common collector current gain. or . of a bipolar transistor is not constant
with collector current, which ts contrary to simple bipolar theory. At very low current
levels, the base current is dominated by recombination in the base-—emitter depletion layer.
and thus the ratio of base current to emitter current rises. thus decreasing the current gain.
At high levels of collector current. the Webster effect and the Kirk effect reduce the current
gain of the device. In modem devices, with lightly doped collectors. the Kirk eftect is by
far the major contributor to gain roll off under high current conditions. The base Gummel
number. Q,. which is defined as the integral of dopant concentration in the base between

the two space charge regions, sets the collector saturation current, as well as the peak
current gain, or B,. The latter relationship is:

1
B, =L (3.12)
‘o,

The required current gain of a bipolar device sets a limit on the maximum base doping. and
it is traded off against base resistance, which decreases with increased doping. The

minimum base doping. on the other hand. is set by punchthrough and Early Voltage
requirements.

3.3.2.6 Punchthrough

In normal operating circumstances. the depletion regions associated with the emitter—base
and collector—base junctions are separated by a neutral base region. Under high voltage
conditions. however, the depletion regions may extend an abnormal length into the base
and actually touch. Once this occurs. the emitter and collector are connected by a single

! This is the value for BATMOS, Northern Telecom's BiCMOS process [21].
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depletion region, and a large current flows between the emitter and collector. This
condition is referred to as punchthrough. and the base—collector voltage necessary to
induce this effect is called the punchthrough voltage. The punchthrough phenomenon
places constraints on the minimum width and doping level of the base.

3.3.2.7 Reachthrough

In modern bipolar transistors, the base doping is usually higher than that of the coliector.
and for this reason the depletion region associated with the base—collector junction extends
further into the collector than the base. If collector voltage is increased. the depletion
widths in both the base and the collector increase. with the latter width increasing to a larger
extent. The collector—base voltage which causes the depletion edge in the collector to
reach down to the buried layer is called the reachthrough voltage. Avalanche breakdown
can readily occur under the above conditions. The reachthrough voltage places constraints
on the minime'm collector width and doping.

3.3.2.8 Breakdown Voltages

The different pn junctions inherent to the structure of a bipolar transistor present design
constraints due to the respective reverse voltage levels at which they breakdown. The term
breakdown is frequently used as a general term for junction failure due to several different
mechanisms including punchthrough, Zener breakdown. and avalanche breakdown. The
first mechanism has already been discussed. Zener breakdown is supported by a tunneling
mechanism in which large numbers of electrons penetrate the potential barrier created and
imposed by the bandzap of a semiconductor. Electric fields on the order of 10° V/cm [50)
are necessary to provide carriers with the energy necessary to tunnel. In modem devices
and voltage levels, this ficld is only likely to occur near pn junctions formed from very
heavily doped semiconductor regions. These junctions will produce depletion region
widths small enough to produce very high fields across them. but narrow enough so that
kinetic energy sufficient for impact ionization cannot be attained!. In most practical
transistors, Zener breakdown is not the chief mechanism of junction breakdown.

Avalanche breakdown. driven by impact ionization, is by far the most common mode of
junction breakdown in modern bipolar transistors due to the smaller fields required for
triggering. This means that the phenomenon can occur at junctions which are not as

! Typically, Jjunction widths must be around 10 nm to support Zener breakdown [13].
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heavily doped as those mentioned the previous case. High reverse voltages provide
thermally generated carriers with sufficient Kinetic energy to shatter the silicon—silicon
bonds between latiice atoms and generate a free electron—hole pair. These carriers can, in
turn. gain sufficient energy to engage in a similar collision. thus creating a multiplicative
effect which generates a large number of carriers and a correspondingly lurge reverse

current. This process is known as avalanche multiplication.

The collector—base breakdown voltage, BV . for a bipolar transistor. with the emitter

open circuit. is given by [50]:

-

E‘Eh?-

29N,

BV go =

It is not strictly true that the breakdown voiiage is inverscly proportional to the collector
doping. since E,. the critical field. varies slightly around 2x10% V/em [16] with the

doping concentration. Note that the equation is a modification of that for a one sided pn
junction [13]. with N, being substituted for the impurity concentration of the lightly doped
side. The BV, value places a constraint on the maximum doping concentration of the

collector. which means that breakdown voltage considerations are traded off against
collector resistance.

The collector—emitter breakdown voltage, or common emitter mode breakdown voltage,
denoted by BV...,. is approximated by the expression [SO]:

BV, = 2Vceo (3.14)

yB;

For modern NPN devices. B, has a typical value of 100!, and » can vary between 3 and 6
[50]. thus BV, is significantly lower than BV,,. An cxplanation of this is given in
[50]. Expression 3.14 hiéhlights an important design constraint. Since the common
emitter breakdown voltage is inversely proportional to the common emitter current gain, it

is'very difficult to simultaneously achieve both high gain and high breakdown voltage in a
bipolar transistor. BV, sets the minimum epitaxial layer thickness for a given doping
level.

I Northern Telecom's BiCMOS process renders NPN devices with b, = 96.78
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3.3.2.9 Polysilicon Emitters

Polysilicon was first used as a bipolar emitter in 1976 [32]. and the fabrication processes
involved with polysilicon and polysilicon contacted emitters has been discussed earlier.
Major advantages associated with polysilicon emitters include their compatibility with self
aligned processes. their suitability in forming shallow emitter—Dbase junctions, and the high
levels of common emitter current gain which are attainable. The physicul processes which
occur at the polysilicon—silicon interface and grain boundaries in the polysilicon are not
yet fully understood. but they are crucial to emitter operation. For this reason. they are
very difficult to model. The chief advantage of poly and poly contacted emitters over metal
contacted ones lies in the reduction of base current through the reduction of hole current
which is injected into the emitter!. This will be discussed as well as other issues of emitter
operation.

The polysilicon—silicon interface of a poly or poly contacted emitter strongly influences
current gain of the device. There are two main processing techniques involving this
interface which are used to increase device current gain, with one involving oxide growth
and the other involving interface cleaning. The former can increase gains by a factor of 10
or more. while the latter affords gain increases of 2 or 3 [50]. Within this section, the term
poly emitter will be used in reference o both polysilicon and polysilicon contacted emitters.

No matter how a poly emitter is formed. there is always a very thin layer of oxide at the
interface between the silicon and polysilicon. In one type of processing. a high quality.
_ultea thin oxide with a thickness in the neighborhood of 10 A [50]is purposely grown on
the polf,r—-silicon emitter interface. The silicon dioxide has a wider bandgap than silicon
and thus the interface causes an energy barrier to both electrons and holes. Carriers cross
the interfacial oxide by quantum mechanical wnneling. and holes are inhibited more than
clectrons due to the fact that they are cooler? in the electric fields present. This has the
effect of both reducing base current and increasing emitter resistance. The latter effect is
only serious at high current levels, while the reduction of base current results in very
significant gain increases. The effects of the oxide are limited by such things as emitter
thickness and doping. and the configuration of emitter surface states. In regards to the
former. a shallow emiter is necessary for the oxide to be effective. This is because with
large emitter depths. holes recombine before reaching the interface, thus rendering its hole

: NPN devices are considered in this section.
= They attain less energy duve to a shorter mean free path.
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barrier qualities ineffectual. The emitter depth. therefore, must be small with respect to
hole diffusion length.

Another method which increases bipolar gain involves the chemical cleaning of the silicon
surface before polysilicon deposition. Emitier depth is the sum of the emitter junction
depth. and the poly thickness. which means that the transport properties of both matertals
influence the base current. This is in comtrast to 2 metal contacted cmitter where
recombination of injected holes takes place almost exclusively at the metal—silicon
interface. In a shallow emitter device. where the depth is small compared to the hole
diffusion length. a linear hole distribution in the emitter is formed. In a poly emitter device.
the holes are not forced to recombine at the polysilicon—silicon interface. since they may
diffuse into the poly and combine there. For this reason the concentration gradient of
minority carriers in the emitter is much smaller in the case of a poly emitter. Since the
minority hole flow in an emitter is a diffusion driven process. the reduced gradient will
amount to a reduced hole flow. and thus a reduced base current. Key to the realization of
the above situation is 2 very clean interface. called nominally clean, prior to poly
deposition. and a hydrofluoric acid (HF) etch is usually used. If the interfuce is not cleaned
properly. heavy recombination will occur at the interface and the advantages of the poly
emitter will be degraded. Grain boundaries. and the polysilicon—silicon interface which
acts as a pseudo grain boundary, contain large defect density concentrations. as well as
dangling bonds. and thus act as recombination centers for minority holes. Also, the
boundaries can block hole transport due to the effective reduced hole mobility in their
vicinity. This is a major concern in devices with nominally clean interfaces.

The increased current gain provided by poly emitters allows a tradeoff to k. made with
some other parameter, such as base doping. Increased base doping can be accomplished.
thus reducing the base resistance. without the gain penalty which normally would be
exacted in a metal contacted emitter device.

3.3.2.10  Parasitic Resistances

The parasitic resistances inherent to the bipolar device structure have an cffect on the
performance of the device, and their minimization is of key importance. Resistances
associated with the base, emitter. and collector have different factors cffecting them.
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The base resistance is onc of the most important factors effecting bipolar operation. In
digital circuits, it limits the rate at which the base associated capacitance can be charged and
discharged. Base resistance is made up of an intrinsic component and an extrinsic
component. The intrinsic portion is comprised of the resistance of the active base region
directly under the emitter. while the extrinsic part is comprised of the resistance between the
cdge of the active base region and the base contact. These two resistances are illustrated in
Figurc 3.7. The total base resistance is very dependent on device geometry. and may be
non-linear due to such things as current crowding under the emitter [50]. Reduction of
base resistance can be accomplished by multiple contacts and increased doping. The
negative aspect of these solutions is larger device area. and higher base associated
capacitances. respectively.

Figure 3.7: Concept of Intrinsic and Extrinsic Base Resistance
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The emitter resistance depends heavily on the type of emitter being considered. Strictly
speaking. metal contacted emitters have very low resistances associated with them.
however. other degrading qualities make ihe low resistance an unacceptable compromise.
As mentioned carlier, metal emitters tend to induce large hole currents due to the
concentration gradient internal 1o the emitter, set up by the forced recombination at the
metal—silicon interface. Polysilicon emitter resistance is very complex to model for
reasons discussed previously. It depends on such things as interfacial oxide layer
thickness, electron effective barrier height. and doping concentration. Advanced processes
such as silicidation can reduce poly emitter resistance significantly.

Collector resistance can be considered the sum of the epitaxial resistance below the active
ransistor, as well as the resistance of the buried layer and deep contact if they are present.
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It has significant effects in high current circuits, including conventional BiCMOS gates
under a heavy capacitive load.

3.4 Bipolar and CMOS Devices in a BiCMOS
Process

One of the goals in designing a BiCMOS process flow is to provide high quality devices of
both MOS and bipolar types. and in fact. this is what separates BICMOS from CMOS.
The process flow may be optimized more towards a certain device type. which is generally
indicative of the parent process from which the BICMOS version sprung. For example, in
early BiCMOS technologies the relative quality of the MOS devices was much higher than
that of the bipolar device. This was due to the fact that BICMOS development has
essentially been driven from a CMOS processing base.

There are process goals common to the realization of both types of devices. and many
process based performance improvements for one type also have a positive impact on the
other. Minimization of diode capacitance is beneficial to both MOS and bipolar devices.
This capacitance is strongly associated with the n+ and p+ source and drain regions in the
MOS device as well as the junctions comprising the BJT. Buried layers accommodate low
collector resistances. and improve latchup immunity of the process as well. Silicidation of
poly and diffusions provides low resistance contacts for both types of devices. Sidewall
oxide spacer technology allows LDD structures to be formed which reduce hot carrier
generation in MOS transistors. Additionally, this technology allows self aligncd-cmittcrs
and extrinsic bases to be formed. which reduce bipolar parasitic capacitances. and shrinks
the device's footprint. Advanced isolation techniques such as trench isolation allow high
device packing factors, and also improve latchup immunity. Thus, there is some symbiosis
in BiCMOS process design.

PNP bipolar devices are uncommon in present BiCMOS process flows. The ¢uality of the
vertical device which is rendered is inferior to that of the NPN type due 1o processing
difficulties which manifest themselves as low current gain, high collector resistance, and
high base transit time. Lateral PNP devices are possible, but they also suffer from poor
performance. Realization of PNP devices adds considerable complexity to the already
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complicated RiCMOS process flow. Development of vertical PNPs is already gaining
momentum! driven by their demonstrated utility in low voltage BiICMOS circuits [36].

High performance BICMOS requires the presence of an epitaxial layer. Specification of
this layer, along with buried layers, such that acceptable MOS and bipolar devices are
rendered is a very complex oplimization problem, since the strongest coupling of BJT and
FET characteristics occurs at the front end of the process. A large number of design
tradeoffs must be made between process parameters. The specification of these steps even
for onc type of device involves a large number of compromises. For example. to minimize
bipolar collector resistance, a thin, highly doped epitaxial layer would be desirable.
However. to reduce the effects of junction capacitances, and breakdown voltages. a thick.
lightly doped epitaxial layer would be beneficial. In MOS devices DIBL. as well as other
short channel effects benefit from a highly doped. thin epitaxial layer. Junction
breakdown, source/drain capacitance and body effect considerations. however, mandate a
lightly doped. thick epi. Bipolar devices will also set a minimum thickness due to BV 4,
requirements. As well. a minimum thickness is mandated by NMOS requirements. since
diffusion up from the p+ buried layer underneath the p well causes an unacceptable increase
in body effect and junction capacitances. Too thick an epi layer will decrease the f; of
bipolar devices and increase collector resistance. Buried layer p+ implant dose is
determined by collector to collector punchthrough spacing requirements. while the n+
buried layer is usually doped to the solid solubility limit to minimize collector resistance and
latchup susceptibility. As a general rule of thumb, for CMOS devices, a thicker lightly
doped epi is preferable. while for bipolar devices, a thinner higher doped epi offers better
performance [53].

Optimization of the doping profile of the respective wells, including background doping
and surface implants. is at the heart of BICMOS process design. It is here that most
compromises will be made. The actual well doping profiles depend strongly on the choice
of process technology. i.e. n well—p substrate. p well—n substrate. or twin tub. Separate
background. channel stop. and channel threshold adjust implants add a great deal of
flexibility and allow a higher level of device optimization. For example, a separate
subsurface implant to stop drain—source punchthrough in NMOS transistors will
effectively decouple the DIBL and junction capacitance issues. In a modern BiCMOS
process, typical background (well or epi) doping lies between 1x10' and 3x10"

! A PNP device is under development for the BATMOS process.
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atomsfcm’ . while tvpical channel implants render surface doping concentrations ax high as
3x10" aroms/cm’ [53).

Processing involved with BJT base formation is largely independent of CMOS design
concerns. The base doping profile. determined by the energy and dose of the base implant,
will be a compromise between base resistance, device f. emitter—base capacitance., and
current gain demands. Early voltage requircments will place a constraint on the minimum
acceptable base doping.

Finally. it is very important to control the thermal cycles within the process flow. High
temperature cycles after several critical implants are usually undesirable because of the
uncontrolled dopant diffusion which will take place. Long duration, high temperature.
process steps are confined to the front end of the process. This is when the main character
of the well doping profile is formed. Wells can be retrograde. with increased doping as
depth increases. This is accomplished by performing a high temperature cycle. called a
drive. which induces diffusion of dopants in the buried layer up tnto the well. This is an
important technique in a BICMOS process since it offers benefits of both a lightly and
heavily doped epitaxial layer. Lower regions are highly doped. providing low collector
resistance. but upper levels are lightly doped. providing low junction capacitances within
the MOS devices. Retrograde "V" profile wells are formed in a similar fashion, along with
an additional surface implant. This provides heavy but shallow subsurface doping which is
sufficient to control short channel effects, but does not appreciably increase the source and
drain island capacitances. As well, the vertical diffusion provides low collector resistance,
and improves latchup immunity. Thus, a great deal of the character of both types of
devices in a BiCMOS process is determined in the first few steps of the processing.

3.5 Latchup

Latchup is 2 phenomenon which occurs in CMOS technology as a result of positive
feedback between parasitic bipolar devices. and it has been well studied [54], [55]. [56].
[57]. It was discovered early in CMOS development. and continues to be an important
factor in design. BiCMOS technology presents 2 number of new concerns which are not
present in CMOS technologies. and thus must be addressed.

The phenomenon of latchup arises from regenerative feedback between a parasitic NPN
transistor and a parasitic PNP device. These parasitic devices are present in any CMOS
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process. and are illustrated for a simple n well technology in Figure 3.8 which shows the
source of @« PMOS transistor connected to V... and the source of an NMOS transistor
connected 1o V. This is a very common circuit connection in CMOS. The wells are
connected to the supplies as shown, but unfortunately. this sets up a feedback loop
involving the parasitic BJTs. The lumped element model for latchup is indicated in the
figure, and is redrawn in Figure 3.9. As is apparent. if either one of the bipolar bases is
forward biased. collector current will flow. This will bias the other parasitic bipolar device
by causing a voltage drop to develop across the resistance present. and that device will start
conducting current which reinforces the bias on the first. Thus. the process is regenerative,
and the power and ground rails are effectively shorted. The resulting condition is called
latchup. and it can quickly destroy the integrated circuit through overheating. Any one of
several inducements can cause the initial forward biased conditon including spurious
noise. voltage overshoots. static discharges, and signal application before power up. Itis
interesting 1o note that before latchup and its prevention was fully understood in the early
days of CMOS development. it was of paramount concern, since integrated circuits which
self-destructed for no apparent reason were not of much utility. Fortunately. the
phenomenon is now well characterized. and prevention methods are integrated into design
practices and fabrication processes.

Figure 3.8: Latchup in an N Well CMOS Process

p substrate

Aggressive scaling is common in modem semiconductor technologies to provide higher
packing density. This means that the space between devices has become very small and
consequently a reduction of the effective base widths of the parasitic devices has resulted,
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providing correspondingly higher gains. This inereased gain more than oftsets reduced

reststances due to reduced current path distances. Actually. there is also the wendeney of

resistance to increase due to a more restricted current path in a shallower well. Scaling, in
general, tends to increase latchup susceptibility [41].

BiCMOS technology is generally considered more resistant to latchup than CMOS [31].
This seems counter-intuitive considering the fact that there are several latchup modes which
arise exclusively in BICMOS technologies. These situations are due to the well structures
and the presence of high quality bipolar devices. The fact that BICMOS is latchup hard
despite these facts can be attributed to advanced fabncation process design.

Figure 3.9: Lumped Element Model For Latchup
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The presence of an indigenous NPN device (the "Bi" in most "BiCMOS" processes) can
create conditions which are favourable for latchup. If the ccllector of this device debiases
at high current, and saturates, the collector—base junction becomes forward biased and
large numbers of carriers are injected directly into the well. This provides a source of base
current which could easily tumn on a parasitic vertical PNP device. In a modern process,



the presence of @ buried n+ layer would cause virtually il of the injected minority carriers
to recombine before reaching the p substrate collecior, thus eliminating the possibility of

vertical PNP devices triggering latchup.

Figure 3.1C portrays a situation which could occur in modern BiCMOS processes. Notice
the large. highiv doped extrinsic base contact. the decp n+ collector contact. and the
presence of two buried lavers. The figure illusirates a structure which could bring about
lutchup. Both bipolar ransistors involved are parasitic, and both are lateral devices. If. in
the course of circuit operation, V,, is applied to the base of the indigenous NPN transistor
and it saturates, injecting minority carriers into the n well, latchup could be triggered. In
BiCMOS logic circuits, BJT saturation is a common occurrence. and this source of carners
is not normally present in a CMOS technology.

Figure 3.10: Latchup in an Advanced BiCMOS Technology
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BiCMOS offers the possibility of merged bipolar and CMOS devices [58]. [31]. [59].
These merged devices provide reduced area due to well and contact sharing, as well as
increased performance through a marked reduction of parasitic capacitances.” Figure 3.11
illusirates where these devices might be used in an inverter circuit design [58].
Unfortunately. these structures are also much more susceptible to latchup due to device
proximity and lack of isolation {60]. Figure 3.12 illustrates conceptually the structure of
one of these BiPMOS devices. The latchup action takes place between the indigenous high
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quality NPN and the parasitic lateral PNP formed under the PMOS transistor. This latter
device is also of fairly high guality due to the fact that the short gate lengths of modem
technologies effectively provides a thin parasitic base region.
Residence in the same well of both devices provides
extremely close proximity. and thus carriers injected by Figure 3.11:  Merged
one structure have a short distance to travel before they Devices in a BICMOS
can influence the other. When the PMOS transistor Buffer

turns on. the p base of the NPN is pulled high. base
current is sourced to the bipolar, and collector current
begins 10 flow. Some of this current may flow in
through the well contact. and thus the source—well
junction. or the parasitic emitter—base junction. may
become forward biased. urning on the lateral PNP.
Once this occurs, it sources current to the base of the
NPN. thus increasing the collector current drive.
Under this condition. the circuit is latched. and even if
the PMOS transistor is shut off, the NPN continues to
conduct. When a low value is applied. the PMOS
transistor is turned off. the lower BJT in Figure 3.11
is turned on. and the power rails are effectively

shorted. Careful layout of this structure can go far in

avoiding lawchup in this circumstance. By sourcing
current to the PMOS transistor via the collector
electrode. which effectively restricts current flow to a specific path within the well, it has
been shown that latchup can be avoided [53].

Other well structures which are prevalent in BICMOS technologies are shown in Figure
3.13. The first and second have buried n+ layers under the p well. and both wells
respectively. while the third has self aligned buried n+ and p+ layers. The first two
structures are common in technologies which must implement ECL or low voltage TTL
circuits, while the latter is representative of more mainstream high performance processes.
It has been shown that isolated p well structures such as the first two in the figure arc much
more susceptible to latchup [15). This is due to the fact that these structures tend to
increase parasitic device gain and increase bulk resistances (base shunting resistance) duc to
an effectively thinner well- The depletion region extends much further into the light to
moderately doped well than into the heavily doped buried laxver. thus decreasing the actual



active well depth. The third structure iflustrated has excellent latchup hardness. The buried
layers here are of the same doping type as the wells. thus they considerably reduce the
well/bulk resistance. as well as the parasitic transistor gain by forcing recombination of

minority curriers before they can induce activity in a parasitic device.
Figure 3.12: Structure Of Merged Device and Associated Latchup Paths
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Latchup requires that three conditions be fulfilled: (1) sufficient voltage must be sustained
across the emitter—base junctions of both of the parasitic bipolar transistors. (i1) the loop
gain of the parasitic device structure must be greater than unity in order to achieve
regeneration. (i) the bias supply must be capable of sourcing current sufficient to sustain
the latchup state. The first point can be addressed by reducing the parasitic resistances of
concern. while the second point can be treated by reduction of the individual B values for
the respective parasitic devices. The last point depends on the circuit design. layout. and
technology. Thus. addressing any of these three areas individually will decrease overall
susceptibility to latchup.

Several structures. called guard rings. are useful in latchup prevention. Majority carrier
guard rings reduce bulk resistance and capture majority carriers before they reach parasitic
devices. They consist of rings of n+ diffusion around the interior of n wells, and rings of
p+ diffusion around the interior of p wells. In an n well—p substrate technology. they
would be manifested by a ring of n+ around the inside of the n wells. and a ring of p+
around the exterior of the n well, separated by a small distance. The n+ ring is connected



to V,,. while the p+ ring is connected to V. accomplishing two things. They reduce the
effective bulk resistance by providing a high area. low resistance contact to the well and the
substrate. and thus reduce potential variations over the bulk. Also. they provide a sink for
excess majority carriers. thus reducing the 8 of the parasitic transistors. Minority carrier
guard rings. on the other hand. consist of rings of n+ diffusion in p wells or rings =i p+
diffusion in n wells which are connected to V,,, and Vi respectively. These rings. with
their associated reverse biased junctions. serve to collect minority carniers before they can
reach a parasitic device. thus reducing the effective gains of those devices. Guard rings
have been shown to be less effective in preventing latchup initiated by vertical devices. as
oppose to lateral parasitic transistors [61}.

Figure 3.13: Well Structures In Advanced BiCMOS Processes
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This is due to the fact that lateral devices are activated by surface currents, while vertical
device currerts tend to occur deeper in the substrate. Other measures to prevent laichup
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include design rules which mandate regular substrate and well contact spacing! to maintain
uniform bulk potential. as well as split or butted contacts which assist in achieving the same
goul. Other. more exotic methods of latchup prevention include the reduction of minority
carrier lifetirac in the substrate by neutron irradiation or gold doping. This effectively
lowers the B of the parasitic devices.

Rzcently. an interesting approach to latchup prevention was reported [62] which addresses
point (iii) in the above discussion. It utilizes floating wells. and deep p+ diffusions.
Essentially. the well is not hard wired to power or ground and 15 allowed to float. This
allows the well potential to follow the transient. thus avoiding the activation of the parasitic
vertical bipolar. Even if the bipolar is turned on. it will only have 2 brief. and limited
supply of base current. This technique is aimed at a specific CMOS/DMOS? technology.
and is not broadly applicable.

Although the methods of latchup prevention implemented by physical layout design are
very effective. the reason BiICMOS is highly resistant to latchup lies fundamentally in the
process design. Tradeoffs are made to provide laichup resistance. A higher well doping
may not be optimal for PMOS performance. but may be necessary to reduce well
resistance.  Buried layers can cause autodoping complications in well profiles. but are
probably the single most effective latchup prevention feature with which a process can be
cquipped. Thus careful process design has produced BiCMOS technologies which are
more latchup resistant than standard CMOS technologies. despite a number of factors
which secin counter-intuitive.

3.6 Summary

This chapter has discussed many issues dealing with device scaling. second order effects in
scaled devices. process factors used to control these effects. BICMOS process tradeoffs.
and lmichup. Five different methods of scaling were mentioned. Three were associated
with MOS devices and two pertained to bipolar devices. Many second cider effects which
are of concemn in scaled BICMOS technologies were discussed. Both types of devices are
present, thus both types were considered. Some of the MOS issues discussed included
channel length modulation. threshold voltage shift, subthreshold current. velocity

IScc BATMOS design rules: numbers 32.0-32.2 [22)

2_DMOS stands for Double-diffused MOS, a structure commonly used to implement power transistors with
high breakdown voliages,
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saturation. mobility degradation. the effect of very thin gate onide. source and drain
resistance, drain induced barrier lowering. and hot carrier effects. Bipolar device wsues
discussed included extrinsic and intrinsic device concerns, the Webster effect. the Kirk
effect. the Early effect. punchthrough. reachthrough. breakdown voliages, polysilicon
emitters and parasitic resistances. Tradeoffs which must be made in a BiCMOS provess w
render both types of devices were mentioned. and finally, a treatment of latchup and its
prevention in CMOS and BiICMOS was given.

7.



Chapter 4

HIGH PERFORMANCE
ARITHMETIC CELLS

4.1 Introduction

Modern microprocessors are increasing in complexity every year, driven by a demand for
higher and higher levels of performance. Scientific software applications demand very fast
arithmetic operations since much of the run time is spent solving equations numerically.
These types of computations invariably involve a large number of additions and
multiplications, and thus architectures have been introduced to speed up these operations.
Multiplication takes much longer to execute than addition. which is intuitively correct since
the multiplication operation is simply a series of many additions. To address this issue,
more and more general purpose processors are including hardware multipliers in their
architectures [63]. [24). {5]. [64]. Historically this was implemented on a separate chip
called a math co-processor, which was controlled by the main CPU. In recent years. the
trend has been more towards including the multiplier on the same die. This is a practice
which has been common in the design of spe~ial purpose digital signal processors [65] for
many years!. Interest in the design of hardware multipliers and adders has increased
greatly in recent years.

This chapter will give a survey of various types of multipliers and adders. and describe
several high performance macrocells which were implemented in a .8p BiCMOS
technology.=These cells were rendered as macrocells. and were designed in partial
fulfillment of the CMC/Micronet contract. The two main goals of the contract work were to
provide high level VLSI primitives for integrated system design. and to test and verify the
viability of the BICMOS Edge™ design environment. The final implementation of these

! The term special purposc processor is used loosely, since virtually all commercial DSP processors are
still exsentially general purpose processors with some hardware added to speed up certain operations.



designs within the Edge™ design frumework demonstrates that a non-trivial real world
design process can be carried out within this environment. Finaily. a chip will be described
which was submitted for fabrication.

4.2 Multipliers

Multiplication consists of two main steps. termed partial product (PP) formation and PP
accumulation. The multiplication process between two binary numbers is illustrated in
Figure 4.1. PP formation. in the case of binary numbers. consists of a simple logical AND
of the multiplier! digits and the multiplicand. Each successive row. comprising a unique
summand. is shifted to the left so that each column of digits has the saine binary weight, as
indicated in the diagram. The majority of time in the multiplication process is occupied by
the summation of these partial products. Many different schemes have been developed to
stream:line this portion of the algorithm. including sequential and parailel methods.

Figure 4.1: The multiplication process
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Sequential. or shift—add multipliers perform the multiplication operation with & minimum
of hardware. however, performance suffers as a result. For two n bit operands. n partial
products are generated and accumulated sequentially, one PP per clock cycle. The
multiplier bits are processed. one per clock cycle. by performing a logical AND with the

I Henceforth, the word "multiplicr” in underlined text will refer to the first operand in the multiplication
operation. while the word "multiplier” in normal text will refer 1o the architecture and/or hardware which
performs the operation.
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multiplicand. thus producing a new partial product. The result is accumulated in a register
twice as wide as the operands. The accumulated result is shifted once. the next multiplier
digit is shifted in. and the process is started again. This method is very slow compared to
other methods. but it is hardware efficient. Several techniques have been developed to
speed up the architecture [66). and more recently [67]. They essentially annex a second
adder onto the architecture which performs a fast addition in the latter ¢lock cycles to
improve overall performance. Although this provides significant increase in speed. it still
falls short of the performance of parallel architectures.

Figure 4.2: Simple Array Multiplier
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Paraliel multipliers evolved out of a nced for faster computations. Partial products are
summed in parallel. thus offering a significant speed increase. Consider the array pictured
in Figure 4.2, which performs the multiplication of two six bit operands. It consists of 5
rows of full adders (FAs). each row f rming a ripple carry adder. This array performs
accumulation of the partial products which originate from the PP formation circuitry.
typically called the AND plane. The critical path of this circuit is dominated by the carry
propagation delay along each row of adders. A great improvement can be made by
connecting the adders in a carry- —save fashion, as illustrated in Figure 4.3. In this style of
connection. each row of carry—save adders (C§As) sums up one additional partial



product. but carries are fed into following stages instead of into the next adder in the same
stage.

Figure 4.3: CSA Array Multiplier
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This architecture has been implemented in [68]. Since the accumulated PPs are kept in
carry—save form. embodied by a separate sum and carry vector, there is no carry
propagation in the traditional sense. Note that a ripple carry adder is necessary to absorb
the sums and carries in the final stage. Recently an interesting method of reducing this
delay overhead has been proposed [69], where the delay associated with the conversion
from carry—save form is overlapped with the delay associated with carry—save vector
formation. The critical path of the multiplier in Figure 4.3 lics along the right and bottom
edge. equating to a delay of 2(n—1) CSA delays'. Multiplicrs which are comprised of
many identical cells and have a very regular structure and connectivity are sometimes called
array multipliers. however, the term is not well defined in the literature. These types of
multipliers have been very popular for VLSI implementations duc to their regularity in both
layout and interconnection. They offer a significant performance improvement over shift—
add styles. but their disadvantages include a delay and component count which are lincarly

! Mistakes are noted in [70] and [71] which report the delay of this array as 2n-1.



dependent on operund length, This becomes a problem when implementing multipliers for

lurge operand sizes.

Mauny improvements have been made to the basic linear parallel array described above.
Nakamura {71] has proposed several iterative array architectures. including a radix 4
multiplicr, 4 (6.3.4) counter multiplier, and a S-counter multiplier. The first one decreases
the number of cells needed in the CSA array by performing the PP accumulation within a
higher radix number system. If we express the radix as 2'. incrementing r by 1 reduces
the number of adders required by 4. while the delay is reduced by !4 . This is based on
the assumption that the delay is the same for a full adder regardless of the radix. which is
not a realistic assumption. The hardware complexity of higher radix adders becomes
prohibitive as the radix is increased. The other iterative architectures use elements called
counters and compressors.

Counters are circuils whose outputs represent the weighted binary number of values equal
to a logical one on the input. In other words. they count the number of ones in the input
vector. In general a (c.d) counter has ¢ inputs of the same weight and produces d weighted
outputs. obeying the following constraint:

M oize 4.1)

Equivalently. the maximum number representable with the output bits must be at least as
large as the number of inputs to the counter. A full adder is sometimes called a (3:2)
counter. Multi-input counters are also possible, as demonstrated in [72]. and they can have
inputs of different weights. A (c;_;.c;_s.....c,.d) counter has z:;c,. inputs and d outputs.
The input bit groups, with in; representing input j of group i. have a weight of 2'. and the

counter output is described by:

d=to, =}

v= Z in,2'

im0l j=0 (4_2)

Because 4 is the number of output bits, the following inequality should hold:

212y 2 (4.3)



If the constraint for counters given in equation 4.1 is vielated. the resulting circun 1s
sometimes called a compressor. For example. (4:2) compressors. or (+:2) adders as they
are sometimes called. have been effectively used in several muluplier realizations 73],
[74]. [75]). They are so named because of the manner in which they "compress” 4 equaily
weighted input bits into two weighted output bits. This is not strictly true, since
technically. a (4:2) compressor has five inputs, consisi.g of four equally weighted bits and
an input carry. Even though [76] reports (4:2) compressors to actually be (5.3) counters.
this is incorrect. since the output carry, and intermediate output carry are of the same
weight. Figure 4.4 illustrates a (4:2) compressor constructed trom full adders. or (3.2)
counters. Notice that the carry cannot propagate for more than two compressors due to the
two stage structure, and hence long carry propagate chains are avoided. Higher level
counters and compressors are possible, with a (7:3) compressor possessing two input and
two output intermediate carries. and a (7.3) counter possessing 7 identically weighted
inputs and 3 weighted outputs. Both of these structures have been used in multiplier
implementations [76]. [77). There is. unfortunately. no standardized terminology which is
universally accepted in the literature for these different processing elements; however. a
rule of thumb is that compressors possess intermediate carries and counters do not.

Figure 4.4: A (4:2) Compressor
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The (6.3.4) counter iterative array architecture [70] achicves its speed increase over the
conventional CSA array duc to multi-dircction sum and carry propagation. and the use of
complex counters. The latier serve to absorb the various sums and carries along the
bottom-left—top-right dizgonal of the square array yielding a delay of n cells. assuming a
counter has the same delay as an FA. If this assumption is not true! then the worst case
delay would be (n-1) complex counter delays. plus one FA delay. This architecture suffers
from irregularity along the diagonal which effectively eliminates the possibility of its layout

in a single regular structure.

Figure 4.5: Square Partial Product Array

Same weight
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The S-counter multiplier [70]. [71] has a regular structure, and its architecture will be
claborated upon. Suppose the partial product array shown in Figure 4.1 were rearranged
into a square matrix by "pushing” the top right and bottom left corners in opposite
directions. This would mean that partial product bits possessing the same weight would lie
on diagenals, as indicated in Figure 4.5. Now if the array were folded over on itself. with
the botiom-left—top-right diagonal serving as the "folding crease". the resulting
arrangement would be as shown in Figure 4.6. The diagonal weights have been preserved.
and pairs of partial products having identical weights have been formed. Itis this array
which is the inspiration for the 5-counter multiplier. Figure 4.7 shows the inierconnection
for this architecture. Note that the triangular array of PPs has been flipped vertically. and
rotated right by 90°. PPs are applied pairwise to the inputs of the (5.3) counters. and they
are accumulated within the array except for counters on the diagonal edge. which only

! 1t is realized that this is probably the case.
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receive one PP, As can be seen from the figure. counters along any diagonal receive the
least significant bit from the output of the counter diagonally above it, as well as the higher
order bits from one and two diagonals below. This is in accordance with the binary weight
distribution within the triangular array. The structure has super carries along the top edge
which seem to skip a level of counters. This is necessary to feed the carries to counters
with appropriately weighted inputs. There is irregularity along the diagonal edge of this
structure. and there is only one partial product input to the (3.3) counters lyving on this
edge. As well. carries must be accumulated with a special adder which adds two bits of the
same weight and two bits of !4 weight. The adder output is expressed as:

SUM: ol =w@x @ (1) (4.9)

CARRY: owr2 = wx +wyz+ X3z )
The necessity for such an operation can be
explained as follows. Outputs of the

Figure 3.6: Folded Partial Product
inultiplier formed by the XOR gates

i ] _ Array
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weighted bit from the counter which is one

diagonal to the left. These two inputs are
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of the same weight. and they are summed 72
without carry generation by the XOR gate.

Carry generation is effectively performed in =~ a3be
the next diagonal of higher weight by the
modified adder. A logical AND is  agby
performed on the two digits. as shown in apbs agbs
equation set 4.4, anc the result is added to 357 45b6 Same Weight

the other bits. This has the effect of adding e ughg

in the lower order carry. This is the basis "7 ==
fer claiming that two of the inputs to the b

adder have » weight. If we treat the (5.3) counter delay and the modified adder delay as
being equal. the overall multiplier delay is (n+1) cell delays. Thus, as stated previously.
the (5.3) counter multiplier has a linear delay dependence on operand length. A 32 bit
version of this architecture has been implemented in CMOS [71].



The advantage of most linear paraliel multipliers lies in their regularity. but with large
operands the delay can become unacceptable. Consider that 1IEEE Standard 754 double
precision floating point numbers possess a 32 bit mantissa.  Thus, although these
multipliers offer very regular structures, they are not suited for many of today's high
precision processors.

Figure 4.7: {5.3) Counter Architecturc

Multiplication delay can be minimized by reducing the number of serics adds required 1o
accumulate the partial products. Some well known methods for achieving this include the
recoding of multiplier digits. and the use of tree structures. The recoding method attempts
to maximize the number of zeroes in a number. A zero digit in the multiplier operand
results in a shift of the accumulated PP. with no accumulation necessary. It is thus
desirable to have as many zeroes as possible to reduce the computationa) load. This idea



was proposed by Booth [78]. Consider 2 multiplier possessing a field of m consccutive
ones. which can be represented as [00---0(11---11)0---]. This number would require the
sencration und accumulation of at least m partial products: however. it can alternatively be

expressed as the difference of two numbers:
[OO---O(lI---I])0---]=[00---1(00---00)0-~-]—[00---0(00---01)0---] (4.5)

If we use signed digit notation!. the above number can be writlen as [OO---!(OO---OT)O---].
Instead of generating m partial products. we need only generate two numbers. i.e. the
terms on the right side of equation 4.5. If there are eight consecutive ones in a multiplier.
then m=38. and we need only generate two numbers. One of these numbers will be in two's
complement form. and their summation yields the same result as that of the summation of
all eight PPs.

Booth encoding in its simplest implementation examines successive groups of two bits at a
time to determine the start and end of a string of ones. Disadvantages to this scheme
include a variable number of required additions between successive shift operations. as
well as an inefficiency in dealing with isolated ones and zeroes in the number 10 be
recoded. The radix 4 modified Booth encoding algerithm is a very popular derivative of
the above procedure [$0]. It produces % partial products from an n X n bit multiplication
by examining three bits at a time. Other more complicated modifications to the above
algorithm have becn used. and a fairly recent work unifies the theory behind higher radix
modifications [81]. Radix 4 modified Booth encoding is by far the most popular recoding
algorithm, and it has been successfully used in many multiplier implementations [73]. [82].
{74). I83]. [75].

As was mentioned before. tree structures are also used to reduce the number of series adds
required to accumulate the partial products. Wallace [84] proposed the use of what he

'Signed digit number systems utilize digit sets containing both positive and negative members. A signed
-1

digit (SDy number N =(1n, 1. e 7,)  With 7, €{.0.~1}and N = z n;2' . is expressed in weighted
im0

form, with digits bearing a bar indicating a negative value. For example. 1001 would be equal to

Ax2'+0x 2 +0x2 +(-1)x2° =2 1= 7. Converting from such a number. to binary is simply a

matier of separating the negative and positive components ¢.2. [lOOT]w =[1000 - 0001}.. In atwo's

complement system, this would involve the addition of the first binary number to the two's complement of

the second term.  For further information, see (791,



termed pseudoadders in a tree structure to achieve logarithmic PP accumulation delay.
neglecting the delay of the final carry propagating adder which s always necessary. His
pseudoadders are now called multi-bit carry—save adders (MCSA0. In his proposed
algortthm. the rows of » bit partial products are grouped into threes and applicd 1o the
inputs of MCSAs. The logarithmic delay s a marked improvement over the linear delay of
the other type of parallel muitiplier. and is a direct result of the tree structured approach.
The MCSAs essentially accept three numibers (partial products) as inpats, and produce two
numbers as outputs. Thus. each stage of MCSAxs reduces the number of partial products
by 4. Inan nxn bit multiplication where n rows of PPs are gencerated. and cach stage of
the K stage Wallace tree reduces the number of partial products as stated. we would expect
the following expression to hold:

~ K
n(%) =2 (4.6)

>

If this is the case. then we can perform the following manipulations:

Thus. the number of stages, K. is logarithmically dependent on the operand length. Since
the delay is proportional to the number of stages that the PPs must progress through to be
reduced into two vectors which can be summed. the delay is also logarithmic. The above
discussion is the basis for the logarithmic delay often quoted for tree based multipliers.
One problem exists in this analysis. however, which involves the number of PP rows per
stage. Eaquation 4.6 assumes that n rows can be reduced to 2 rows by K successive
multiplications by 3. This is not strictly true. since there can only be an integer number of

partial products. This is taken into account, if we express the number of PP rows in cach
stage of the multiplier as p,. where i is the stage number, starting from the final stage,

VA distinction must be made here. In much of the Eterature today. the term carry—save adder (CSA) is
used to describe a simple full adder connected in carry—save fashion. In the paper by Wallace, pseudoadders
are referred to. which are multi-bit CSAs. These structures perform the carry—save summation of three n
bit operands. This notion of a CSA will be referred to as a multi-bit CSA (MCSA) 1o avoid confusion,



culled stage 0. and progressing upwards through the tree. Thus the corrected interpretation

18

p.=2
, (4.7)
pJ 1 = Lx.pl !
where | x | is the floor function’. and the recursion rule yields the series {2. 3. 4.6.9. 13.

19. 28. ...}. It was recognized by Dadda [35] that the number of full adders. or (3.2)
counters as he refers 1o them. required to perform the PP accumulation could be minimized
if PP row reduction proceeded according to the above series. This effectively exploits the
ecometry of the partial product array resulting from the multiplication operation.

Figure 4.8 shows arrangements for several types of multiplier architectures which
illustrates the algorithm by which the partial products are accumulated. The figure is for an
8 x$ bit nuultiplication. and only the carry—save portion of the accumulation is illustrated.
Multipliers of the following types are shown: (a) a standard Wallace tree. (b) Dadda's
proposed architecture. and (c) a simple CSA array multiplier. The dots represent binary
digits. and the upper paralielogram shaped arrangement of dots in each scheme represents
the original FP array. with columns of bits sharing the same weights. Since full adders.
and half adders are being used in all the cases pictured, the successive accumulation of
partial products is indicated in the diagram as follows. Three bits from the same column
(same weight) which are fed into a full adder will produce a sum bit and a carry bit. with
the former remaining in the same column, and the latter being issued into the column to the
immediate left with a correspondingly higher weight. This relationship is indicated in the
diagram by a solid diagonal line segment connecting two dots. The dots represent the two
output bits from a half adder if the line segment is dotted. This figure illustrates some key
features of the different multiplier types.

In the Wallace tree, bits are grouped into threes in each stage and applied to the inputs of
MCSAs. This grouping is indicated by the brackets in the diagram. The Wallace scheme
uses 51 adders (36 fu'l adders and 15 half adders) to reduce the PPs to a carry and sum
vector in four stages. which corresponds to a delay of 4 full adders. The Dadda scheme
uses the same number of stages and thus achieves the same delay. with only 42 adders (36
tull adders and 15 half adders).

! The floor function | x | yields the integral portion of x.

o
n
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Figure 4.8: Comparison of Several Multiplication Algorithms

(@) ceeneaen }

- % s o8 e
* ® S & & B
-« ® & & & 8"

LTy
LA \
LI

LA

¥
IV Y

> & & & @

CSEEST T

®) .ot

= e o9 LR EEREERE N
.../‘/A‘......ﬁ
s s s e sr
cessdacene

* * 9 " 0 @

PSS
LN

D LLLLLLe4e

LI B A IR

S

)

LN O R
LI A 2 B
" s * 0 0 " s e
- = o " b o &

ST

- & & 5 & & & & 8 &

NN

- ® * % ® & & 5 =
- & & & & & &
- e " e ®

TN

- % & & & = 5 &
- & % ® & &

- & & & &

NS

ST

. 5 8 & * &8

T

The CSA array adder uses 49 adders (42 full adders and 7 half adders) in 7 stages to
accumulate the products, thus having an inferior delay to the other two schemes. Both the
‘Wallace tree and the Dadda scheme achieve high speed by reducing the number of required
series adds t0 a minimum. In the Dadda scheme, this is accomplished by distributing
adders based on which columns of equal weight bits need to be reduced in order to yicld a
specific number of rows per stage. Because of this column—oriented algorithm, these



tvpes of multipliers are called column compression multipliers. All multipliers of this tvpe
require a final carry propagating fast adder which usually employs some form of
accelerated carry generation. The structure of the Dadda multiplier has the added feature of
overlapping fast adder delay with higher order sum/carry vector generation. since the lower

order bits progress through fewer stages.

Dadda also proposed the use of higher order counters in column compression multipliers 10
reduce the number of stages required [85]. For example. if we assume that (7.3) counters
are available, the number of partial products are no longer reduced by 3 as in the case for
(3.2) counters., but by %. The final sum and carry vector will still be produced from 3
rows of partial products. but these three rows can result from the compression of 7 rows.
The 7 rows progress from 15 rows. and we can generate a series in a similar way as for the
Dadda multiplier, consisting of the set: {2. 3. 7. 15, 35, 79....}. Thus. a 54x54 bit
multiplication PP array will be reduced in 5 stages if (7.3) counters are available. where it
would take 8 stages if only full and half adders were available. The tradeoff is that (7.3)
counters are much more complex than (3.2) counters, and will generally have greater delay.

Implementation of high order counters has been studied in [86]. As well. Wang [87]
claims that more complex cells bring with them a correspondingly larger area. which means
that cross cell and cross stage connections will be longer and the associated parasitics will
be larger. Multiplier designs using (7.3) counters and compressors have been presented in
[76). where it was reported that the multipliers performed similarly. yet the (7.3) counter
based architecture was easier to layout due to less interconnection. A notable examgle is in
the IBM RS/6000 Floating Point Unit design [83). [77]). where the (7.3) counter was
chosen due 1o the reduction of interconnection requirements associated with it. Stenzel
suggested the use of multi-input counters which accept input from several columns, and
they were adapted to the Dadda scheme {72]. Implementation of these counters with
combinational logic results in circuits which suffer from carry propagation delay. Many
multipliers have been designed based on (4:2) compressors. Santoro [75] used the (4:2)
compressor pictured in Figure 4.4 to implement a2 multiplier which was based partially on a
Wallace tree. while Nagamatsu [74] used the same compressor in a2 pure Wallace tree
design. A recent work [88] argues that the use of (4:2) compressors actually renders
modified Booth encoding [80] obsolete since an equivalent reduction is accomplished with
less hardware and in less time.



Tree (column compression) multipliers tend to be difficult to physically realize due 1o their
irregularity in structure and interconnection. The number of adders in each stage varies,
and there are cross stage connections. as well as long interstage connections. This makes
their physical realization difficult. Despite this. Wallace trees have been the basis for many
multiplier implementations [73]. [82]. [74]. {83]. [75]. [89]. and the Dadda architecture
has also been successfully implemented [90]. [91]. Indeed. lavout is rot nearly as serious
a problem today as it was in the past due to the advanced computer aided design (CAID)
tools now available. however. connection specific capacitive loading will still be a prime
mover behind the development of regular structures which maintain the superior delay
characteristics of the above multipliers.

4.3 Macrocells

The work involved with the macrocells 10 be described was in partial completion of a
contract to develop a viable Cadence Edge™ design environment. The two main goals of
this contract work were to provide high level VLSI design primitives for high performance
arithmetic systems. as well as to test and verify the BICMOS Edge design environment. To
attain these goals, several macrocells were realized using fast architectures. The rinal
implementation of these designs within the Edge design framework demonstrates that a
non-trivial real world design process can be carried out within this environment. In total,
six different macrocells were implemented.

4.3.1 Two Bit Full Adder Multiplier

A new paralle] :nultiplier with linear delay has been proposed by Wang [92]. and the
structure is shown in Figure 4.9. It is similar to the S counter multiplicr [70] discussed
earlier, but uses two bit full adders as a basic cell. The behaviour of such an adder is
described by the following equation:

X+y+2+2(p+p.)=4c,+25, +5, (4.8)

where X. y. and z are inputs of equal weight, and p] and p2 are inputs with twice the
weight. In other words. this adder will accept a pair of two bit binary numbers and an
input carry, and sum them up. As shown in the figure, partial products are applied to the
p1 and p2 inputs of the two bit full adders. Inputs applied along the left edge of the array
are also partial products. however, they are of a weight lower than the PPs shown inside



the associated adders. This can be verified by consulting the tiangular array in Figure 4.6,
and using the diagonal weighting concept mentioned earlier. Inputs positioned in different
diagonals possess different weights. Recall that in Nakamura's structure. only 2 of the 3
possible inputs to the (5.3) counters along this edge were used. while in Wang's structure.

4 of the 5 possible inputs of the adders are used.
Figure 4.9: Wang's Linear Parallel Multiplier Architecture
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Three different versions of this architecture were created as BATMOS macrocells. Two
different structures for the two bit full adder were used in two separate multiplier designs.
One realized the adder directly with logic gates [93]. while in the second implementation.
full adder standard tcells were used to construct the two bit adder [93). Designs were
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accomplished with 100% CMOS. and also with BICMOS teells! and standard cells<. The
Edge™ Place and Route tool was used for layout creation. although u significant amount of
post processing was required®. A heuristic method of distributing BiCMOS gates was
used in the BICMOS macrocells, where an attempt was made to place cells containing
bipolar driver transistors at nodes within the circuit which were most heavily loaded. The
layout for the BICMOS implementation of the architecture using simple gates is shown in
Figure 4.10. It contains 624 standard cells. and has a size of 1705 pum x 1469 . Further
details of this cell. and of the other linear parallel multiplier macrocells are provided in
Appendix B and Appendix C.

Figure 4.10: Layout of Wang's Linear Parallel Multiplier
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4.3.2 Column Compression Multiplier
The column compression architecture proposed by Wang [87] was implemented as a
macrocell. This architecture is pictured in Figure 4.114 where Wang's notation has been

1 In BATMOS technology. tcells comprise a special standard cell library supplied by Northern Telecom.
2 Some standard cell designs were supplied by other parties involved with the contract.

3 See Appendix A.

4 This figure was taken from [87].



used to indicate partial products i.c. 2 PP termed 34 corresponds to a3b4 in the nctation

used earlier.
Figure 4.11: Wang's Column Compression Multiplier Architecture
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Wang introduces an area efficiency metric which gives an indication of the regularity of the
multiplier layout. An 8 bit Dadda multiplier (see figure in {90]') implemented using full
and half adders is quoted as having an area efficiency of 75%. This is due to the irregular
distribution of adders within the various multiplier stages which produce uneven row
lengths and thus. cause the physical layout of the architecture to possess an irregular
footprint. Interconnect parasitics are increased if the Dadda multiplier is laid out
rectangularly due to the longer wires necessary to connect adders which have been
displaced from their respective rows. Wang uses a heuristic method of redistributing the
adders within the various stages to achieve maximum local connectivity. as well as a much
more rectangular footprint than the traditional Dadda multiplier. The architecture pictured

! There are several errors in this figure, however the overall structure is correct.
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has the added advantage of possessing a shorter fast adder than the traditional 2n-2 bit
adder in the conventional Dadda scheme

Figure 4.12: Layout of Wang's Column Compression Multiplier
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BATMOS was used in the realization of two different macrocell versions of this
architecture. Designs were accomplished in 100% CMOS. and also in BiCMOS. A
heuristic method of distributing BiCMOS gates was used in the BICMOS macrocells, as
was explained previously. Physical representation generation was accomplished in a
similar manner as for the previous multiplier. The layout for the BiICMOS implementation
of this architecture is shown in Figure 4.12. It contains 265 standard cells, and has a sizc
of 1182 um %1043 wm. Further details of this cell. and of the other column compression
multiplier macrocell are provided in Appendix B and Appendix C.

4.3.3 High Performance Adder -

The conventional methed of adding binary numbers suffers from long delay due to carry
propagation. Consider the addition of two n bit numbers of the form a,_,.a,_,.....dq,



where the carry into bit position i is ¢, . and the carry out of bit position 7 is ¢,_,. We can

obtain the sum s_.5,_,.....5, by using the following algonthm:
¢,=0
cnl = arb: + atcl + baCJ
(4.9)
5,=a4,@hOc
5, =c,

Unfortunately, this scheme is sequential in 2 sense. since the lower bit positions must be
added before the higher ones are processed. This results in a reduction of performance due
to a ripple carry effect. There have been many methods developed to speed up the addition

process [79]. with the carry look-ahead technique being one of the more popular. This
algorithm involves the definition of a carry generate, g,. and a carry propagate. p,. term

for cach bit position in the operands. If g; is logically evaluated as true. then a carry will
be generated from the respective bit position, while if p, is true, tae value of the carry into
the bit position will be propagated through. Both variables cannot be considered true
simultancously. The algorithm is expressed below:

c,=0

g =apb,

p"=a‘®b‘ (4.10)
=8 +(pc)

s, =a,@b,Sc

‘\n=cu

Due 1o the parailel formation of generate and propagate terms. the speed of the addition
process is greatly increased. This method is implementation limited due to fanin
considerations. The generation of the ¢, term requires a large number of gate inputs for
large i. The solution usually employed is the division of the operands into blocks of bits.
and the formation of generate and propagate terms for the respective blocks. Thus. the
blocks of bits arc treated in the same way as the bit positions were treated previously. This
unfortunately renders irregular layout structures.

Brent and Kung suggest an architecture for a fast adder which they ¢laim has a very regular
lavout [94]. To accomplish this they reformulate the carry chain algorithm by defining an
operator. denoted by o. which behaves as:



{a.byolc.d)Y={a+(bc). bd) 410

A proof of the associative property of this operator is given in [94]. and the algorithm tor

carTy generation using it is summarized below!:

¢, =0
g =ab,
p,=a @b,

(g,-p.) if =0
(G""I:,"")={(g,.£)°(G,-P,-) ,j: 1€i<n—-1 1)
¢, =G fori=0...(n=-1)

5, =p @c,
s, =¢,

A proof for the equality ¢, =G, is given in [94]. Since the algorithm is associative, a tree
type algorithm can be used to compute the recursive segment, and therefore a logarithmic
delay will result. Figure 4.13 illustrates the tree based carry computation section of the
algorithm?, implemented with an array of simple processing clements which renders o
regular layout. There are two types of processing elements. one which performs the o
operation, and one which simply transmits its inputs to its outputs. The generatc and

propagate terms are formed in parallel. and applied to the lower edge of the array. The
(g,.p,) term directly provides ¢,. This term is combined with (g,.p,) at position 1 in the

diagram to provide ¢,. Carry c, results from the combination of the result from position |
with (g,.p,) at position 2. The term resulting from position 1 is also combined at position
4 with (g,.p;)e(g..p). formed at position 3. to produce c =((g,.p,)e
((g_l. p_,)o((gz. p.)e(g,. p,))). The computation for the rest of the carries progresses
similarly. This tree based approach is only possible due to the associative nature of the o
operation. When the carries are available, all that is necessary is the implementation of the
second last line of the algorithm given in equation (4.12). This is accomplished with a
bank of XOR gates. The overall architecture can be divided into three stages, as shown in
Figure 4.14. The first stage forms the generate and propagate terms, while the second

! Note that indexing is different than in [94] since in the author's opinion, this notation is less confusing,
and more consistent with that in the literature,

2 Mistakes were found in 2 similar diagram given in [94]



stage consists of the tree structure discussed above. and computes the carry values for each
bit position. The finai stage is comprised of a bank of XOR gates which performs the final

summation. and produces the total.
Figure 4.13: Tree Nature of Function Computation
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Brent and Kung argue that their scheme renders a regular layout. as suggested in the Figure
4.13. This may be true at the diagrammatic level. but in actual VLSI implementations. this
is not strictly the case. The dark processor in the diagram is simple to implement with logic
gates, and has comparable complexity to a binary half adder. The light processors are
trivial. and consist of wire interconnects. For this reason, the two different elements will
occupy largely disparate areas in an actual layout. and thus the structure's regularity is
largely contrived.

This adder was implemented as a macrocell with ECL standard cells! in BATMOS. Figure
4.15 shows the circuit designed to implement the dark processor units in Figure 4.13.
Logic design of the macrocell was constrained by the available gates [22], thus limiting
design flexibility. The entire adder cell is composed of 231 standard cells and 1s 2581 um
x2545 pm. The layout is pictured in Figure 4.16, and further details are provided in
Appendix B and Appendix C.

! This macrocell is comprised exclusively of cells provided by other contract participants.
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Figure 4.14: Block Diagram of Adder
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Figure 4.15: Special Bit Processor Circuit

4.4 Additional Discussion of Work Completed

As outlined in the previous section, several architectures were implemented as macrocells in
Northern Telecom's .8 BiICMOS technology. This undertaking was part of & contract
[22] and the macrocells were implemented using the Cadence Edge™ tool set. This work
had a two fold purpose. First. it was desired to provide a high performance library of
macrocells which would be useful in high level arithmetic system design. Second. this
work was intended to provide a stringent conformance test for the Edge™ design
environment by carrying out high and low level design processes within it.

9l



The macrocells were laid out using the Edge™ automatic Place and Route tool. Most of the
standard cells were teells. and they belong to a hybrid standard cell/gate array cell library
supplicd by Bell Northern Rescarch/Northern Telecom. Some modifications were
performed by other contract participants. Other standard cells. including the ECL cells. the
i/o pads. and some of the BICMOS gates. were designed by other contract participants
[22]. It is recognized that architectural advantages of some of the designs. such as
regularity of interconnection and spatial organization. are not fully exploited with the
chosen design methodology: however. due to the dual goals of this work. as well as time
constraints. the manner chosen was warranted.

Figure 4.16: Layout of High Performance Adder

Contract deliverables associated with this work consisted of several types of Edge™
representations for each macrocell. The representation types included layout. abstract.
extracted. lvs, and symbol. Additionally. Verilog™. Veritime™. and Verifault™
descriptions of all macrocells were supplied. along with relevant Cadence Simulation and
Test Language (STL) files. The designs were iterated upon many times due to changes in



the environment initiated by Northern Telecom. and other contract participants. An
example of this involved a process design rule change midway through the contract period
which necessitated a complete physical redesign. Latchup rule #32.2 [22] required the
addition of extra substrate contacts along the top section of all teells. Because of this
revision, all physical representations for the macrocells had to be redone. As well. there
was a large amount of post processing required on the placed and routed layouts. The rule
change required that a manual connection be made to V for every row of standard cells.
One such connection is pictured in Figure 4.17. Also. extrancous pin creation after channel
explosion made extraction impossible. so a SKILL routine was written to remove the pins
autornatically’.

Figure 4.17: The Manual Connection of a Cell Row
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Design Verification took the form of several different types of simulations using Verilog™,
Veritime™, and Verifault™, as well as the usual physical design verification procedures

! See Appendix E.



involving such things as design rule checking. Verilog™ was used 1o check functional
design correctness. Verifault™ was used to observe the fault coverage of the set of test
vectors which were used. while Veritime™ was used to observe the timing properties of
the designs. Since all three of these tools are driven by the Venllog™ hardware description
language, files obtained from the Verilog™ netlister were used for all three of the
simulators. The Cadence Simulation and Test Language (STL) was used to drive the
simulation process. which allowed application and automatic output verification of
thousands of test vectors.

Figure 4.18: Multiplier Chip Submitted for Fabrication
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Although Veritime™ is very useful for estimating clock timing by providing critical path
information. actual clock speeds for these architectures were difficult to predict accurately
based on these simulations due to the fact that accurate tming information was not available
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at the time of the contract. When complete timing information becomes avatlable. the same
netlists and files that were provided with the macrocells can be used to simply regenerate
simulation results.

The work described above wus delivered 1o the contractor!. and in combination with some
other cells [95]. and a report [22]. constituted a very successful contract execution by the
University of Windsor=. As a proof of concept. the BICMOS version of the two bit full
adder multiplier using discrete gates to construct the adder was submitted for fabrication as
a standalone chip. The layout is pictured tn Figure 4.18. and implementation specific
details are given in Appendix F.

4.5 Summary

This chapter has discussed the theoretical basis for several multipliers and adders. Linear
paralle] multipliers. sometimes referred to as array multipliers depending on the structure.
possess a delay which is linearly dependent on operand length. Their regular architecture is
very favourable from a VLSI layout perspective, however delay and size become
prohibitive with larger operands. Column compression multipliers, sometimes looscly
referred to as tree multipliers, achieve a logarithmic delay characteristic with operand
length, but possess very irregular structures. thus making them difficult to physically
realize. Two special architectures were described. One was a linear parailel multiplier
which achieves lower delay than comparable architectures, while the other was a column
compression type, which possesses a higher degree of regularity than the Dadda scheme.
Additionally. a fast adder architecture proposed by Brent and Kung was described.
Contract work which involved the implementation of these architectures as macrocells in
BATMOS. Northemn Telecom's BICMOS technology. was discussed. and certain aspects
of it were elaborated upon. This portion of the thesis work was in partial fulfiliment of a
contract which was successfully executed by the University of Windsor. Additionally, one
of the contract macrocells was submitted for fabrication as a proof of concept chip.

| Micronet.
2 See lenter of thanks (email) in Appendix D.



Chapter 5

CLOCKING
STRATEGIES FOR
PIPELINED
ARITHMETIC
STRUCTURES

5.1 Introduction

When considering pipelined arithmetic structures. the clocking strategy has a profound
impact on the design and implementation of the system. The logic design style is also
intimately linked to the clocking scheme. High performance technologies usually offer
several levels of low resistance interconnect. but as integration levels continue 10 increase
every year. interconnect congestion is an important spatial concemn. Also. as die sizes
increase. global interconnections on average become longer. and clock skew becomes a
major design problem. A pipelined system has different considerations than a general
system due 1o its nearest neighbor connections. as well its spatial organization. Clocking
strategy. and latch configuration can have a major impact on system throughput. Primary
consideration is given here to pipelined structures implemented with dynamic logic.

5.2 Pipeline Clocking and Circuit Techniques

Figure 5.1 illustrates the concept of pipelining. Boxes labeled A and B represent
processing networks which perform a logic function while the dark circles represent
latches. The busses connecting the elements are represented by the solid lines. The system
pictured uses a timing straiegy called nonoverlapping two phase clocking. This technique
was used in NMOS technologies. where the latching elements consisted of simple NMOS
pass transistors with the respective clock signal driving their gates. The analogy to this
method in CMOS is called nonoverlapping pseudo two phase clocking. In this technique,
¢, and ¢. are used. as well as their complements. ¢, and ¢,. The pass transistors are



replaced with transmission gates, which pass both high and low values equally well.
Theoretically. four signals must be routed to the clocked clements. but in practice. two
clock signals are usually distributed. with their complements being provided by local
inversion. This scheme allows the usec of both static and dynamic logic in the processing
blocks. Doubling up the latches. placing a static inverter between them. and applying
alternate clocks to the first and second latch increases throughput if static logic ix used [96].
Two phase clocking schemes are susceptible to 2 phenomenon called clock skew,

Figure 5.1: Pipeline Concept Clock skew can be defined as the difference in

0, 0. oy armival times of a clock signal at ditferent points on
_|.__ - _L_ - ____I.____ — achip. and it can occur between clock phases. or it
may involve only one phase. This concept is
¢, _J |_ different from clock delay. since a clock signal
arriving from two different paths with cqual delay
¢ —l I_ will have zero skew. Clock skew is usually caused

by such things as unequally loaded clock lines and
unequal lengths of clock interconnect. In heavily pipelined systems. local conncctivity is
predominant, and thus the clock skew associated with the long global clock lines may be a
chief performance limiting factor. Clock skew worsens as integration levels (chip sizes)
increase due to longer interconnection paths. and as feature size shrinks, due to a higher
RC constant per unit length of interconnect [27]. Pseudo two phase clocking in CMOS is
therefore. very much effected by clock skew, stace separation of phases must be
maintained to avoid data race. Extra dead time is usually inserted between the clock signals
to compensate for skew, but this is an inefficient solution.

Pseudo single phase clocking has been very popular. and has spurred the development of
many dynamic logic design techniques which are suited for pipelining. The latches used
are either the transmission gate style, mentioned previously. or a clocked inverter style,
which is illustrated in Figure 5.2; it is usually given the acronym C2MOS. Consccutive
latches in a pipeline have the ¢ and ¢ connections reversed. which provides the necessary
latching action for the logic circuitry which is between them.

Several dynamic logic techniques have developed which are useful in pipelined structures.
Domino logic [97] uses a single clock phase as well as a static inverter to eliminate the
internal race condition encountered with basic dynamic logic gates, but has several



limitations. Only non-inverting structures are possible. and charge sharing is a serious

problem with large numbers of series connected gates.

Figure 5.2: Clocked

The former difficulty limits design flexibility. while the
Inverter (C2MOS)

latier problem has been effectively addressed by the use of
sample and hold techniques [98]. [99] which rely on a four
phase clock. Even though [99] claims to have very low
susceptibility to clock skew. the routing resources
necessary for four distinct clock phases make this
technique unattractive for large. pipelined designs. NORA
dynamic logic [100] uses pseudo single phase clocking.
and implements logic with both p and n MOSFETs. This
allows the clock cycle to be utilized more fully due to the
presence of ¢ and $ blocks. and increases logic

functionality within each block due to the presence of p

logic. While one logic block is precharging. the other is
evaluating. This is an attractive method for implementing pipelined structures. and it is
compatible with domino logic. There are, however. several drawbacks including speed
degruadation due 10 the use of lower mobility PMOS devices. and charge sharing. As well,
only an even number of inversions is permitted between successive p and n type blocks.
This latter point limits design flexibility. True single phase clocking (TSPC), first
suggested in [101]. provides an interesting alternative to the above mentioned pipeline
schemes.

5.3 True Single Phase Clocking (TSPC)

The true single phase clocking technique uses a single clock signal, without the need for a
complement, and has several advantages. It requires a minimum of routing resources, uses
simple clock generators. and skew between different clock phases is eliminated!. Other
advantages will become apparent shortly. Large scale designs have been implemented
using this clocking strategy with great success [102]. The example which lends most
credence to the claimed advantages of this technique is the Alpha microprocessor. by
Digital Equipment Corporation. which uses a form of this clocking scheme [24]. As first
suggested in [101]. this technique is similar to NORA logic in that it uses n and p blocks

U Self skew is still possible, however,
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which precharge and evaluate on different portions of the clock signal. but the Key
difference. obviously. is that it requires only a single clock phase. In [103] the work is
generalized. and further developments are made in latching configurativas. Also. reverse
clock distribution is recognized as an effective methed of making the TSPC structures
resistant to clock skew, and several design examples are given. Timing restrictions and
constraints in TSPC systems are given rigorous treatment in [104]. and the etfect of clock
skew on performance is examined more closely. The robustness of the TSPC strategy
against such things as noise. clock skew. and clock slope is given a thorough treatment in
[105]. High test clock rates of 700 MHz with non-trivial systems in a 1.2 CMOS process
have been reported using this clocking technique [102]. The philosophy of the TSPC
technique will now be explained.

The motivation behind using a pseudo two phase nonoverlapping clock in CMOS is to
create two points in each clock cycle at which to latch data. The non-overlapping feature of
the clock signals creates set up and hold times for latches which prevents data flowthrough.
The basic philosophy of TSPC is to provide these conditions. not with the clock signals but
with the latch design. Two types of latches, termed n latches and p latches, are transparent
during different parts of the clock signal. and this is demonstrated in Figure 5.3 with what
are termed in [103] as N-C2MOS and P-CZMOS latches. In the figure. D is the data input
to the latch. and Q is the latch output. The graphs below the latches indicate respective
uming behaviour. Hatched areas indicate periods in time when the signal can vary, while
unhatched sections indicate areas of constant. or stable signal. At the critical clock
transitions. the input must be held constant for a certain time before and after the transition.
These times are termed setup time, ¢,,. and hold time. ¢,. respectively. The time between

the clock transition causing the latch to change from the transparent state to the hoid state
and the time at which the output becomes stable is termed the latch delay, D,. These
latches operate by becoming transparent when the clocked transistors are wrned on. When
this happens the latch is effectively two inverters connected together, thus accounting for its
transparency. When the clocked transistors are turned off. the output node is isolated from
any input ckanges. Consider the n latch driven by a "1™ input until after the clock goes
low:; this clock transition puts the laich in the hold state. Now let the input change to "0",
which turns on M1. This charges up the internal node, which turns on M6, but the output
node cannot be discharged because the clock has tumed off M5. Other input changes can
be similarly traced through for both types of latches, and it will be discovered that the
output retains the value it possessed just prior to the clock transition. The split output latch
[103] finds its origins with this style of latch.
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Figure 5.3: N-C2MOS and P-C2MOS Latch structures

n latch p latch

Voo

A more useful set of latches for precharged dynamic pipelined structures is shown in
Figure 5.4. These are called precharged latches, due to the fact that they possess a
precharged node. indicated as node P in the schematic portion of the figure. Even though
their topology looks very similar to the previous latches, their timing behaviour is different,
as indicated in the figure. The latches go through precharge and evaluate phases. indicated
by a P and E respectively in the lower graph, just as in conventional dynamic logic. The
principle of operation of these types of latches will be explained for the n type latch. The
first stage behaves as a conventional dynamic circuit, with precharge and evaluate phases
occurring in the same fashion. The second stage is essentially a clocked inverter. During
precharge, ¢ =0 and the drain node of M2 is charged high. This turns on M6. turns off
M4, and since M5 is in the off state. due to the clock level, the output node is not
discharged. This constitutes the hold state of the latch. When the latch enters the evaluate
state. ¢ =1. and the first stage evaluates accordingly while M5 in the second stage is
turned on, thus effectively causing this stage to act as an inverter. The logic level of the
internal dynamic node. after evaluation. is inverted and passed to the output node, indicated
by "Q". Thus. when the clock is high. after latch delay. D,, the new value is present on

the output. Two important features make these latches very useful. First. the transistors
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labeled M2 in the figure can be replaced with logic networks. which is & very compact
method of implementing pipeline stages. Second. when an n type latch is in the precharge
phase a p latch will be in the evaluate phase. and vise versa, thus thev are very suitable for
pipeline applications. since the required latching action is inherent 1o their operation, The
second point is very important, since it implies that inputs will change only at the beginning
of the precharge cycle for successive pipeline stages. This point will be discussed later.

Figure 5.4: TSPC Precharged n and p Latch structures
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Any truth table for a logic function can be mapped into a binary decision tree, which is
effectively an n dimensional ROM. Jullien has suggested a graph based reduction
technique which allows efficient implementation of these trees with reduced transistor count
[106]. [107]. The combined technique of dynamically pipelining reduced binary trees is
referred to as Switching Trees. The reduction technique is essentially driven by two rules
which minimize the number of transistors needed to implement a multi-output logic
function through merging of subtrees and deletion of common edges [106]. This technique
provides a minimized structure which lends itself to automatic logic function synthesis and
layout. Exclusive use of n transistors in the logic trees has allowed spatially efficient tree
realizations due to their high current drive per unit area compared to p transistors. Thus,
TSPC dynamic latches offer an atwractive technique for implementing structures which have
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high functionality per pipeline stage. high throughput. small spatial costs and are pipelined
at every bit. The n transistor trees are embedded in the precharged n latch, which dnves a
stave p latch. The slow PMOS devices have thus been kept to a minimum. Also. this
master—siave arrangement is very tolerant to high levels of clock skew as long as reverse

clock distribution is used [105]. [103]. The arrangement is illustrated in Figure 5.5.

Figure 5.5: Switching Tree embedded in a Master—Slave Latch
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The above technique has been successfully used in a mature 3u CMOS process! [106],
attaining clock rates of 40 MHz? with 9-input trees with a maximum tree height of 6. Key
performance limiting factors include charge sharing among the internal nodes of the tree of
NMOS devices, and node P in Figure 5.4, and also the pulldown of node P. Due to the
clocking technique and latch arrangement. inputs only change at the beginning of the
precharge cycle. This is very important in avoiding worst case charge sharing conditions in
the NMOS tree. It has been observed that acceptable performance can be obtained with
trecs as high as 6 transistors in the above technology. This limits logic design flexibility,
as well as the functionality per pipeline stage. Thus, although the TSPC scheme has many
advantages. the ability to support larger tree heights would be desirable. BATMOS, with
its .8 feature size. should afford better performance: the investigation is reported below.

! The technology was CMOS3DLM provided through the Canadian Microelectronics Corporation.
2 This clock rate was reportedly limited by the /o pads which were used.



5.4 NMOS Trees In BATMOS

Through tree synthesis of logic functions. useful pipelined arithmetic svstems can be
formed. The tree height sets the degree of complexity of logic functions which can be
implemented. and it is desirable to have large heighis in order to tuacilitate logic design
partition flexibility. and to maximize functionality in each pipeline stage. Unfortunately.
tree height is limited by the enabling technology due 1o charge redistribution eftects within
the tree in a standard TSPC latch. The .Sum feature size available in BATMOS promiscs
reduced parasitic capacitances associated with the active devices: however, the small feature
size raises some concerns. Although many process techniques. discussed in Chapter 3,
have been used to reduce second order effects. the current drive of the scaled MOS devices
may still be reduced from that of a square-law dependence on gate voltage. For this
reason. there may be contention between the reduced capacitance. which tends to speed the
circuits up. and possible reduced drive. which tends to slow the circuit down. It is
necessary to assess which effect is dominant.

Estimation of swirching tree performance was accomplished by the simulation of single tree
paths. as shown in Figure 5.6. with near minimum sized transistors!. All simulations were
carried out with netlists obtained from mask extracted data. It was found that for these
circuits, schematic simulations were potentially misleading due to underestimation of
network and node capacitances®. Increased loading effects due to subtree merging inherent
to the tree reduction algorithm were simulated with a load of additional transisters.
connected in parallel at either the bottom of the tree. as shown in the figure, or at the top of
the chain, to the source of the highest NMOS device. The number of these load devices
was chosen to be close to the value of the tree height3. Worst case conditions for charge
sharing and pull down were simulated in all cases. Three inputs were controlled. and are
indicated in Figure 5.6 as top input, tree input. and bottom input. For the remainder of this
chapter. these signals will be represented by a vector of the form {a, b. ¢}, wherce a is the
logic value of the signal applied to the top input of the test structure, b is the valuc applied
to the tree input. and ¢ is the value applied to the bottom input. The worst case charge
sharing effects take place when the following sequence of inputs is applied sequentially:

! Transistors were used with widths which afforded rectangular device well regions taking into account
contact cut requirements. In this case, 1.8p devices were used.

< Although extra capacitance could have been added to the schematic netlists to more closely simulate
circuit conditions, the mask extraction was opted for duc to its accuracy.

3 This is based on the obscrvation of several trec synthesized designs, and embodies z fair amount of
pessimism.
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{0. 1. 1}. {I. 1. 0}. The worst casc pulldown occurs when the following inputs are
applied sequentially: {1. 1. 0}, {I. 1. 1}. Thus. it is reasoned that if the test circuit
functions properly under these input conditions. then a switching tree of the same height
should operaie correctly without compromise due to charge sharing or pulldown.

Figure 5.6: Test Structure For Switching Trees Embedded in TSPC Latch
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Realistic simulation conditions were created by supplying all signals through inverters, and
inserting a slight delay after the negative going edge of the clock before inputs were
applicd. This latter point simulates the minor delay associated with p latch evaluation in a
pipelined system. and is very important in providing realistic results at high clock rates. A
tree height of 16 transistors, loaded at the bottom by 12 more devices as in Fig. 5.6,
operated correctly in simulation with a clock period of 12 ns (= 83 MHz) and a rise time of
I ns. The results of this simulation are shown in Figure 5.7. When the same structure was
clocked at 100 MHz with a 1 ns clock rise time it failed. as shown in the simulation results
presented in Figure 5.8; however, the structure functioned correctly when the rise time was
decreased 10 .5 ns. The tree was also loaded exclusively at the top. by connecting the extra
load to the source of the first NMOS device in the chain. This circuit simulated correct
operation at 62.5 MHz. It should be noted that this arrangement would not occur with a
real switching tree since the majority of merging is carried out in lower stages. It has been
found that even though there is substantial charge sharing effects at these tree heights and at
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these clock frequencies. as shown in Figure 5.7 (second trace from the bottom). the cireuit
inevitably failed due to insufficient pulldown. This latter point is illustrated in Figure 3.8,
where the output {bottom trace) fails due to pulldown failure (second trace from bottom).
With this in mind. it is convenient to use a special measure of comparison.

Figure 5.7: 16 High. Bottom Loaded Test Structure at 83 MHz
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Figure 5.8: 16 High, Bottom Loaded Test Structure at 100 MHz
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The need for a special metric of performance for these specific circuits is necessitated by
several factors. First of all, the simulations indicate that failure is consistently due to



insufficient pulldown. When clocking limits are approached. signal slew rate can be
difficult to accurately obtair due to the deformed shape of the waveforms. Also. due to the
difficulty in obtaining an accurate value for the maximum clock rate. 2 measure which can
be obtained easily with finer granularity is desirable. For these reasons. the comparative
pulidown value (CPV) is introduced. We define CPV as the maximum pull-down voltage
on the dynamic evaluation node during the evaluation phase. throughout the entire test set
of input stimuli and responses. Obviously. the lower the CPV the better. The CPV of the
bottom loaded structure at 83 MHz was 1.45V_ and the CPV of the top loaded structure at
62.5 MHz was 1.35\

The above results suggest that in a scaled technology such as BATMOS. very large
functionality in each pipeline stage is possible with Jullien's tree synthesis technique [106].
In order to lend some credence to the assumption concerning the characterization of an
entire switching tree by a single, appropriately loaded n transistor path. an actual
synthesized logic block was simulated and compared to the results from test structures.
Due to the fact that the BATMOS technology has only recently become available to the
university community. there were no such blocks previously synthesized. As a result.
programs were written that would convert the design from another technology!. and for
this reason, minimum feature sizes were not used for transistors in the wee2. A mod 7
multiplier. which is representative of a 6 high tree structure, was converted and simulated
with the same considerations as outlined previously. Unfortunately. it was very difficult to
predict which inputs would cause the worst case conditions in the actual tree. so an
“cducated” guess was made. Also, many random inputs were included as a precaution.
Test structures loaded individually at both the top and bottom were also simulated for worst
case conditions. Transistor sizes were the same in the tree and the test circuits, and all
buffering circuitry was identical. The mod 7 multiplier was successfully clocked during
simulation at 125 MHz with 2.5 ns rise time on the clock waveform. A clock withal ns
ris¢ time and a frequency of 100 MHz also simuiated correctly. yielding an CPV of 9V. A
portion of these latter simulation results is illustrated in Figure 5.9. It is interesting to note
that the charge sharing dip at this frequency was only 300 mV. For comparison purposes.
a 1 ns clock rise time will be considered.

' See Appendix E.

2 The design was converted from Canadian Microelectronics Corporation's 1.2 CMOS4S process. The
transistors possessed gate widths of 4.1 and gate iengths of 1.6)L

106
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Test structures containing 6-high transistor chains were simulated with 1op and bottom
loading to compare the results to those of the multiplier. The bottom loaded test circuit
showed an CPV of .94V and a charge sharing dip of 700 mV. Both results are worse than
the actual switching tree, which suggests that the single-path test structure offers a

pessimistic estimate of performance. The top loaded test structure only had an CPV of
1.7V. but had minimal charge sharing dip. Considering the above results, it is apparent
that there is pessimism in the simulated charge share value of the bottom loaded structure,
and pulldown value of the top loaded one. These results suggest that if both structures
vield acceptable results at a given clock frequency. it is a reasonable assumption that a
switching tree! will function correctly if it is of a height equal to or less than the height of
the series connected n transistor chain in the test structure, excluding the ground switch. of
course. It is also noted here that virtually all output failures in the simulations were due to
insufficient pulldown. This suggests that testing only the top loaded structure may be
sufficient, since simulations clearly yield pessimistic results for pulldown. Thus, the single
equivalent path assumption for simulating binary tree paths is reinforced by these results.

Figure 5.9: Mod 7 multiplier at 100 MHz
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Comer models for the BATMOS process were used to observe the sensitivity of the TSPC
latching structures to process variations The top loaded. 6 transistor test structure used
above. was simulated at 100 MHz to observe the change in CPV. In going from best to

1 That is, a switching tree of the type being treated here.
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worst process parameters. the CPV changed from 1V to 2.5V. Note that this was the
worst case structure for this type of latch given the above mentioned failure mechanism.

The TSPC strategy appears to benefit greatly from the reduced feature size of a scaled
process. The results presented in this section support the notion that the effects of parasitic
capacitance in these circuits is reduced at a faster rate than the current drive is reduced. as
feature sizes are scaled.

5.5 BiCMOS in Dynamic Circuits

Since BiCMOS offers both bipolar and MOS devices on the same substrate, it is of interest
10 investigate the application of this technology to pipelined systems. The conventional use
for bipolar devices is usually within a totem-pole driver configuration [8]. The logic
function is implemented with a separate CMOS network, and the bipolar devices are used
as low impedance drivers for high capacitance loads [7]. [108].

This technique suffers from a full swing problem. which
Figure 5.10: Two Phase

Dynamic Circuit

was discussed in section 3.2. A comparatively small
amount of work has been done in the area of BiICMOS
dynamic circuits. This is not to say that the idea has &
been ignored. BJTs have been very successfully used in

the sense amps of memory chips [3]. where they ¢:_,I: j+¢'
typically are used in a differential pair configuration. A e

ROM and arithmetic unit [109]. as well as several {
macrocells [110]. and a complete microprocessor {108} .

have been implemented with clocked BICMOS circuits. ™ o "t

In this two phase circuit technique, logic functionality is 9 T 3.

achieved with CMOS circuits placed between the base

and emitter of a bipolar device. which acts as a sensing circuit. An example of this circuit
technique is illustrated in Figure 5.10. During the evaluation phase. the MOS transistors
may or may not shunt current away from the bipolar base. If they do, the BJT remains off.
and the output is high, while if they do not. base current turns on the bipolar device. and
the output is discharged low. The speed advantage here is gained through the reduction of
the CMOS voltage swing to that found between the base—emitter junction of the bipolar
transistor. This technique uses two clock phases, it is not aimed at pipelined structures,
and minimal logic functionality has been implemented in the CMOS network.



Figure 5.11: Example of Kuo's Kuo proposes some interesting dvnamic
Circuits BiCMOS techniques. In [111] and [112] the

implementation of carry look ahead circuits are

i b’m\i P bkxk\:: presented. The circuit technique can he likened to
1 _l—_—\t a bipolar version of NORA [100]. where a
: : . pseudo single phase clock is used with alternating
¢ ™y = n and p blocks possessing opposite prechurge-
evaluate timing to avoid data race. An illustration
E | o ¢ |~ of this circuit technique is given in Figure 5.11.
i — 1 & Logic is implemented with networks of NMQOS
T 7 and PMOS transistors. In an n block. the NMOS
logic network is placed between the evaluation
- - node at the bipolar collector, and the bipolar basc.
The p blocks are connected similarly. The

P A

technique has been applied to fast adders {112),
multipliers [113]. and fuzzy controllers {114]. The more recent version of this technique
used in [115] and [113] is aimed at low voltage operation and uses PMOS transistors in the
logic network which allows the realization of non-inverting gates. It replaces the puliup
BJT with a PMOS transistor. and has a feedback static NAND gate to control the evaluation
of the logic network. This latter point allows the circuit to require only a single clock
phase, and is similar to local clock inversion schemes. The BJT pulls down the dynamic
node when static current is momentarily switched into the base by the combination of the
logic network, and a gated PMOS transistor!.

A mew latching technique will be presented which provides for tremendous logic

complexity per stage, uses minimal PMOS logic, possesses no data race. and is free from
most charge sharing problems.

5.6 Current Steering (CS) Latch

Although switching trees, embedded in TSPC latches, do not suffer from true worst case
charge sharing, their performance is still limited by voltage sag and insufficient pull down,
as discussed in section 5.4. The former is a result of insufficient charge being transferred

! This device is gated with the static NAND gate.
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10 the tree, thus creating a low voltage condition on the evaluate node during the evaluation
phase. This can always be corrected in the case of a TSPC latch by increasing the
precharge time, however this places constraints on clock shape and system frequency.
Insufficient pulldown is duc to the fact that a low level on the evaluate node during the
evaluate phase is always accomplished by discharging a high value on the precharge node
through the tree. Again. slowing down the clock will remedy this problem: this.
unfortunately. reduces the throughput rate. To address these problems. a new laiching
structure is proposed which exploits the high quality bipolar transistors available in a
BiCMOS orocess. such as BATMOS [116].

Figure 5.12: Current Steering Concept
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The basic circuit is shown in Figure 5.12. The top of the tree is connected to V. and
there is no precharge transistor. If the inputs create a conducting path through the NMOS
tree. static current will flow. This current is indicated by the arrow numbered 1 in the
ficure. If ¢ =0(¢ =1) then the current follows the path indicated by the arrow labeled
with a 2. This is because transistors M1 and M2 are tuned on, and transistor M3 is turned
off. Note also that M4 is tuned on. effectively connecting the base of Q2 to ground and
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keeping the device turned off. M3 is turned on. and node P is charged 1o V,,,. These
actions constitute the precharge phase. When ¢ =1(¢ = 0) then the current flows in the
path indicated by arrow number 3. Note that transistors M1 and M2 are turned off, and M3
is on, effectively directing the current into the base of Q2 and turning the device on, thus
discharging node P. This is the evaluate phase. The above description assumes that the
inputs cause a conducting path to be formed through the tree. If there ix no such path
established. then no current flows!. When ¢=0(¢ =1) node P precharges high and
when ¢ =1(¢ =0). Q2 remains off due to insufficient base current, thus node P remains
high. It can be seen that the timing behaviour of this structure is similar to the first stage of
a precharged TSPC n laich?. When an embedded tree in this latter circuit provides a
conducting path. it will evaluate low. In this new structure, if the tree provides a
conducting path, the bipolar transistor. Q2. will turn on, and the output node will also

evaluate low. Notice the symmetry in the current paths. with each one containing two
MOSFETs and a bipolar base—emitter junction.

The new latching structure senses static current flowing in the tree and latches its output
accordingly. which is inherently a faster mode of operation for large trees. This can be
appreciated by considering the following two cases. For a low value to appear on the
evaluation node of a tree embedded in 2 TSPC latch. it must be discharged through the tree.
Thus. a delay is incurred which is dependent on the time it takes to remove sufficient
charge to reduce the evaluation node voltage. and this node cannot be sampled before this
delay has passed. With the new structure, however, as soon as current begins to flow. it
can be detected. and the latch can react accordingly. Another way of locking at this is that
the dynamic evaluation node of the current latch is implicitly decoupled from charge
redistribution within the tree, and the same small capacitance must be discharged low
regardless of the tree height. The bipolar device performs the evaluation node pulldown,
not the transistors in the tree. The main disadvantage is a voltage swing that is not rail-to-

rail®; however. this can easily be remedied by the inclusion of static inverters as will be
discussed.

So far only one stage of the laich has been discussed. It would be desirable for the
structure to be compatible with the TSPC strategy. and philosophy, in order to utilize the

I Excluding the normal leakage current associated with MOSFETS, of course.
2 The obvious difference being that this structure requires ¢ and @.

3 The bipolar device will saturate. and the node will pult down to within a few hundred millivolts of
ground.

I
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clocking advantages mentioned previously. Recall that we have previously used switching
trces embedded within a master n latch. with a slave p latch inserted into the pipeline (this
aflows exclusive use of n transistor logic). We wish to retain *»is philosophy for the new
latch structure. Many different configurations have been explored. through extensive
simulation. and the major results are outlined below.

First. consideration must be given 10 clock compatibility. The situation is subtly different
from that of a conventional latch design, in which the first stage is transparent when the
second is in the hold state, and vise versa. This is because there is logic embedded in the
first stage. so the notion of latch transparency is not identical here. Consider a
conventional TSPC pipeline, with a master—slave laich arrangement. In this system. the
tree is precharged when ¢ =0, and evaluated when ¢ =1. The clocked inverter following
the tree is ransparent when ¢ =1, and is in the holding state when ¢ =0. Consequently.
the new output from the n latch is valid shortly after the rising edge of the clock. with the
delay primarily being the evaluation delay of the wee. The first stage of the slave p latch is
in evaluation when ¢ =0 and precharge (actually, predischarge) when ¢ =1. while the
final clocked inverter is transparent when ¢ =0, and in the hold state when ¢ =1. Thus
the only time at which inputs to a logic tree which are fed from TSPC pipeline latches can
change is at the beginning of the precharge cycle. This is very important in avoiding worst
case charge sharing conditions. It would be desirable for the new latch to have similar
functionality to that described above, thus making it compatible with the TSPC approach!.

In this section. the structure shown in Figure 5.13 will be considered for reasons to be
discussed later. Since this structure provides precharge and evaluate compatibility with the
TSPC latches. but does not constitute a complete latch, it will be referred to as the
precharge—evaluate stage. or PE stage. This stage replaces the first stage of the n latch
used in the TSPC master—slave arrangement discussed previously.

Several different topologies were investigated in an attempt to implement an n laich with the
new current steering structure. Figure 5.14 shows one such structure, which will be
referred to as a Double Inverter Current Steering (DICS) n latch. It contains static inverters
followed by a clocked inverter. The two static inverters alleviate the partial swing problem.

!'It is recognized that 100% compatibility is impossible with the present structure due to the two clock
signals required.
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and increase the noise margins of the circuit. During precharge. ¢ =0 (¢ = 1. and nede P

is precharged high. This high state is transferred through the inverters! and tumns oft M6,

Figure 5.13: Revised Current Steering Circuit
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Since the clock is low, M7 is also off. and the n latch is in the hold state. During
evaluation, ¢ =1(¢ = 0). and node P takes on the logic value dictated by the implemented
function. This value is propagated through the inverters. inverted by the last clocked
inverter, and passed to the output. This latter inversion is possible since the clock turns M7
on.

A domino logic compatible configuration was also explored. and is illustrated in Figure
5.15. The circuit style. which we will refer to as a Domino Style Current Steering (DSCS)
n latch, is an adaptation of the domino compatible structure suggested in [101]. It contains
a static inverter which has the beneficial effects mentioned above. Since node P is charged
high during precharge (¢ =0). the output of this inverter drives M7 to the off state.
allowing internal node I to be precharged high, thus turning M9 off. Since the clock also
maintains M10 in the off condition during precharge, the output is held at a constant value.
During evaluation. (¢ =1). node P may or may not puil down. depending on the
evaluation of the ree. If it does pull down. then M7 tumns on. node I ts discharged. and the
output node is charged high. If P does not pull down, M8 remains off, node I remains
high. and the output node is pulled down. Jullien [106] reports the possibility of reducing
switching tree complexity by using complex tree input decoders implemented with domino
logic. This gives utility to the above latch structure.

Figure 5.15: DSCS n Latch
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The n latch shown in Figure 5.16 has no static inverters. and is referred to as the
Compietely Dynamic Current Steering (CDCS) n latch!. It bears the most resemblance to
the types of latch structures used previously with tree synthesized pipelines. During
precharge. node P is pulled high which tumns off M6, while the clock maintaing M7 in the
off state. This constitutes the hold state for the latch. During the evaluate phase, MS is
turned on. and node P assumes its value based on tree evaluation. while M7 turns on.
which allows values to propagate to the output. This is the most compact structure, but it
also lacks the robustness of the others due to the lack of static logic.

Figure 5.16: CDCS n Latch
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The above three structures realize n lutch functionality and they require a pseudo single
phase clock. consisting of a signal and its complement. All of these latches can be paired
with a slave p latch of the dynamic TSPC type. shown in Figure 5.4, thus allowing the
construction of highly pipelined data paths.

5.6.1 Simulation of Current Steering Latch Structures

The assumption of a single appropriately loaded chain of n transistors characterizing a
switching tree was also employed in the simulation of the new latch. There are some subtle
differences which should be highlighted. A diagrammatic illustration of a binary tree is

I 1t is recognized that these latch structures operate using static current through the n transistor tree,

however the name "Completely Dynamic Current Steering” will be taken to refer to circuitry following the
evaluation node P in the diagram.



shown in Figure 5.17!. For a silicon implementation. transistors receiving input signals
are placed at positions with thick lines. while transistors receiving the complement of these
signals arc placed at positions indicated by thin lines. If the resulting tree is embedded in a
TSPC latch. the evaluation node is at the top. and the ground switches® are at the bottom.
During a low evaluation of the tree, the dynamic node is discharged by current flowing into
the top of the tree. and out of the ground switches at the bottom of the ree. If neighboring
trees are merged. current may flow into one tree, and out of the bottom of a shared portion.
Because of this fact, there will be a problem in unarnbiguously determining which tree
possesses the conduction path if current is used as the indicator. and if it is sensed at the
bottom of the tree.

Figure 5.17: A Binary Tree
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The evaluation failure mechanism is different from the sneak path phenomenon reported in
[106]). [107]. Sneak naths are a direct result of the graph based reduction algorithm which
replaces transistors with wires. They remain a concern with the new latch structures.
however, they are separate from the issue being treated here. In the case being discussed.
incorTect tree evaluation may result due to current flowing in an entirely different wee
(subtree) if current is sensed from the bottom of the tree in the TSPC configuration. The
solution is to invert the trees when embedding them in these new current mode latches.
The bottom transistors are connected to V,, and the latch detects static current flowing out
of the top of the respective trees. There is no precharge transistor. and merged nodes are
closer to the top of the resulting tree structure. whereas in the TSPC latch. they are closer to
the bottom. The test structure used to study this new laich is pictured in Figure 5.18.
which illustrates the bottom loaded scenario. For some simulations, the load was placed

! This figure was taken from [107).
2 The final tree may have merged subtrees and several ground switches.
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near the 1op of the transistor chain. connected to the source of the top most NMOS device.
For all simulations to be discussed. mask extracted data was used 1o realistically portray
parasitic effects. Schematic simulations were found to be misleading in the case of these
circuits. due to underestimation of parasitic capacitances.

Figure 5.18: Test Structure For New Latch
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For test structure simulations. three inputs were controlled as before. and arc indicated in
the figure as top input. tree input, and bottom input. First, precharge and evaluate
functionality was verified, with the same input patterns applied for the TSPC latches, and a
- new worsl case input pattern was discovered. If inputs {1, 1.0} and {0, 1, 1} arc applicd
sequentially over two clock cycles near the beginning of the precharge phase, behaviour
specific to this latch results. The first input vector causes the parasitic capacitances
associated with MOSFETSs above the bottom device in the chain to be charged., but no static
current flows because the lowest transistor is turned off. When the next vector is applicd,
the bottom transistor is turned on and the top one is turned off. thus no static current
flows!, and the bipolar device should not be activated. The parasitic capacitances.
however, must be discharged. and do so. during precharge. through path | in Figure 5.12.
If the latch begins to evaluate before the tree is discharged. the parasitic current will be
switched into the base of Q2 in the figure, and this current has been found to be sufficient
to momentarily turn on the bipolar transistor. The dynamic node will be correspondingly

! Assume for the moment that the static current due to the two transistors changing state simultancously
is zero.



discharged. and a logic error will result. This effect is demonstrated in the simulation
results presented in Figure 5.19. The lower trace indicates the voltage on the dynamic
cvaluation node. labeled P in Figure 5.12. as the discharge time. after the worst case
transition. is successively reduced. It has been found that this parasitic discharge can take
in the neighborhood of 4 ns to 5 ns to discharge to equivalent voltage levels which do not
eftect the bipolar devicel.

Figure £.19: Failure Mode Unique to Initial Versior of New Latch
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Thus, the parasitic capacitance discharge current limits the clock frequency by placing a
constraint on the minimum precharge time. The evaluate time is very fast. since the high
drive bipolar device need only pull down the dynamic node. and thus it is found that the
above constraint is dominant in the structure pictured in Figure 5.12. For this reason. the
topology shown in Figure 5.13 is preferred. since it discharges the parasitic capacitance
must faster. Simulations have shown that failure due to this mechanism is not dominant in
the structure of Fig. £.13.

As was practiced for the TSPC latch simulations. all signals were supplied through
inverters, and a slight delay after the negative going edge of the clock. prior to applying
inputs. was used in order to obtain reascnable results. A transistor chain height of 16
transistors, loaded at the bottom by 12 more devices. as in Figure 5.18. produced correct
results when simulated with a CDCS master n latch/slave TSPC p latch using 2 125 MHz

! This was for a 16 high test structure of 3um/.8um transistors.
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clock and a rise time of 1 ns under all worst case inputs!. When the same structure was
loaded at the top with the identical load. the simulation indicated cormrect operation at the
same frequency. In the former case. an CPV of 1.8V wax achieved. while in the latter
case. the CPV was .5V. This is encouraging since an actual tree weuld more closely
resemble the latter. because it would be upside down as indicated previously. A portion of
the simulation results from the latter case are reproduced in Figure 5.20. The trace at the
bottom. and second from the bottom. represent voltage on the output node of the p lach
and the evaluation node in the n latch. respectively. These results suggest that the bottom
loaded case gives a very pessimistic estimate of performance. Both the DSCS n latch and
the DICS n latch were simulated with 16 high n transistor chains and 12 transistor bottom
loads. They both simulated correct operation using a9 ns (= 111 MHz) clock witha 1 ns
rise ime. It is expected that these clock rates would be substantially higher for top loaded
structures. as the previous simulations would indicate. As well. it would be expected that
substantially faster clocks are possible if they posses smaller rise times, based on carlier

results. A valuable comparison can be made between these results and the simulations of

the TSPC n latches. Identical test structures were used?. and thus we can compare results
from the worst case structures for each type of latch. The simulations indicate that the

current steering latches can be successfully clocked at nearly twice the frequency of the
TSPC latches.

Figure 5.20: CDCS n Latch At 125 MHz
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! Worst case inputs for both the TSPC latch and the new latch were used in all tests.
2 Transistor chain height, transistor size, and buffering circuitry were all identical.
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As before. in order to test the assumption concerning the characterization of an entire
switching tree by a single. appropriately loaded. n transistor path. the same mod 7
multiplier was fitted with the new style of latch. The master latches were CDCS n latches.
while the p latches were dynamic TSPC style. Test structures with a tree height of 6.
which were individually loaded at both the top and bottom. were also simulated for worst
case input conditions. Transistor sizes were all identical in the tree and the test circuits. as
was all buffering circuitry. The mod 7 multiplier demonstrated correct simulated operation
with a 5 ns clock (200 MHz) possessing a 1 ns rise time!. A portion of the results from
this simulation are reproduced in Figure 5.21. At this frequency. the CPV was 1.1V.
Both test structures performed worse than this. which is encouraging since it suggests that
they represent pessimistic models of the switching tree structure. As before. the bottom
loaded structure performed the worst. failing in the simulation due to insufficient pulldown
with an CPV of 2.34V. The top loaded structure passed the test. but had a CPV of 1.6V,
which is approximately 45% worse than the CPV for the multiplier. These results suggest
that the test structures actually model the switching tree behaviour very pessimistically. and
thus. the carlier results for 16 high trees are very encouraging.

Figure 5.21: Mod 7 Multiplier at 200 MHz
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Comer models for the BATMOS process were used to observe the sensitivity of the new
latch structures to process variations. The top loaded. 6 transistor test structure used above
was simulated at 100 MHz to observe the change in CPV. In going from best to worst case

1 The clock was stretched out 10 6 ns with a 1 ns rise time to achieve correct simulated operation using
WOrSt Case Process parameters.
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process parameters, the CPV changed from 2.36V to 4.13V, a difference of 1.77V. This
is compared to the 1.5V change observed with the TSPC latches. These differences were
observed at different frequencies, and thus may constitute an unfair comparison, A set of 4
simulations was carried out with the worst case structures for each type of latch under best
and worst case process parameters, using a clock with a period of 30 ns (~ 33 MHz) in
order to obtain well defined pulldown wave shapes in both cases. The pulldown slew rate
{SR) was measured for all cases. It was found that the percentage change! in the sl>w rate
for the TSPC latch was 45.85%, while that of the CDCS latch structure was 52.8%. Thus
it appears that the new latch is more sensitive to process variations than the TSPC type.

Figure 5.22: Mod 17 Multiplier Chip
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A chip was submitted for fabrication, pictured in Figure 5.22, which contains several of the
above test structures discussed in previous sections, as well as 2 mod 17 multiplier. The
design for the multiplier core was created using the tree synthesis technique mentioned
earlier, and the layout was generated automatically [117] in another technology. The
conversion procedure outlined in Appendix E was executed, and the converted core was the
starting point for the chip partitioning. Latches, inverters, and buffers were added




manually, and the design was placed in the pad frame using the Edge™ Place and Route

tool. Implementation specific details of this chip are given in Appendix G.

5.6.2 Ultra Fast Current Steering Latch Structure

A modification to the basic PE stage of the latch structures previously described is

proposed here which attains even higher performance: it is also completely compatible with

all previously mentioned topologies. Latches based on this structure will be referenced by

including a preceding U in the acronym. For example. a DSCS n laich containing this
modified structure will be referred to as a UDSCS n latch.

Figure 5.23: Modified PE Section
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Figure 5.23 shows the new circuit.
The modification consists of the
removal of the clocked MOSFET which
was previously connected between the
emitter of Q1 and ground. The
operation of this structure is identical to
the previous one. but its speed is
considerably higher due to a much
quicker pulldown of the dynamic node
labeled P. This latter point was
confirmed by simulation. The structure
was simulated as before. taking
previously outlined precautions to
obtain realistic results. A UCDCS n
latch in a2 master—slave configuration
with a TSPC p latch was simulated in 2
test structure containing a 16 high chain
of near minimurn sized transistors. The
structure was loaded at the bottom by

12 more devices of the same size. Recall that this is the worst case configuration for these
current steering structures. The circuit was simulated at a clock rate of 125 MHz with the
clock possessing a 1 ns rise time, and the CPV rendered was .81V. A portion of the
results from this simulation are reproduced in Figure 5.24. These results can be compared
with previous simulations of the other structures. Recall that under identical simulation



conditions!. the previous current steering design only had an CPV of 1.8V, This
constitutes a very significant improvement. The mod 7 multiplier was fitted with latches
using this new PE section. and it performed correctly when simulated with a clock of 250
MHz. and a 1 ns rise time. A portion of these results are given in Figure 5.25, showing
from the bottom. the output voltage of bit 0. the dynamic evaluation node for this bit. two
input bits, and the clock signal. Note the strong pulldown even at these frequencics,
When the clock rate was increased beyond this point. the large inverters used to buffer the
clock signal began to fail.

Figure 5.24: Test Structure at 125 MHz
O— /elxt in volts

ANANANRAN AN AN AN

O— /top_i n volts

L

[— /tree_1 in volts

[J— /oottom_ s 1n volts
—r— T e —— e ]

. v
[— /47 in volts

N V ]
A

— /output in volits

IR S W

8n 28 38n 48n 58n 60n

5.7 Additional Discussion

Since the operation of these new latches is based on static current flowing through the
treeZ, they benefit from factors which are somewhat orthogonal to those in the TSPC case.
Charge sharing is not nearly as big a concern, and precharge transistor size is not an issuc.
For quick pulldown, it is desirable to switch a large current into the base quickly. thus
turning the bipolar device on quickly. This suggests that minimum sized transistors arc not
necessarily optimal in high trees. since the equivalent channel resistance of the structure
will be high. It can be postulated that for very high trees, larger transistors may be
necessary to operate these latches optimally.

1 Everything was identical including the buffering circuitry. transistor sizes and chain length, load devices,
clock rate and clock rise dme.

] .. . - .
= In all cases for the near minimum sized transistor trees, the static current was less than 100uA.



Figure 5.25: Mod 7 Multiplier at 250 MHz
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Figure 5.26: UCDCS Test Structure With Large Transistors at 125 MHz
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This hypothesis was reinforced through simulation. A 16 high chain of near minimum
sized NMOS transistors. loaded at the bottom by 12 more, was simulated at 125 MHz and
a 1 ns clock rise time using the new PE section in a UCDCS structure. Recall that this was
the worst case load positioning for this structure. The CPV was .81V under these
conditions. and the structure failed when a 7 ns clock was used. When the transistors in
the tree were replaced by Sum/.8um devices, the CPV at 125 MHz was reduced to .58V.
This constitutes a significant performance increase. A portion of the results from this
simulation are presented in Figure 5.26; note that the dynamic node..whose voltage is



represented second from the bottom. pulls down to its minimum in a fraction of the clock
cycle. This structure. using the larger transistors. actually simulated correct operation up to
a clock rate of 200 MHz. where it rendered a CPV of 1.29V. A portion of the results trom
that simulation are shown in Figure 5.27. Note the deterioration in the pulldown wavetorm
compared to the previous simulation.

Figure 5.27: UCDCS Test Structure With Large Transistors at 200 MHz
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Since earlier simulations indicated insufficient pulldown as the failure mechanism in the
TSPC structures at high clock rates. these circuits should also benefit from a decreased
equivalent channel resistance. A 16 high chain of transistors. loaded at the top with 12
more, was simulated. This was the worst case configuration for pulidown in this structure;
the transistors had W/L ratios of Sum/.8um. The simulation used a clock period of 12 ns
with a 1 ns rise time, and a portion of the results are reproduced in Figure 5.28. The CPV
is .53V, as compared to a value of 1.45V in the circuit with near minimum transistors
discussed previously, under identical simulation conditions. Charge sharing was
comparable in both cases.

Since PMOS transistors have been used in the past to implement logic functions in
pipelinable dynamic logic structures [112], [101], [100], it is natural to investigate the
viability of this idea in the new latch. In Jullien's technique [106), PMOS logic is confined
to the simple slave p latch: however, it is useful to investigate if this is a wise practice with
the new latch structures. A simulation was run with a 16 high chain of near minimum sized
PMOS transistors, loaded with 12 more at the bottom, in a similar configuration to the

[
th
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NMOS chains. Note that this is the worst case pulldown configuration for the NMOS

chains. A portion of these results are presented in Figure 5.29.

Figure 5.28: TSPC Test Structure With Large Transistors at 83 MHz
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Figure 5.29: Latch With PMOS Chain
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The clock has a period of 12 ns and a 1 ns rise time. The results indicate that both
pulldown and charge sharing are much worse for this configuration. Note the error at the
output node, indicated by the bottom trace, at time = 52ns. This error is due to the unique
failure mode for this style of latch. Recall that the problem was all but eliminated in the
NMOS case. This simulation suggests that direct substitution of PMOS wees for NMOS

would be imprudent.



The BATMOS performance levels suggested by the simulations in this chapter are much
higher than those obtained in more mature technologies. such as CMOS3DLM. Some
justification for this can be obtained by performing a rudimentary estimate. The expression
for the transconductance of an NMOS device 1s [118]:

gm = -uncum 1‘V/L'(‘/.CL\ = V'T.\‘) (5 1 )

Thus, k=pu,C_, W/L can be used as a figure of merit for MOS devices in a certain
technology. since it is a relative indicator of performance. Since both technologies are 5V,
and the threshold values for each are within one or two millivolts, they can be compured on
this basis. Calculations were performed using HSPICE™ Level 3 model parameters for
both BATMOS and CMOS3DLM. The low field bulk mobility was used for the
i calculations. The mobility in equation 5.1 is actually the effective surfuce mobility,
which takes into account surface scattering caused by normal fields!. The parumeter which
accounts for this? is almost twice as large in CMOS3DLM [11] than in BATMOS (22]. and
thus mobility degradation is more severe for the former. For this reason, consider the
following discussion to be optimistic for CMOS3DLM. The equations for eftective gate
length and width are given in [119], as are other pertinent cquations. Consider a minimum
sized transistor in CMOS3DLM which has a gate length and width of 3um?. For this
device, k =3.49 X107 4. from calculated values, and k =2.61x107 4. from measured
data®. The same transistor in BATMOS will have k=5.16x107"4{:, almost a 1.5 times
increase in current drive simply from changing technologics. If we consider the near
minimum devices used extensively in the simulations of this chapter. they have
Wi =t ams and. K =1.01%107 4. This is nearly 4 times the empirically based figure
for CMOS3DLM, and almost 3 times the calculated value. Combine this with the fact that
parasitic capacitances are dramatically reduced, due to the small feature size. and it becomes
apparent why the tested circuits perform so well in BATMOS compared to CMOS3DLM.

The new latching structures presented in this chapter differ in several ways from the
BiCMOS techniques outlined in section 5.5. These structures do not use BITs in a
differential pair as is common on memory chips [3]. The new latches do not require two

I See Chapter 3.

2 Parameter THETA. sce page 7-17 of [119].

3 Actual microns. not design scale microns are being referred to.

4 Two model parameter values are presented in [11]. with one being obtained empirically.
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phase clocking us in [108). [110]. and [109]. They also differ from the structures
suggested by Kuo in significant ways. Minimal logic functionality per stage has been
demonstrated with Kuo's structures. while the potential for much improved functionality
with these new structures is evident. The structures that Kuo recommends for use in
pipelined applications [112], [111] use two bipolar devices to pullup and pulldown the
dynumic node. The simulations presented previously suggest that in large tree structures,
insufficient pulldown is the major cause of circuit failure. This suggests that the bipolar
pullup is unnecessary. and thus the new current steering latches only use one pulldown
bipolar device. The designs in [113] and [115] are aimed at low voltage operation. and
exlensive use of PMOS logic is present. The new structures proposed here are aimed at
massively pipelined arithmetic structures, and PMOS logic is avoided. The prudence of
this latter point is underscored by a simulation which was presented above. The pulidown
of Kuo's structures in [113] and [115] are activated by a momentary current pulse
controlled by a static NAND gate which is connected in a feedback configuration. The new
latches are activated by the presence of static current flowing through the tree. and no
gating of the clock. or feedback is present. Finally, the structures proposed here combine
logic functionality inside of a latch circuit. This is not explicitly done elsewhere using a
similar circuit.

5.8 Summary

This chapter has outlined clocking techniques applicable to pipelined arithmetic structures.
The true single phase clocking strategy was elaborated upon. including explanation of the
functionality of basic latch structures associated with the technique. The concept of
embedding complex trees of n transistors, called switching trees. inside an n latch was
explained. Also. it was discussed how pipelined structures can be realized by employing
this technique in a master—slave latching arrangement. Implementation of this technique
in BATMOS was explored through simulation. It was found. through the use of mask
extracted data from test structures, that 16 high switching trees of near minimum sized
transistors operate correctly at clock rates of 62.5 MHz as a very pessimistic estimate, and
82 MHz as a more optimistic estimate. Comparison between resuits obtained from test
structures and those obtained from a mod 7 multiplier were found to correspond well.
Several new latch structures were suggested, based on a current steering principle which
exploits the bipolar devices present in a BICMOS rrocess. Simulation of test structures
indicated that these latches can be successfully clocked at twice the frequency of the TSPC
latches. Test structure results were compared to those from a2 mod 7 multiplier. and were
found 10 give pessimistic performance indication in all cases. Comer models for the



process were used. and it was found that the current steering structure is more sensitive to
process variation than the TSPC structures. An ultra fast latch structure was suggested,
based on a modification of the previous current steering structure and simulations indicate
its performance to be substantially higher than the previous structures. Overail. the
simulation results suggest that these new latching structures are very attractive for pipelined
svstems.



Chapter 6

CONCLUSIONS AND
SUGGESTIONS FOR
FUTURE WORK

6.1 Conclusions

This thesis work has accomplished the goals set forth at the beginning. The first objective
was 1o provide a survey of current BiICMOS processing techniques and methodologies. as
well as process considerations which determine device behaviour. and this was
accomplished in chapters 2 and 3. Silicon and silicon processing fundamentals were
treated briefly, and the evolution of BICMOS from a CMOS processing base was
discussed. Several important advanced processing techniques were treated, and Northemn
Telecom's BATMOS process was described in detail. Issues pertaining to BiCMOS
device scaling, device design. and process factors were then discussed in chapter 2.
Scaling techniques for both MOS and bipolar devices were considered. Second order
active device issues which become important in scaled BICMOS technologies were
discussed in depth. The topics were divided into issues pertaining to MOS devices and
those pertaining to bipolar transistors. Process tradeoffs necessary due to inclusion of both
types of devices on the same substrate were then treated. Finally. latchup in a CMOS
process was bricfly reviewed. and the phenomenon was then discussed from a BiCMOS
perspective. Latchup modes specific to BICMOS technologies were covered. and it was
explained why. even though there are more mechanisms for latchup in BiCMOS. the
process is gencrally more resistant.

The second thesis objective was to design several high performance arithmetic macrocells.
Toward this end. theory was discussed with regards to multiplication and addition
hardware architectures. Two major types of hardware multipliers were discussed, namely.
the linear parallel type. and the column compression type. Two new architectures which
have been recently proposed were explained in detail. since they were the designs which
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were implemented as macrocells. This work was in partial fulfiliment of a contract. which
was successfully executed!. The contract required the delivery of several representations
and files associated with the cells. Six different macrocells were designed and verified.
These designs included implementations in CMOS. BiCMOS. and ECL. A chip containing
one of these multiplier macrocells was submined for fabrication.

The third thesis objective was to investigate the application of BICMOS technology in the
realization of highly pipelined arithmetic structures. This was accomplished. and the
related work was summarized in Chapter 5. Clocking strategies for pipelined svstems were
briefly reviewed. and the true single phase clocking methodology was glaborated on. since
it is the foundation for a powerful synthesized. pipelined design style for arithmetic
structures. The technique was evaluated in Northern Telecom's BATMOS technology. and
it was found through simulation that performance of these structures should dramatically
increase in this technology. Tree test structures rendered correct simulation results with
clock rates in excess of 62.5 and 83 MHz. depending on the load configuration. A new
latching structure based on a current steering concept was introduced and several new
structures which are compatible with the precharge—discharge timing of the TSPC laiches
were proposed. A new measure of performance. called the Comparative Pulidown Value
(CPV) was introduced. and this metric was used to compare the different simulation data.
Simulation of test structures revealed possible clock rates of almost double those possible
with the TSPC method. Results of test structures and a mod 7 multiplier were compared.
and it was found that in all cases, the test structures performed more poorly than the actual
tree structure they were designed to simulate. This suggests that these structures offer
pessimistic performance estimates for the corresponding switching trees. Process comner
parameters were used in simulations, and the results suggest a slightly higher process
variation sensitivity with the new latch. A chip was submitied for fabrication containing
mod 17 multiplier. as well as several test structures. Finally. a new ultra fast latching
structure was presented which performed substantially better than the other current mode
latches. A tree synthesized mod 7 maltiplier was successfully clocked at 250 MHz in
simulation using these ultra fast latches. It was discovered that tree test structures using
these current mode latches, as well as the TSPC latches. actually benefited from the use of
larger transistors in the series chain. This suggests even higher performance is possible
from the structures which were weated. Finally, rough calculations were presented which
lend credence to the simulation results observed.

ISee letter of thanks (email) in Appendix D.



The results obtained from simulations carried out in the course of this thesis work suggesi
that switching tree heights of 16 are possible with TSPC latches using near minimum sized
transistors when they are clocked between 50 and 100 MHz. The new current mode
latches should operate with the same tree height at substantially more than twice this
frequency. depending on the latch structure which is used.

6.2 Future Work

There are several extensions to this work which would be useful. The macrocells shouid
be re-characterized with up to date timing information. since at the time of contract
complction, the information available was incomplete. This is a simple matter of re-
running the simulations using existing netlists, and the new library information. As well.
the chip which was submitted should be tested to verify functionality. as well as 10 provide
a valuable feedback of information on the reliability of the timing infermation.

The new latches which have been suggested here offer many possibilities for future
development. They provide potential for greatly increased functionality per pipeline stage.
Further characterization of these structures is necessary. and test results from the chip
which was submiuted will be valuable in this respect. More exhaustive comparisons of
switching tree blocks and the test structures are necessary to increase confidence in the
results that were predicted by the simulations in this work. Also. a study of the power
dissipation of these latches is necessary.

It would be convenient if the current steering latches could be clocked with a tue single
~ phase clock. Toward this end. an investigation of the sensitivity of the structures to slight
phase lags caused by local clock inverters should be investigated. Alternately. the structure
could be modified by replacing the NMOS devices M1 and M3 in Figure 5.13 with PMOS
devices whig_h would effectively eliminate the need for the ¢ clock phase, thus making this
structure an authentic true single phase clocked circuit. The new circuit is pictured in
Figure 6.1. Although PMOS devices suffer from poor drive, the resulting performance
comprf:misc may be an equitable tradeoff for the reduction to one clock phase. Finally. the
circuits suggested in [113] and [115) warrant further attention. They should be
investigated to see if they provide a more optimal solution for the pipelining challenges
discussed in this thesis.
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Figure 6.1: Suggestion For TSPC Version of Current Steering Latch.
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A.1 Introduction

The following is a collection hints for carrving out design work in the BiICMOS Edge™
environment. It is not an exhaustive list. and the information contained is subject to change
as the environment is developed. An environment description 1s contained in the Micronet
document "Micronet/CMC BiCMOS Design Environment" available from CMC, however,
there are some details included here which are not treated in that document.

A .2 List of Hints

. Global power and ground nets are not used in BATMOS due to the possibility of
muitiple supplies or grounds in mixed signal designs. Use "vdd” and "vss" for
power and ground. respectively.

«  Custom bipolar transistor layout shouid be avoided. The models provided for bipolar
transistors presently are not scalable. It is recommended that the bipolar layouts
provided in the utility cell directory be used to obtain accurate simulations.

. Design scale microns = real microns in BATMOS.

«  Layout and circuit extraction in BICMOS requires a post processing skill program to
be run. This program performs many functions. and it is called "fixExtract()". It
calls another program named "finishExtract()". Among other things. these routines
fix floating nodes caused by jumper pins. and attach the correct model property 1o the
extracted transistors so the appropriate model call is present in the netlist. At the time
of writing. the routine can be automatically run from the "WINDSOR PDV" menu by
using "FLAT (with pcap)" in the ""Batmos" section of extraction options. Presently,
this menu entry calls finishextract(). then fixExtract(), and finally calls finishExtraci()
again. Extraction should only require a single call to fixExtract(), but at the time of
writing. the above procedure is necessary. It may be necessary to quit and restart
Cadence if parasitics are not being extracted when the extract parasitic command is
entered. Schematic extraction is performed from the "BATMOS-Lib" menu. This
extraction uses the same skill routines as above.

«  HSPICE™ simulations can be run with the following considerations. A statement in
the "control” file of the simulation run directory must point to a file containing device
models. An example statement would be:



LIB “path_to_my_model_file/hspice.models’

The present environment for BICMOS does not use "gnd!"” to indicate ground in the
cells. This is due to the possibility of multiple grounds in mixed mode designs. The
cquivalent is "Vss" or "vss". Other nodes may still be netlisted as ground by the
Cadence netlister.  For example, if "vss” has been used in a design. and the netlist
contains nodes called "0!'" and “gnd!". simply connect a de voltage source of zero
value between these nodes, and the "Vss" node you have used. This is done in the
control file. For example. the following lines would be used in the above case:

viix| [#vss] [#gnd!] dc O
viix2 [#vss] [#01] dc O

Physical representation checking and verification procedures. such as DRC and
PDextract. on large designs can take a huge amount of computer resources. A design
rule check of one of the BICMOS multiplier macrocells took as much as 100
Megabvies of disk space to complete due to the large temporary files that Edge™
writes to disk during the analysis. As well, the analysis tock several hours to
complete. Usc the environment variable "DRCTEMPDIR" before starting Edge™ to

set a disk area with sufficient space. An example command at the UNIX prompt
would be:

setenv DRCTEMPDIR "/scratchl"

where "/scratch1” is a large disk partition. Multiple disk areas can be designated.
Check the Edge™ manuals.

Verilog™ library directories must be included in the statement defining the
"simVerilogOptions" variable in the .simrc or .simlocal files. The "-y" option must
be used 1o force Verilog™ to search the appropriate directories in a certain order.
Directories containing the most accurate models should be listed first. with the less
accurate ones being listed in order of descending precision. At the time of macrocell
design. only certain teells had been characterized to properly provide accurate delay
information. For this reason, results from the Veritool simulations should be looked
upon as estimates. and not accrrate predictions. As more cells are characterized. all
that is necessary is to replace the new Verilog™ model file for the specific cell into the
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appropriate library directory, and re-run the simuiation with the netlist and assoctated
STL or simulator input files which are supplied.

Due to a process design rule change. the icell library has been altered by including a
contact strip along the top of each cell. This strip should be connected to vas 10 avoid
possible substrate currents and latchup. In an automatically placed and routed design.
there must be at least one connection per standard cell row.

Net names are referred to in the Place and Route tool. and in representations
generated by that tool. preceded by a "I" character. For example. if the net is named
"my_net" in the schematic. dunng and after placement and routing. the physical net
will be called "Imy_net". Consequently. power and ground are referred to as "Ivdd™.
and "lvss" respectively.

If routing channels are exploded so that a level of hierarchy is removed. many
extraneous pins appear in the top level layout representation. and the presence of
these pins will cause PDextract to fail. They must be removed prior to eatraction.
Appendix E contains a program written in SKILL™ which will remove these
unwanted pins. After the routing channels have been exploded in the layout rep.
simply load and run the skill routine in the active window. The program will remove
the pins, and the layout can then be saved and extracted.

Large macrocells require substantial post place and route processing. Pins must be
named and placed on top of all ports at the top level of hierarchy in order for the
names to carried to the extracted rep. Connections must be made from vss to the
contact on top of the tcelis at least once for each row of cells. If channels are to be
exploded . all resulting extraneous pins must be removed before extraction. These
procedures take a substantial amount of time, and this should be budgeted for.

Vectored nets in the symbol and/or lvs reps cause problems when using the
PDcompare tool. Use of single nets, e.g.. use a<0> and a<I> explicitly instead of
using a<1:0>, sometimes helps.

Jumper pins in tcells sometimes cause problems when using PDcompare.

Place and Route with i/o pads is complicated. Significant questions can be directed to
Andrew Scott at CMC.
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B.1 Introduction

This appendix contains layout images of the arithmetic macrocells which were designed.
The name in brackets is the name of the top level Cadence Edge™ block. Appendix €
contains implementation specific details of these cells.

B.2 Macrocells Implemented in Pure CMOS

Figure B.1: Dadda Style iultiplier (dadda_top)
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Figure B.2: Two Bit Full Adder Multiplier Using Full Adder Cells
(tbfa_fa_top)
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Figure B.3: Two Bit Full Adder Multiplier LUsing Simple Gates
{tbfa_g_top)




B .3 Macrocells Implemented in BiCMOS

Figure B.4: Dadda Style Multiplier (dadda_top_bic)
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Figure B.5: Two Bit Full Adder Multiplier Using Simple Gates
(tbfa_g_bic_top)




B .4 Macrocell Implemented in ECL

Figure B.6: Fast Adder (adder_top)
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C.1 Introduction

The designed macrocells take the form of various Edge™ representations (reps). The
layout rep is hierarchical. that is. it is composed of flat channels containing routing metal
truces surrounding instances of standard cells. Thus, in order to view the iayout, the
Cadence block path must include a path to the various standard cell libraries associated with
the BICMOS environment release. The extracted reps were produced by performing a
macrocell extraction on the layout. In addition to the above representations. abstract, Ivs,
and Verilog™ reps were also created. along with associated files. Directories containing
Verilog™ runs which were used to verify the architecture are available, along with the
associated STL source files. As well, Verifault™ and Veritime™ analysis results are
available.

Clocking of the macrocells is straightforward. All of them. except the ECL fast adder. use
single phase clocking. Data is clocked into the multiplier macrocells on the negative edge
of the clock, and results are clocked out of the multipliers on the positive edge of the clock
pulse. The storage elements in the multipliers are scannable D flip flops. The ECL fast
adder uses a master slave ECL d latch arrangement. with the data being clocked into the
macrocell on the rising edge of the clock pulse. and results clocked out on the following
rising edge. Note that for this macrocell. both true and complement clock signals are
necessary.

Details of each of the cells are summarized in the tables below.
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C.2 Macrocells Implemented in Pure CMOS

Table C.1: Dadda Style Multiplier

F category | info

| top level block name [ dadda__toé

| standard cell tvpes CMOS
size (approx. Lx W) 1030 wm %1030 um
number of standard cells 201
inputs a<7:0>. b<7:0>
outputs pr<l3:0>
clock(s) clk
s¢an input sm

Table C.2: Two Bit Full Adder Multiplier Using Simple Gates

 category info

top level biock name thfa_g_to

standard cell types CMOS

size (approx. L x W) 1391 um X 1378 um
number of standard cells 684

inputs a<7:0>. b<7:0>
outputs pr<l5:0>

clock(s) clk

scan input sm

Table C.3: Two Bit Full Adder Multiplier Using Full Adder Celis

catego info

top level block name tbfa_ta_to

standard cell types CMOS

size (approx. L x W) 1016 um %875 um
number of standard cells 180

inputs a<7:0>, b<7.0>
outputs pr<15:0>

clock(s) clk

scan input sm
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C.3 Macrocells Implemented in BiICMOS

Table C.4: Two Bit Full Adder Multiplier Using Simple Gates

category

top level block name tbfa_g_bic_top
standard cell tvpes CMOS/BiCMOS
size (approx. Lx W) 1705 um %1469 um
number of standard cells 624

mputs a<7:0>, b<7:0>
outputs pr<i5:0>

clock(s) clk

scan input sm

Table C.5: Dadda Style Multiplier

category | info

== = |
top level block name dadda_top_bic
standard cell types CMOS/BICMOS
size (approx. Lx W) 1182 um %1043 pm
number of standard cells 265
inputs a<7:0>. b<7:0>
cutputs pr<i5:0>
clock(s) clk
scan input sm
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C.4 Macroceil Implemented in ECL

Table C.6: Fast Adder

category _ { info

top level block name [ adder_top

standard cell tvpes ECL

size (approx. Lx W) 2581 pum x2535 um
number of standard cells 231

inputs a<7:0>. b<7:0>
outputs S<7:0>. c_out
clock(s) cIk. clk_bar

scan nput none
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>Frem arlene@ erminus.ic.eme.ca Tue Aug 31 10:06:22 1993

Retum-Path: <arlene@erminus.ic.ome.cas>

Received: from terminus (terminus. IC.CMC.CA) by galadrial.engn.uwindsor.ca (4.1

SMI-4.D)
1d AAT0072: Tue. 31 Aug 93 10:06:17 EDT

Recetved: from stargazer.ic.eme.ca ([130.15.52.13)) by terminus (4.1 SMI-4.0
id AAOOSSS: Tue. 31 Aug 93 09:54: 13 EDT

Date: Tue, 31 Aug 95 09:533: 13 EDT

From: arlene@terminus.ic.cme.ca (Arlene Scale)

Message-1d: <9308311354.AA00855@ terminus>

To: jullien@Engn.Uwindsor.Ca

Subject: BiICMOS Contruct

Ce: arlene@ierminus.ic.cme.ca

Suust R

Dewr Graham.

We have completed our review of the BICMOS contract deliverables and
are pleased with the results. The availability of the bulk of this

material was publicized in late June and there has been a high level

of interest in it from the university community. The remainder of the
deliverabies are expected to be released in the next couple of weceks.
Because of the positive response to the contract material, we are
anticipating strong interest in the first CMC-cocrdinated fabrication

run on September 29.

Tony Marsh. our President. has writien to Micronet to formally exprass
our appreciation and has asked tha: Micronet convey our gratitude for your
very significant contributions to the contract. [ would also like to

express my personal thanks to you. and to those at your university who
contriputed to the contract. and look Jorward to working with you

in the future.

Best Regards,

Andrew

P. Andrew Scott

CAE Specialist

Canadian Microelectronics Corporation
Queen's University

210A Carruthers Hzll

Kingston. Ontario

Canada K7L 3N6

Phone: (613) 545-2914
Fax: (613) 548-8104
e-mail: scot@cme.ca

1003



164

Appendix E

PROGRAMS



E.1 Introduction

Several utility programs were written, mainly in SKILL™ and STL. to accomplish various
aspects of the thesis work described. They are grouped in the following sections according
to functionality.

E.2 Removal of Extraneous pins

If routing channels are exploded so that a level of hierarchy is removed. many extrancous
pins appear in the top level layout representation, and the presence of these pins will cause
PDextract to fail. They must be removed prior tc extraction. Aficr the routing channels
have been exploded in the layout rep. simply load and run the skill routine given below in

the active window. The program will remove the pins. and the layout can then be saved
and extracted.

AL EEE YL EE RIS EELS LA LA RS LR ELIARIYERELTS LA TSN
-

:Procedure to remove extrancous pins from routing channels
:University of Windsor
:April 1993 J. C. Cazilli

:l‘-‘.‘.t-t.‘..tt-t‘ll.l‘.‘.l'-*‘!‘I*t‘.-l.'tll-till!---'t!'!‘-"tt
procedure( fix_chan()
prog( ( x workingrep term )
: ry to open the rep in the window:

workingrep=gctWindowRep()

if( workingrep == nil then
printf( "Unable to get rep in Window'n")
return(nil)
)
foreach(x workingrep~>shapes

if( ( ( x=~>layer we 20 ) Il ( x~>layer == 18 } )
&& (x~>shape == "rectangle”)
&& (x~>purposc == "pin") & &
(stmemp( "sda_UnconnectedPins”
x~>net~>name 19) == )
deletcObiect(x))
)
forcach(term workingrep~>terminals
if(lerm~>io=="jumper"” then
deleteObject(term~>pins~>inst)
)
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E.3 Conversion of CMOS4S to BATMOS

The following procedure was used to convert CMOS4S designs into BATMOS. The
CMOS4S design was converted 10 STREAM using "strmout” and the layers file given
below:

#.-'--ll Y T3S s R R R R SR R SRR R R R LS EREESEL YR 2N
# lavers Map File for converting cmosds layouts into intermediate
# form before conversion to BATMOS

[-]

”

# Jamex C. Czilli 1993

nwell  drawing 10

nwell  pin 10

nwell  interconnect 1 G

devwell  drawing 20

devwell  pin 20

devwell  interconnect 2

pguard  drawing 30
cappoly  drawing 50
cappoly interconnect 5 0

poly drawing 60
poly pin 60

poly interconnect 6 O
ndope  drawing 70
pdope  drawing 8§80
contact drawing 90
contact interconnect 9 0
mctal  drawing 10 0
metal  pin 40 0

metal  interconnect 10 O
#metal  stub 100
via drawing 110
via interconnect 11 0
dmet drawing 12 0
dmet pin 430

dmet interconnect 12 O
#dmet stub 12 0
pyron  drawing 30

DRC drawing 350

Layers which are the same as in BATMOS are mapped accordingly while layers that are not
are mapped to intermediaie drawing layers. The STREAM file is then converted back into
Cadence format. using "'strmin™ and the layers map file given below:
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# strm2edsMap (for converting emos<s intermediate STREAM fie o BATMOS)

# This tile 15 used with strmin to map STREAM laver numbers o
# Edge lavers.

S James C. Czilh Sept. 1993
~

¥3 drawing ] 0
CON drawing 9 0
MET drawing 10 0
MET! pin a0 0
V1AL drawing 11 0
MET2 drawing 12 0
MET2 pin 43 0
NWELL drawing 1 0
v0 drawing 2 0
GATE drawing 6 0
PAD drawing i3 0
DRC drawing 35 0

Post processing 1s accomplished by running the next two skill routines on the fayoul. The

first one. given below. derives the proper BATMOS layers from the extra drawing luyers
created during STREAM conversion.

0L R LA T B O 0 R TR R T R R R Rk ok ik
.

:Procedure to convert cmosds designs to BATMOS

James C. Czilli sept 1993

AL Pt B PRSI IR NPT ISP EY LIS E LY LY Y]
.

procedure( convert()
prog( ( x workingrep term )

: iry to open the rep in the window:

workingrep=getWindowRep()

if( workingrep == nil then
printf( "Unable to get rep in Window ' )
return(nil)

}

geom=workingrep~>shapes

orig_contacts=sctof( x_temp geom (x_lemp~>laycr w= 17))

setLaver("CON™)

foreach(big_contact orig_conzacts
o_ll=lowerLefi( big_contact~>bBox )
new_contact=relRectangle( o_11.8 .8 )
deleteObject( big_contact )



)
ong_viav=sctof( x_temp geom (x_temp~>laver == 19 ) )
foreachibig, via ong_vias
o_ll=lowerLeft( big_via~>bBox )
new_via=rclRectangle( o_Il .8 .8 )
deleteObject( big_via )
)
t¥3ivprin ds
2y is deviceweldl in 4
devicewellsagetL PP(*'y0")
pplus=getLPP("'v3")

ndevarca=layerAndNot{(workingrep "NDEV" devicewells~>shapes pplus~>shapes

scllaver("'NDEVY)

foreach( n_temp ndevarea
rectangle(n_temp~>bBox}

)

pdevarca=layerAnd(workingrep "PDEV" devicewells~>shapes pplus~>shapes )

setLayer("PDEV™)

forcuch( p_temp pdevarea
rectangie(p_temp~>bBox)

)

poly_tracks=getLPP("GATE")

ntrans=gctLPP("NDEV")

met=gctLPP("MET1")

ransistors=laycrAnd(workingrep "v1" poly_tracks~>shapes ntrans~>shapes )
metal_cross=layerAnd{workingrep ''v1" poly_tracks~>shapes met~>shupes )

forbidden=append(transistors metal_cross)

via_regions=laverAndNot(workingrep "'y2" poly_tracks~>shapes forbidden)

setMaster("via_con layout current™ )
foreach(via_r_temp via_icgions
top=topEdge{ via_r_temp ) - 2
bottom=bottomEdge( via_r_temp ) + 2
height=fix(top - bottom)
num=height/2

nesbitt=list(xCoord( lowerLeft(via_r_temp~>bBox)) bottom)

it( oum > O then
corner=nesbin
for( loop | num
new_viassinstance( cormer )

comer=lisi(xCoord{comcr) {yCoord(comner}+2))

)
setLayer("MET1")

rectangle(nesbitt list(rightEdge(via_r_temp) top))

)
)
foreach(x_temp geom

if{({x_temp~>layer me 143) [ (x_temp~>layer we 140) I

(vtemp-slaver == 131} 1l (x_temp~>layver ma [42))
deleteCbject( x_temp )
)

I~
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The second routine. given below, places substrate contacts throughout the lavout in ~rder

to conform to latchup rules. This routine was written to be used with switching tree Livout

cores, so care should be exercised in using it for other designs. Betfore the program is run,

a rectangle should be drawn on the "prboundary” drawing taver o indicate the lavout area

1o be processed. The layout should be thoroughly checked afterward to make sure contacts

have not been placed in unwanted arcas.
T
Procedure to inseit substrate contacts into ntran trees

: James C. Czilli Sept. 1993;

LA R R LRI LR TR LEEERE T N L Yy T Y Y YL )

procedure( subcon()
prog( ( » workingrep term )

1 try to open the rep in the window:

workingrep=getWindowRep(}

if{ workingrep == nil then
printf( "Unable 10 get rep in Windowwn™ )
return(nml)

)

metal2=getLPP("MET2")
metall=getLPP("MET1™)
devicewelis=getLPP("NDEV")
bound=get.PP("prboundary™)
temp_bound=head(bound~>shapes)
ll=lowerLeft(temp_bound~>bBox)
ur=upperRight{temp_bound->bBox)
Scu.a_\'cf("y-’“)
rectangle(list(list{{xCoord(11)+20-2.5-2.8) (yCoord(11)+20-1.4-2.8) )
list({(xCoord(ur)-20+2.5+2.8) (yCoord(ur)-20+1.4+2.8))))
bound=getLPP("'y7")
templ_geom=layerOr(workingrep "y 1" devicewells~>shapes metal 1 ~>shapes )
temp2_geom=layerOr(workingrep "v1' iempl_geom~>shapes metal2->shupes )
temp_y lmgetL PP("y1")
templ_geom=layerXor(workingrep "v2" temp_y | ~>shapes bound~>shapes)
tiled=layerTile(workingrep "v3" tcmpl_gecom)
forcach({temp_reg tiled
if{ ((rightEdge(temp_reg)-leftEdge(temp_reg)) < 3.8)
Il ( (topEdge(temp_reg}-bottomEdge{icmp_reg)) < 4.2 )
deleleObject(temp_reg)
)
)
temp_y3agetLPP("y3")
tiled=temp_y3~>shapes
setLayer('bkgnd")
subAll()
Scuycr(nyzn)
foreach(temp_reg tiled
setLayer("y2™)
subAll()
top_cdge=lopEdge(temp_reg)



bottom_edge=bontomEdge(iemp_reg)
add(list((lettEdgettemp_reg)+1) (bottom_edge+11)}
regenerie=headisclectedSet())
subAl()
left_side=leftEdge(regenerate)
right_side=rightEdge(regencrate)
setlaven("y3")
rect=rectangle( Hst(lefi_side bottom_edge) list(right _side top_edgce))
height=top_cdge-bottom_edge
nume={ix{hcight/3.2)
N=list(left_side bottom_ecdac)
v=bottom_edge
for(loop 1 num
yuy+4.2
cur(Tist(ll list(right_side ¥)))
subAll()
)
)
subc_arcas=getLPP("v5")
foreach(temp_ shape subc_areas~>shapes
it( (topEdge(temp_shape)-bottomEdge(temp_shape)) < 4.2 1}
(rightEdge(temp_shape)-lefiEdge(temp_shape)) < 6.6
deleteObject(temp_shape)
)
)
temp_yS=getLPP("y5")
remove=getLPP("yv1')
tforeach{temp_shape remove~>shapes
deleteObject{temp_shape)
)
remove=getLPP(''y2")
foreach(temp_shape remove~>shapes
deleicObject(temp_shape)
)
remove=getLPP("y3")
foreach(temp_shape remove~>shapes
deleteObject(temp_shape)
)
remove=getLPP("yv4")
forecach(iemp_shape remove~>shapes
deletcObject{temp_shape)
)
remove=getLPP("™V7")
toreach{temp_shape remove~>shapes
deleteObject(iemp_shape)
)

setMaster{"via_sub tavout current” )

sube_arcasetemp_yS~>shapes

setLaver("bkend”)

subAll()

setLaver("v")

while(sube_areas = ni
subAll()
current_areawhead(sube_areas)
x=leftEdge(current_wrea)+2.4
y=bottomEdge(current_area)



rule_topedae)))

setlaven"™NDEV™

adddisus (v-1m

direction=sclectedSer}

suballp

setbavern"'vA"™

if( direction == nil then displacements 1.1
else displacement=1.4

}

vav+displacement
new_con=instance(listis vy
center=centerBox(new_con->bBox)
x=xCoordicenter)

v=vCoonl(center)

rule_leftedgess-23

rule_topedge=yv+25

rule_rightedge=x+28
rule_bottomedge=y-28
addArea(list(list(rule_lefredge rule_bottomedge ) listirule_rightedae

deleteShapes()
update=getLPP("'v5™)
sube_areas=update~>shapes

E.4 Sample STL file

Cadence Simulation and Test lunguage (STL) was used extensively for simulation and
veritication. The "simdiff” program was used for automatic comparison of results.

The example program below controls a Verilog™ simulation of one of the multiplier
macrocells:

: STL test program for multiplier macrocells

: To chage the number of patterns applied, change the limit in the

: "for” loop.

defp n be7:0>

James C, Czilli 1993
stlinit
:stitrace
defpin vdd in
defpin vss in
defpin pr<15:0> out
defpina<?:0>  in

in



detpin clk clk
detpin sm in

defformat a b sm vdd vss pr
dettiming 1ns 10ns 100ns ; define basic time units

defetock "TT1TLL. " clk
dettest
result=0
prev_result=0
ain={)
bin=0
limit=2**4

for(j 0 100
aln<7:O>=rundom(limit)
bin<7:0>=random(limir)
prev, result=result
resuli<] 5:0>=ain<7:0> * bin<7:0>
xv( ain bin 0 1 0 prev_result )

endtest



Appendix F

MULTIPLIER CHIP



F.1 Summary and Pinout

The BiCMOS version of the two bit tfull adder multiplier macrocell was submutted for
fabrication as a stand-alone chip of size 3006.6um x 2833 9um. This appendin contains
implementation speciiic details of that chip. In this section. signals assovctated with the chip

are referenced in boldfuce tvpe. Figure F.1 shows the pinout diagram for the chip.

Figure F.1: Pinout Diagram

alafigsfsetzicisls
YHXNERER XN 20212
Macrocell b<2>
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Tae two 8 bit input operands are denoted as follows as a<7>a<6>...a<1>a<0>, and
b<7>b<6>...b<I>b<0>, and they produce a 16 bit product dcnoted as
pr<15>pr<14>..pr<l>pr<0>. The outputs are buffered through BiCMOS inverters
before being sent through the output pads offchip.



~]
th

The inputs are clocked into the mucrocell on the negative edge of the clock input. ck. and
the outputs are clocked out of the cell on the positive edge of the same signal. The clock
signal is buffered through @ BiICMOS bufferi.

The scan enable input. sen, for the scan latches is buffered through a BiCMOS buffer.

A simple test circuit is included on the chip. The signal a<0> is applied to an inverter and
the result. 10_out. is sent off chip. The chip has two VDD pads and two VSS pads. The

enatble pins on all of the output pads are tied 1o VDD.

The top level layout representation for this chip is "tbfam_g_bchipl/layout”

! Note that both butfers and inverters were used in this design.



Appendix G

MOD 17 CHIP



-

G.1 Summary and Pinout

A design was submitted for fubrication containing @ mod 17 multiplier and several test
structures, and this appendix contains implementation specific details of that chip. The size
of the integrated circuit was 3489.4pum x 1935.2um. and a pinout dizgram is given in
Figure G.1. which ulso shows the general partitioning of the design. In this section.

boldface type indicates the name for a chip associated signal.

Figure G.1: Pinout Diagram
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The mod 17 multiplicr and associated latches is contained in the blocks labeled “switching
tree” and "Latches™. DSCS latches were used. and their outputs were buffered with small
static inverters. and inverted again by tcell inverters before being sent to the output pads.
The inputs to the multiplier consist of two 5 bit numbers. If the operands are expressed as
Xy XXX, and ¥, ¥, VsV, Y. then they are mapped to the chip inputs as follows:

ALY, Da<9>a<8>a<7>a<6>a<5>

nany Y, =a<d>a<3>a<2>a<i>a<i>



These chip input signals are applied 1o the switching tree inputs with BiCMOS batfers to
drive these heavily loaded nodes. Input complementation is provided by intemal BiCMOS
inverters. The product is denoted as m<d>m<3>m<2>m<l>m<0>!. These
outputs are ted through small. local isolation inverters. through teell inverters. and applicd
1o the output pads.

Several test structures were included on the chip as well. and they are indicated in Figure
G.1 as blocks 1] through t7. The inputs to the test structures are obtained trom chip inputs
top. tree. and bottom. The cell structures, as well as the input signal correspondence,
are as illustrated in Figure 5.18. All test structures are based on the DSCS master:
latch, The 1] block's NMOS chain is 12 transistors high. and the bottom load consists of 8
more transistors. They all possess a W/L ratio of 3umv/.8um. The output of the master
slave latch is fed into a local static inverter to isolate it from heavy loads. and then through a
heavier tcell inverter before being fed to the output pad as signal t1_out.

slave

The test structure labeled 12 is a DSCS master—slave latch with the sume configuration as
above. but with different transistor sizes. All NMOS devices in the tree and the n latch
portion of the master—slave latch are 1.8pny/ 8um devices®. The output is inverted twice
before being applied to the output pad as signal t2_out.

The 13 test structure is a DSCS master—slave latch with a 14 high transistor chain and a 12
transistor bottom load. These devices are of size ratio 1.8um/.8um. As before, the output
1s inverted twice before being applied to the output pad as signal t3_out.

The test structures t4, t5. t6. and t7 are intended to simulate a two stage pipcline.
Individually. they are identical test structures to t1. The same three chip input signals are
applied to different cell terminals, thus allowing variation. The structure is illustrated in
Figure G.2. The large dark circles represent static inverters. The output of this structure is
applied to an output pad as signal pipe_out.

! The weights of these output digits are assigned arbitrarily in this case.
-As mentioned before, minimum size devices were not used due to contact considerations.,

o



Figure G.2: Simulated Pipeline

A trivial test circuit was also included consisting of a static inverter. The chip input signal
a<0> is inverted and applied to an output pad as signal t0_out.

Clock signals are applied with signals ck and ck_b corresponding to the clock signal and
its compliment. Both are delivered to the chip through BiCMOS buffers placed between

the input pad and the chip circuitry.

The top level layout representation for this chip is "mod17_chip/layout”
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