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ABSTRACT

-

-

In recent yeafa the éoncept of flexible manufacturing
systems (FMS) has emerged as a viable answer to the
prdblems of low volumé, medium variety‘prod;ction. The
technological sophistication and correspondingly high
investment in these systems necessitate sufficient planning
effort both in the implemeﬁtation and theloperation
stages. This research deals with the initial specification
decisions in the pre-production‘plaﬁhing stage. The
cellular configuration of FMS 1s considered, in which a
group of machines is dedicated to the manufacture of a
particular family of parts. Two of the problems in cell
formation viz., part family formation and machine group
allocation are formulated. A fractional prégramming model
defined on zero—one integer variables has been proﬁosed for
the part family formation. Thé parts are grouped based on
their processing similarity. The macﬁine group allocation
problem is formulated as a zero-one integer program, to
maximize the routing diversity available for the parts in
different families. Thec availability of alternative
routings has been considered in cell formation. The
application of the formulations has been 1llustrated

through a number of examples using realistic data.
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Chapter I ,

-INTRODUCTION .

In recent years the-tpncepﬁ of Flexible Manufacturing
systems (FMS) has eméfged as a viable answer to the
problems of low volume, medium variety*production. These
systems offer automated and flexible 6peration,coup1ed with-
the'optimum exploltation of resbursesl It 15 acknowledged
that an integrated approach to parts manufacture from
design conceptualization to operation stage 1s the
zpre—condition for the success of such systems.
| The technplogical_sophistication and the
correspondingly high investment in these systems necessitate
sufficient planning efforts both in the implementation and
operation_stages.

The efficient system design to facilitate the gradual
implementation is very important. It can be achieved by
conceiving the FMS to be made up of different groups of
machines. In Group Technology terms these groups are known
as cells. Chapter 2 briefly explains the flexiblé
manufacturing systems, the types of arrangements of the

manufacturing set ups, the advantages of cellular
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afrangenent and the system configuration under
consideration.
The objective of this research is to model two of the
Problems related to the cell formation in FMS.
1) The part: family formatior
Ti1) The maéhine group allocation.

A treview of the previous research is given in Chapter

The formulations of the above two Problems are
explained in Chapters 4 and 5 respectively. A fractional
programming model fof minimizing the processing
dissimilarities between different part types has been
proposed for the part family foEmation. A solution
procedure is developed for this model taking into %
consideration the nature of the objective function. The
procedure suitably adopts a general principle of search for
finding the optimal solution. The infeasibility in
allocation caused by restricting eéch of the machines to
only one family {unique allocation) has been resolved. A
simple mathematical model identifies the machines causing
the 1nfeasibiliﬁy and the unique allocation constraint is
relaxed for these machines.

Realistic data representing typical part and machiﬁe
varleties have been considercd in solving a number of
problems to illustrate the formulations. The results are

‘explained in Chapter 6. A summary of the research findings



has been presented in Chapter 7.



Chapter II

SYSTEM DESCRIPTION AND OBJECTIVES

2.1 Flexible manufacturing systens

2.1.1 Definitidns

An FMS 18 an automated, batch manufacturing system
consisting of a set of numerically contfélled machine tools
with automatiec tool changing capabilities. A computer
controlled material handling system transports the parts
from machine to machine.

These systems have been given a variety of ndmes -
Computerized Manufacturing Systems (CHMS) and Variable
Manufacturing Systems (VM%%,ﬂﬁor example, and have in fact
been designed in a variety of configurations.

The cellular configuration of FMS 1is considered in
this research. The definitions of the terminology [22],

with reference to this type of configuration are given

below.

Flexible Manufacturing Module (FMM): An FMM is

defined as a Numerically Controlled Machine augmented by a



part buffer, a tool changer, a pallet changer etc. An FMM

will be referred to as a machine throughout this report.

Flexible Manufacturing Cell (FMC): An FMC consists of
several machinen, capable of producing a range of parts.
Each of these FMCs are organized as independent facility
set-ups. The term cell has been borrowed from cellular
‘manufacturing in the conventional systems. The FMCs are
referred to.as cells in the discussions to follow. An FMS
can be considered to be consisting of cells. Many a times
individual cells themeelves are considered as systems,

indicating the independent nature of these cells.

-

2.1.2 Callular Configuration of FMS

There are variOue apprpaches to the arrangement of
machines in a manufacturing system. In all the cases, it
is necessary to counceive the system as a whole from design
to installation.

The typical arrangements of the machines 1in the ‘
manufacturing systems are (Fig. 1):

i) Random: A number of machines are arranged 1in a
rectangular shop. The disadvantage of this lay-out is that
with larger number of machines, transfer paths are
complicated and are likely to be longer than necessary.

i{i) Functional: The machines are arranged according to

function, such as turning, milling, boring and grinding, so



Figure 1. TYPICAL ARRANGEMENTS OF MACHINES
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that the Horkpleces flow through fhe shop from one section
to another.>. The workpieces have to be moved many tinea.
between the sectiona, and material handling paths in this
type of arrangement may be excessively long.

iii) Modular: Here identical modules perform similar
processes in parellel. This layout is likely t; result in
some fedundant.capacity, but can be ag alternative to the
functional layout, while redundancy may make 1t easy to
‘cope with critical jobs or unexpected pFoblems.

iv) .Cellular: In this arraugeﬁent each cell is dedicated
to a certain grﬁup of parts. It is an extension of the
Group Technology (GT) concept. The cellular system is
likely to give the best match of machining capability to
ché proces;ing of various workpleces [18].

Group technology is a manufacturing philosopﬁy that
seeks to:rationalize small and medium sized batch
production by capitalizing on the similarity between the
parts. GT is applied with respect to two aspects of part
characteristics viz., geometric features and processing
requirements.

The geometric feature based groupiﬁg has been mainly
a part of design standardization effort for the various
shapes of the parts. The concept has recently been
considered in the computer aided process planning area,

where an attempt to relate the processing steps to the

geometric features 1s made to develop computerized systems
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for generating tﬁe process plans [9]. - -

The grouping of éartsﬂwith respect to the processing
requirements forms the basis of cellular arrangement of Ehe
machines. A manufacturing cell is designed to produce the
parts with aimilar machining requirements. Due to
similarity of the parts, change over of processing from one
part type go.another on the machines causes minimal
disruptions in terms of tooling requirements. Section
2.2.1 déscribes this issue. *The cellular arrangement 1s an
attempt to achieve the,aévantagea of mass production in
small batch production. Several conventional systems have

been installed based on this principle [17]f

2.1.3 Operation of the system

The FMSs can be viewed as highly automated Job shops.
A typical sequence of events involved in processing of a -
part in an FMS is as follows:

When a part is scheduled for aﬁ operation on one of
the avallable alternative mach;nes, the part is fixtured on
a pallet and transpor:ed‘to the machine. The machine on
which this part is to be processed receives the ne;easary
part programs. If certain tools are not available on the
machine, the handling system transports those tools also to
the machine {18). Once the machining for that operation is

finished, the part is moved for its next operation.



Since different parts are in production
simultaﬁeously, conflicts in the requirements arise. Among
other things,::he automated control has to consider the
important igsues of scheduling of parts, queues for the
machines and machine bfeak downs.

The automated obgtation requires the proper operation
logiec to be programmeél}nto the system prior to the start
of production. The precise anticipation of all the

’

operational exigencies is necessary in such an operation

mode.

2.1.4 Advantages of Cellular Configuration

Dividing the system into smaller sub-systems {(cells)
is essential due to the complexity of operation as
indicated fn section 2.1.3. Such a division can be viewed
as a method of aggrega;ion leading towards a reduction in
the size of the planning and schéduling problems [17]. It
is a normal practice :slinstall a small system first and
then to build up the complete system in due course. Since
apart from the machines, the peripheral equipment
themselveslconstitqte 4 large investment, a phased plan 1is
necessary to implément these gystems

An arrangement of machines in the form of a single

system has tﬁe disadvantages of Iincreased control problems,

difficulety in keeping track of parts, increased part
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movenment distances and compiex scheduling réquirements.

' The cellular arrangement of the machines in FM5 has
the following advantages [17]:
i) Impliéd'reduction in control.
1i) Redgced méterial handling.

111) Quick change over of part types within a range of

_parts. )
. iv) Better tooling control. ‘ ~_
v) Reduced in process inventory.

.

vi) Reduced expediting.
A schematic diagram of the cellular FMS is shown in

Fig. 2.

2.1.5 Design and operation problems in flexible

manufacturing systems

-

The design and operation of'aﬁy FMé involves a
variety of problems. Many of these problems are typical of
any manufacturing system. The classification and .
deécriﬁtion of these problems have been given in [29,35]):
1) Strategic Decision Problems
11 ) Facility Planning Problems
i1i) Intermediate decisions
iv ) Dynamic OQOperations

The strategic decisions are concerned with such

problems as the financial and policy decisions in



SCHEMATIC DIAGRAM OF CELLULAR FMS
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implementing FMS.

The facility planning problema'are Foncerned with
decisions abﬁut iﬁitial séecification and 1mp1ement§tion of
.the produdtion system. Tﬁe initial‘specification decisions
include the selection of the parts to be produced, machines
& other peripherals and fmaterial handling system. The
subgequent lmplementation decisions include layoﬁt of the
wachines, software development and the design of fixtures.

The intermediate range.problems are the
pre-producticn decisions on operation allocation,.part mix
ratié and allocation of other resourses.

The dynamic operations refer to the control préblems
due to conflicts im the production fequiremenns. Theselare
the in-production decisions on part release rules into the

system, scheduling, sequencing, etc.

2.2 Objectives of the Research

2.2.1 Statement of Objectives

L3

The objective of this research is to aolﬁe two
proble;s related to the cell formation in flexible
manufacturing systems:

- Grouping of the pérts into families.

- Allocation of machine groups to families.

These are the initial specification issues in the
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-

-pre-production.planning stage of FMS.

B It 18 important to consider the relevant criterion
for grouping the parts into families. The criterion for '
organizing th; cells for manufacturing the part§ is based
on the proceaaing!similarity of the parts. Thé lack of
such similarity has an adverse effect on the operation of
the cellular syéteq.

The tools have to be changed intermittently in the
tool magazines if parts ﬁith different processing
requirements are manufactured in the cells. Each tool
change puts a certain demand on the systém resources for

the fqllowing activities:

The measurement of cutter compensation and tog
: R o

Y

offsets (to be supplied to the machines) may have to<be
carried out when a tool is loaded on to or transferred
between the machines. Tﬁis puts a ioad on the metrology;
facilities in the system.. y

| The tool loading is usually doné‘manually in the
present systems (although there is an attempt to make this
automatic, the use of such automation 1is not yet
widespread ([l8])) and the freéuen: tool changing interruptg
the operation of the machines. 7

Frequén: tool changing also results in a constant

flow of tools uitgin the shop competing with the parts for
the resources(trolley, scheduling time on computer etc.).

It has been found in some cases that the flow of tools

i
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through the shop caused more problems than the flow of.g

workpieces [18}].

Hence Ehe processing sigilatity is congidered fo;‘
grouping parts first to formlthe part families. C & ! :f”'
Once the parts cqnstitutiqg differénﬁ f#milies aéé . . 3 ; 4
Hétermined, the machine group allocation probiem will Ee. o ~[
solved. Thé ebjective of.such allocation is to provide J
maxiﬁum_number of alternative roufings for the parts. The ;
divers;ty in part routing is known t; be &2 very helpful SL
. - 1

strategy in the operation of the system. It is possible to f

divert the parts to different machinea when the designated

FI

machines break down or are busy serving some other parts.
The part family formation and machine group -

allocation problems are formulated in Chapters 4 and 5.

2.2.2 Typical Problem Situation

Most.of the modern manufacturing plants have NC/CNC
machines located randomly within the factory. Even though
many such machiqea may be in operation, the net effect on
production may not be as significant as can be expected
with these versatile machines. The individua} machines are
really very efficient, but the way in which'the§ are placed
"in the system may result in low utilization levels. They

d&y be restricted by limitations such as ﬁtoduction

bottlenecks at other machines and material héndling delays.
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In this situation, since the NC/CNC machines, which

_ére the majdr components of FMS are already availlable,

thefe is an opportunity to reorganize.the system Iinto an
independent-cellular FMS. The machines in the cells can be
linked together through a material handling system. Once
such a strategic decision is :ak;n, it becomes essentiai to
analysé the part range under consideration to form families
and then allot the available machines to each of th; .

families. As mentioned earlier, the implementation can be

done in phases, organizing one cell at a time.

2.2.2.1 Part range manufactured in FM5

When the FMS capacity augments the conventional
capacity, the part variety chosen for manufacturing in FMS
1s regstricted keeping in mind the need to utilize other

high cost plant and auxiliary equipment. The parts chosen

‘are high value, critical c&ﬂponeuta required in the

downqcream production facilities. A fabrication shob
supplying the finished parts to an assembly section 1is an
example of such a situation, where certain parts in the
final assembly are invariably in short supply due to the
difficulties encountered in manufacturing them in the
conventional shops.

This 1s clearly illustrated by the repénts on the

existing systems and the restricted component variety they
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encompéss [21-

The literature on FMS [2,18] and experience in a

light engineering industry indicates that the parts

selected for manufacturing on CNC machines(and hence in

5

FMS) have, in general, the following characteristics:

i)

i1)

The parts require a large number of processing
steps. If loaded in a conventional machine shop
these parts have to visit several machires, in
most cases one machine carrying out one processing
step. This results in a tremendoug amount of
hanhling and subseduently a tardy output from the
shop. These parts are the right candidates to be
mapufactured in an FMS, since the CNC-machines
allow for a number of processing steps to be
completed in one visit to thebmachine.

Heavy emphasis on the milling, drilling} boring
and tapping. The existing systems indicate their
strength in these processes basically due to the
corresponding capabilities offered by the
machining centres. ’Difficult’ processes such as
grinding and honing, mass production criented
processes such as broaching and ngt—so—common
production processes such as planing and shaping
(shaper), 1f required on a part, are usually
carried out on the facilities operating in tandem

with, but outside, the FMS.
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1113 Apart from the problem of excessive handling, the
-sheer difficulty involved in achieving the
complicated process requirements of some parts (in
conventional sh;ps) nakes them the au;omatié '
‘choeice for manufacturing in FMS.
iv) The parts are mostly finished from raw casting

gtate.
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- Chapter IIIL

-

iITBRATURE SURVEY

;

The problems of FMS design and operation have been
considered using different Operations Research approaches.
The major approaches used in the literature are Networks of
Queues, Simulation, and Mathematical Programming.

The facilities design problem has two issues as
mentioned earlier, the initial specification decislons and-
the subsequent implementation d%ciaiops. These decisions
are generally ome time decisions, especially the ones
concerning the ﬁachines constituting the FMS cells. The
implementa;ion decision; about the number of pallets and
the number of fixtures cam be spread over the time of
operation of the system.

The queééing network models provide some aggregate
reault; and are perhaps helpful in the decision issues ﬁuch
as the number of palleté and the number of fixtures
required in the system. The aggregation may not_be
acceptable for more specific decisions such as sequencing
and scheduling of the parts and the number of buffer spaces

required. Simulation is the approach for such problemsf



The mathematical models are appropriate for the
static decision issues of facility design,:operation
allocation in the planning stage and fixture & pallet
allocation. In such pre-production planning ﬁecisions some
critei}a are used which have—seen proved to be effective
eitﬂ;r by experience or by theoretical research in the
operation of the system. Providing alternative routings
for parts, balancing_workloads between machines, minimizing
part handling distances, launching similar parts for
produc}ion, etc., are some examples of such criteria.

These would be basically indirect measures, which are
recommended as static problem iject}ves.

Wilhelm and Sarin [35) provide a review about the

issue of suitability‘and limitation of different modelling

approaches.

In this research mathematical modelling gas been -
adopted. The criterisa adoﬁted in this research are the
processing similarity concept for part family formation apd
routing diversity‘concept for machine group allocation.
Buzacott and Shantikumar [5]‘have reported some
simple models for the understanding of the FMS. Their
approach is to consider the system as an automated job
shop. The models are simple and aggregate in nature, but
they demonstrate amongst other aspects the importance of

diversity in job routing.

Chatterjee et. al [10] have developed a general
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framework for manufacturing system specification. Thgy
pfesent some scheme for manufacturing sys:emﬁ to identify
critical d;stingtidns between various types of
manufactu:ing capablilities. The} define manufacturing
flexibility and identify tﬁe number of routings available
for a part within a system as the routing flexibility.

Stecke [30) gives an analysis of FMS cell uaigg the
quéueing network theory. . It has been shown that the
pooling of machines in FMS cells improves the output of the
syetem. Under a seperate study of a feal system through |
simulation [31]), the same result was obtained. The*syétem
showed maximum output through thg pooling in combination
with éome scheduling fule. The pooling of machines with
reference to an operation means that there is more than one
machine available for that operation and the part routing
can be through one of the available machines depending on
the scheduling decisions in real time.

Thus, providing maximum number of alternative
routings has been proved to be a good straCeg& in operating
the system. ‘

One of the prinéiples in Group Technology is to
restrict a machine to only one part family (unique .
allocation). Thus, a certaln machine group 1s made
available to the parts in a particular family. However, in
practice, some exceptlions do exist. The scarcity of

certaln machines may force the sharing of those machines by
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more than one family of parts. Certain overlapping
referred to as ’cascading’ 18 allowed in these situations.
This possibility has been incorporated in the formulation
.of machine group allocation-

The literature on the groupihg procedures is mostly

limited to the conventional systems.

ar

There are two issues in the grouping; part
irepresentation and groupiﬂg procedure bgsed on this
representation of the part. However, as pointed out by
King and Nakornchgi (20], in the past decade the emphasis
has slowly shffted from classification schemes per se to
the problem of developing methods for grouping. This has
happened mainly due to the realization that most of the
classification .schemes have to be industry-specific anyway.

A review of the variocus grouping procedures is given
by King and Nakornchai {20]. kecent work in this area
includes [6], [B], [21] and [33]. The classification of the
available techniques is as follows:

i) Similarity Coefficient methods
11) Set theoretié,methods

iii) Evaluative methods

iv) Other analytical methods.

Similarity coefficient is an approach drawn from
numerical taxonomy, and first suggested by McAuley [24].
The basié of the method 18 to measure the. similarity

between each pair of machines and then to group the

i
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machines based on their gimilaricy measurement.

These methods are called “hierarchical clustering
methods” and are based on some “threshold value” of
coefficients. 1If a coefficient 1s less than a
predet;rmined value, the coefficieﬁt will be ignored in the
next stage of the algorithm. The selection of the
threshold values is arbitrary. Rajagopalan and Batra [27]
suééést 4 more systematic method of éinding the thrgshold
value; however, the arbitrary nature of the procedure still
persists. The hierarchical gfouping methods can be
explained as follows: »

First two parts are selected which have the greatest
similarity to form the nucleus of the first group. A third
part is added which has the most similarity with the first
two. The fourth is added which has the most similarity with
the f;rst threg‘and 80 on. At any stage, if Fhere is no
part which has a similarity above a particula; level with
the parts in the first clus;er, a new cluster is formed
with the remaining parts in the same manner.

Set theoretic method has been developed by Purcheck
(25]. This method considers the lists of machines required
for the parts as sets and does set unilon operations on
them. This is a heuristic method for grouping the machines
and parts.

Evaluative methods are based on the Production Flow

Analysis {4}, and basically use the judgement of the
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analyst. The main feature of the evaluative approach is
that it involves listing of ;omponents in’different ways in
the expectation that the groups can be found by careful
inspection. This requires manuai intervention te identify
groups at each stage.

The other analytical methods are based on machine
component matrix manipulatio;. King and Nakornchéi [20]
and Chan and Milner [7] reported algorithms using this
approach. The procedure developed in.[33] for finding the
bottleneck machines also is.based on the matrix
representation. Some critisism about King and Nakornchai-s
aléorithm is given in [33]. The érinciple used 1s to
improve a criterion starting from initial grouping, through
some manipulations in the grouping usinag graph theory.
Figure 3 (a) illustrates the typical machine-component
matrix used by these methods. In this example, the
machines are labelled from 4 to E and the parts frem 1 to
6. An entry of 1 in cell (1,1 indicates that some
operation of part j requires proecessing on machine i,
whereas a blank entry means that it does not. The cell
entries of 1 are spread around the matrix in a2 random
fashion, so that no particular pattern of machine component
grcuping is apparent.

Figure 3 (b) shows the same matrix, but after several

exchanges of the relative positions of both rows and

columns. It will be seen that the original cell entries of
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MATRIX MANIPULATION METHODS

Figure 3(a)

PARTS L

1 2 3 4 .5 6
1 L
1 1
1 1 1
1 1 1
1 1 1
Figure 3(b)
PARTS
6 5 3 2 4 1
1 1
1 1 1
1 1 1
1 1
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Fig. 3 (a) are pfeéerved unchanged, but now, two machine
component groupings (B,D,6,5,3) and (E,A,C,2,4,i) emerge
naturally along the diagénal of the matrix as a result of a
particular arrangehent of the fows and';olumns of the
original matrix. In some cases for geometric feature based
grouping instead of having machine-component matrix, a
code—component matrix is formed with the same basic idea of
grouping the camponents and feat;res together. The matrix
manibulation methods gre nét méthematlcally rigorous [237].
Clustering is Bésically a yes/no type déeision of-
a{lotting & part to a cluster. A O~1 integer programming
approach for the grouping of the parts has been reported by

Kusiak [23], which employs a statistical clustering method

[1l]. Thi; method.considers the “distance” between the

parts and then considers each part as the “median” of the

cluster in the formulation. rThese concepts of “distance”
and. “median” are vaguely defined. The integer prpgramming
approach has also been used for groupiqg based on the
geometric features.

The literature survey indicates that:

i) In the grouping methods reported it is assumed that
the operations are restricted to one machine. Based
en this single and fixed machine allocation
information for the operations a one to one

-relationship between the parts and machines is

defined in the form of a matrix. This leads to a
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simultaneous gfﬁubing of parts and the machines.
i1) The (dis)similarity coefficients and measures of

(dis)similarity between two parts, have been adopted

ﬁith_the arbitrary specificanionAof éome “cut off”

values as the}Basis'for grouping. .

In conve;tional systems.asaumption'(i)‘can be
justified Pyunoting that each operation on a part is
generally restricted to one machine. The machine
assignment for different operations of the parts acts as
the basis for simultaneous grouping of parts and machines

This assuyption is not applicab}e to flexible
manufacturing systems since each operation on a particular
part can be performed on alternative machines. In this
case, tﬂé processing similarity between the parts should be
determined by using the basic information about the
processsing steps requiredkto manufacture the parts;

The necessity of achievihg homogeneity amongst the
parts 6; be produced in an FMS cell, as explained in
Chapter 2 is iﬁcorporated in the model by defining a,
dissimilarity coefficient. This coefficlent is defingd
using 0-1 decision variables and is used as the objective
function in a fra;tional progranming model.

The procedure developed for cell formation groups the
parts first based on the ‘similarity of the processes and
subseqpently allots the machines to each of the part

groups(families).

¢
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'

"In the problem of allocation of machinea to the‘part
families the concept of ptdviding routingAdiversity for the

pnr;s‘haa been used as the objective function.



Chapter IV

- . PART FAMILY FORMATION

The mathematical formu;ation of the part family
formation problem is discussed in this Chaptef. First,-the
criterion for grouping based on the manufacturing
attrfhutes is explained. The objective function of the
‘formulation is fraétional defined on‘zero-one integer
vgriables. A solution procedure for this sgtuation is
outlined. Due to the computational difficulty in solving
this model for larger problems, an approximatiom procedure

that yields a good initial solution is developed.

L

G.1 Formulation Y

¢

4.1.1 Statement of the Problen

The part family formation is considered with respect
to manufacturing attributes for -eventually forming the
cells. )

The objective is to group the parts into part

families based on their processing similariEies. The _
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similarity based'grouping is done to achieve minimum

df{sruptions in the production within the Eélls as the

batches of different parts are launched into productiun.

‘Notations Used

'ij
dy j
61 j=
DISj j
DCy
Dy

MF

cbc

A(X)
B(X)

P(.)

Number of parts to be groﬁped

"Number of families

Index for the part pair'(i,jj (i-l,Z,..N—l ;
J=i+1,4+2...N)

Number of dissimilar processes between part 1 and
part j

Number of similar processes between part i and
part J -

Dissimilariy coefficient between part 1 and part

3

bissimilarity coefficient for family k
Contribution of family k to the value of CDC
Family having h;ghest value of Dy

Dissimilarity coefficient for a configuration of

part familijes

Linearized numerator of the coefficient CDC

Linearized denominator of the coefficient cbC
Minimization problem of CDC
Parameter in the search procedure for optimal

solution to P(.)



‘(R)'

Z(R,X)

cl
Z(R,X)

Z(R,X)

LBy
UBR

(L,U)

CRij

J
NP
‘NN

Decision
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.

= Transformed minimization problem with parémetric
objective function i}

= Objective function of the problem P(R)

= Constraint set of the problems P{.) and P(R)

= Reduced constraint set for problem P(R)

= Minimum of the objective function Z(R,X) subject
. o .

to C

= Haximpm of the objecti;e function Z{R,X) subject
to C

= Bound on fuanction Z(R,X) for minimization

= Bound on function Z(R;X) for maximization

= A range of values of R established such that
L<R* ¢ »

= Coefficients of Mijk variables in function
Z(R,X).(For convenlence the superscript is
dropped and the coefficient is denoted by Cij)-

= Set of €34 8 for all‘(i,j) .

= Number of positive Cyjs in the set J

= Number of negative Cijs in the set J

variables:

Xik

My 4k

{- 1 if the part 1 is included in family %k

= 0 if the part i is not included in family k
These variasbles for all (i,k) are denoted by {(X).
-lLinearization variable introduced to replace the

product term Xjx . Xjk
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4.1.2 Criterion for grouping

As stated earlier, the objective of the part family
formation problem is to group the parts with similar
processing requirements. For a part pair (1{,3) in a

-particular family, we would like to have a low ratio of
dij/sij, indicating that the parts i and j have more
operations in common than dissimilar operati;ns.

An Example: '

Consider the part pair (1i,3) having the processiﬁg

requirements as shown: ‘

Processes -> 1 2 3 &4 5 6 7

part .1 1 0 - 1 1 0 1 1

part j 1 1 o 1 1 0 1

For this part pair, sjyy= 3 (processes 1,4 and 7) and
dij' 4 (processes 2,3,5 and 6).

The dissimilarity between two parts is relevant only
when they are grouped together into the same part family.
The dissimilarity of two parts in different families is of
no concern, since these parts are manufactured in different

cells. The grouping should be done such that within the °

families formed, parts have the minimum dissimilarities and
the maximum similarities in terms of processing
requirements.

Based on this concept, the coefficiént of

digsimilarity between part 1 and part j is defined as:
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K .
DIS;y - E [dij/egy] « Xy - Xjx (n
k=1 4
This coefficient is used as the basis for defining
the objective function for grouping the parts. The value

of DISyj would be djj/sgj or O respectively,
depending on whether -parts i and j are grouped in ghme

family k or not.

4.1.3 Definition of Dissimilarity Coefficients

The objective function for the part family formation
would be the minimization of ;n éverall meaﬁure of
processiFg dissimilarity between the parfs. The definitfon
of such a measure considered in this research 1s explained
next. It represents the overall average of the pairwise
dissimilarity coefficients. This 1s similar to the
coefficient considered in {12]. Alternative
representgtiona for the overall measure of processing
dissimilarity are indicated in Appendix A.

The dissimilarity coefficients are defined for each
of the families and for the overall partitioning of the

parts into families.

1) Dissimilarity coefficient. for the family:

The average of the pairwise dissimilarity

coefficients of all the parts in family k is given in Eqn.
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(2). A high value of this coeffiéient indicates thatfthe

family k contains parts which are highly dissimilar to each

other.
N-1 N _
=z E dij « X{k - X3k
: 1=1 =i+l .
DCy - (2)
'7 N-1 N .
z E 813 « Xy - Xik
im]l J=i+1

11) Dissimilarity coefficient for the configuration:

The average of the dissimilarity coefficient of all

the part pairs in the configuration can be expressed as:

K N-1 N
)4 E E djy - Xyk - X3k
. k=1 i=1 J=i+l
CcDC = (3)
: ' K N-1 N -
E z L 874 « Xy - Xk
k=1 i=1 j=i+1

This coefficient is taken as a measure of the overall
digsimilarity between the parts in different families in &
particular grouping. A high value may indicate the
pessibility of decreasing the dissimilarity by reallocating
some parts from the present -configuration. This idea is
used in the approximation procedure for allocating the

parts between the families to get a good 1initial solution.

4.1.4 Pormulation

The problem could be formulated as follows:
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Hinimize the overall dissimilarity coefficient:
Minimize 2Z; = cpc : (4)
Subject to the following constraints:
1) Each part ig allocated to only one fdnily:
K
o Xk = 1 for {i=1,2,3.......N (5)
ckwl
11) Each part family should ;t least have some specified

number of parts say, L. This constraint may ©Or may.not be

specified.

N
) E Xik 2 L ‘ (6)
i=]
) for k=1,2,...K
111 Xik = 0. or 1 for i=1,2,...N and

k-l,Z,---K ]

Let constraints (1), (11) and (i1i) be denoted by
Cy .

The objective funetion in (4) is a ratio of two
. non-linear functions. As a first step in solving the
problem, the numerator and denominator of the objective

functions are linearized. The linearization schenme [14] 1s

explained next.

Consider the tern xik.xjk; both X{k and Xk

are 0-1 integer variables.

1

Each of the terms xik‘- Xjk can be replaced by
“ijk with the addition of the following constraints:
141) X4 + Xy - Mijk < 1 ‘ (7)
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v) Mijk £ Xik - _ (9)
The ‘above constraints force the variable Mjjx to
assume the values 0-1l. Let the set of constraints (iii),
(iv) and (v) for all i,j and. k Be denoted by C2.
With the linearized numerator and denominator, thé

. a
formulation can be written as follows: -

. K N-1 N
b E E dij - Mijk
A(X) k=1 i=] j=i+1
Minimize Zp = = (10)
B(X) K- N-1 N
)4 E )29 Bij . Mijk
k=1 i=1 Cj=i+l

Subject to:
C: and Ca

Let C denote the constraint sets €1 and C32-.

4.2 Solution Procedure

- ¢

The objecéive.function in (l0) is-a ratio of two linear
integer functions A(X) and B(X). This type of problem is
feferred to as fractional programming in the literature.
Methods have been reported for solving the fractional
programming mode;s with continuous declsion variables .
[1F,32,34].’ The objective function in (10) being defined on
zero-one integer variables, does not lend itself to these
methods. Hence, in this case, a general search principle [9]

has been adopted which involves solving a series of

linear/non-linear problems to arrive at the optimal solution
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to a fractional prégramming problem. A description of this
principle is given in section 4.2.2. —

Sectlon 4.2.2 alsc describes a method developed for
this'model to restrict tpe search area and subsequencly-tp‘
reduce thg‘aearch time. This method 1den:;fies a range of

ﬂﬂ:;tues in which the optimal value for the'ratié A(X)Y/B(X)

exists.

4.2.1. Parametric Search Principle

The objective function (10) can be expressed
as: :

P{.): Min A(X)/B(X) i {11)
(- Xe¢C
Let (X*) be the optimél solution:;o P(.)
Then,
Min A(X)/B(X) = A(X*)/B(X*) = R*
‘lt Xéc
and

A(X*)=R*.B(X*) = 0O

Consider the following problem:

P(R): Min 23 = Min [A(X) - R.B(X)}] = Min Z(R,X) (12)

XeC X€C X&C
= Z(R)

The function Z(R,X) for a particular (X) decreases
with increasing values of R, since, both the functions A(X)
and B(X) have only positive coefficients (dg§ and 814

regpectively) and are defined over the same set of
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non-negative variables (H;jk's). It follows that the
optimal value of Z(R:x) will also beh;ve‘in a aim?lar
manner with respect to changes in R. This characteristic
of Z(R,X) helps in deciding the direction of search for the
optimal ratio A(X)/B(X). The value of the parameter R
whi?h gives a value of Z(R) = 0 is the optimal ratio

A(X)/B(X). This will be clear from the following:

a) Suppose R=Rg and Optimal (X) = (Xp)

Then, Z(Rg,Xp) = A(XQ) - Ro. B(Xp) = O (say)

Since,_Min A(X) - R.B(X) = A(Xg) - Rg.B(Xp) = d
. XeC )

=> A(X)/B(X0) = Rg
Now, A(X) - Rg. B(X) 20 for all XecC
=> A(X)/B(X) > Rp

=> R* = Rg = A(X*)/BLX*) (13)

b) Suppose R=R] and Optimal (X} = (X1) - -

Then, Z(R1,X1) = A(X}) - R1. B(X1) > 0 (say)

Since Min A(X) - R.B(X)
XéC

A(X;) = R1.B(X1) > O,

A(X) = Ry. B(X) >0 for all XéC
=> A(X)/B(X) > Ry

=> R* = A(X*)/B(X*) > Ry. (14)

c) Suppose R=Rjy and Optimal (X) = (X2) ©

Then, 2(R2,X2) = A(Xz) - R1. B(X2) < 0 (say)

=> A(X2)/B(X2) < R2
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‘Since A(Xz)/B(X22.< Rz ,

The optimal solution,

Min A(X)/B(X)= A(X*)/B(Xx*)= R* < R,
XEC . .

i.e FACX*)/B(X*) <A(X2)/B(X2) < Ra

Hence from (bk'qnd (c), -
S

Ry X« R* <

Now, consider R3 = (R} + Rp)/2

Rl R,
1'11 :. l;‘3 . 1;2
If E(h3) = Hln A(X) - R3.B(X)
' XecC
.then, Ry (< R* <

(from similar arguements

¥

R2

>

Rp

o

(15)

(16)

~

1o (b) and (e))

Now consider R14 =(R2 + R3)/2 and continue

the search.

0

If Z(R3) = Min A(X) - R3.B(X) <
X€C
then, R1 ¢ R* < Ry

(from a simialr arguement in (b) and (c))

Now consider R1l, = (R} + R3)/2 and continue

the search.

The solution for problenm P(.) is obtained from a

binary search for the parameter R which gives Z(R)= 0.

In other words, the search for R* can be carried

out by solving a series of problems P(R) with different

values of R, each time selecting the value of R depending

on the optimal solution of the previous problem.
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4.2.2 Pinding an Interval (L,U) Such that L < R* ¢ U

By initially chéosing a value of R too far away from
R*, a considerable amount of compugatiog will be rgquired
to converge on R*. Hence it is necessary to i&entify a
.range of R in which R™ lies. This can be done by finding
the upper bound and lower bound for the function 2(£,X)‘at
different values of R ;ith same constraints relaxed. If
for a particular R, both these bounds are positive, the
‘problem P(R) need not be solﬁed, since it is known
beforehand that the optimal solution to P(ﬁ) cannot be
zero. A similar argument holds for the case when both tﬂe

upper bound and the lower bound are negative.

Consider P(R) : Min 2(R,X) = Z(R)
X€&cC

and Max Z(R,X) = Z(R)
' X&cC

Let Cl be any subset of set C (Constraint set C has
been defined earlier). Consider the minimization and the
maximization of Z(R,X) under C; (i.e., fewer number of

constraints).

Let Min Z(R,X) = LBg, the lower bound.
xecl

Max Z(R,X) = UBgR, the upperbound.
xect

Now, for all R,

I~

LBp

|~

Z(R) UBR (17)

LBy

| A

Z(R) < UBR (18)
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It is evident that only those values of R which give
a negative LBy and a positive UBR have to be considered
in the search for .R*, The changes in values of LBR. and

UBg with resbecc to the changes in R are indicated in

Table 1. R* lies in the region (L,U). 'In this region

the binary search principle cutlined in Section 4.2.1 can

‘

be- applied with R as the parameter.

» Another point to be noted here is fhaé, although a
strict binary search plan requires the whole region'(L,U)
to b; searched, actually it.is possible to restyict to the
lower end of the region (L,U). . The basic strategy of the
sea;ch 1s to solve the problems with different values of R,
looking for a v§lue of R that giveé the value of Z(R) equal
to zero. Since LBR is a relaxed solution to the ’
minimization of Z(R,X), it can be expected that this will
occur {(l.e., Z(R) = 0 ) at those values of R giving LBg
value closer to zero on the negative side.

Establishing the interval (L,U) will reduce guesswork

and the computational requirements of the search.

4.,2.3 Establishing Lower Bound(LBR) And

Upper Bound(UBR) for Z(R,X)

+

4.2.3.1 Constraints on the function Z(R,X)

Consider P(R) : Min A(X) - R B(X)
X&cC

[



" TABLE 1

Illustration of the Region (L,U) for P(R)"

Sign of
Value 0f R LBp ~UBg

0 + + ,
0+s + .+ Case I
0+2s + +
O+kys - + L
O+(ki+l)s - +

. . . Case III
tH'k?_s - + U
O+(ko+1l)s - -

. ; . . . Case I1
O+k3s - -

-

-

= <

8 15 a small increﬁgnt.
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t.e., | Min Z(R,X) : _
: Xec -
K N-1 N L K N-1 N
i.e., E E L dijy.Mijk - R.[E E  E 813§-M§ k]
k=1-1w] j=i+l k=1 i=1 jmi+l =
. X€c -
\ .
. K N1 N
f.e., £ E E (diy- R.sgj) Mjj4k (19}
k=1 “i=1 j=i+l :

XeC - -

Let (dj - R.syj) = Ckij. In the discussions
to\follow_the superscript R has been dropped.for
'convenience.
The fpllowing conditions are implied by the constraint
set C. )
(1) Mj4k"s are zero-one variables (forced to assume

values of 0/1). '

(11) Let S14 = | Mijg1, Mij2, My3j3-..Mj3kl.

Since each of the parts 1 and j can be alloéted to
only qne‘family, at most one variable in the set
.Sij can assume a value 1

This can be illustrated by Table 2.

(1ii) At least IP number of variables My 4k should have a
value 1 wkere IP is given by the following
expression:

IP = [N/K].{[N/K]-1}/2 * K +(N - K.[N/K]) * [N/K)
where, [N/K] is the largest integer less than

or equal to N/K.
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This e*pressggn represents the minimum number of part
pairs (which in turn corresponds to the minimum
number 'of Mjjy variables tak;ng:the value 1) that
have to be formed while grouping N parts into K
families. -It is impossible to form K families out of
N parts without forming at le;st IP part pairs. The
expression for IP has been derived by trial and
error. A -

This_fan be 1llustrated by the number of distinmct
possible groupings poasible-for different values of N

given in Table 3:

For N=2 and K = 3 IP=0
N=3 and K = 3 IP=0
. N=4 and K= 3 IP=] )

Since this is true for all N, it follows that at
least a minimum number of Mj4x“s must take the
value of 1 in a;y feasible solution to P{(R).

Some combinations of ﬂijk's cannot take the value
of 1 in the same solution.

For example, consider the part pair (1,2) has been in
family 1.

Then M121 = X311 . X21 =1 . 1 =1

In this case, the variable Mjy3z = X32 . Xj2 -.0
Since, X11 + X12 =1 & Xy1-=1 => X12=0

i.e., M12] and Mj32 cannot take a value 1l at the

same time.
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TABLE 2

‘Part pair. (1,2)

K, the number of families = 2

No. “Allocation Value of
Fl F2 Mi21 HM122
1 1 2 0 o
2 2 1 0 0
3 1,2 - 1 0
4 - 1,2 0 1
Note: Mj21 = X311 - X21 and
Mj22 = X12 - X22

It is clear that at most one value in the set

Si2 takes a value of 1

TABLE 3

IP, The Minimum Number Of Part Pairs

K, the number of families = 3

N Distinct Fl F2Z F3 No of J
groupings part pair
2 1 : 1 z2 ¢ - 0 =*
2 1,2 - - 1
3 1 4 2 3 0 *
2 1 2,3 1
3 1,2,3 - - 2
4 1 1 2 3,4 1. *
2 1,2 3,4 - 2
3 1 2,3,4 - 2
4 1,2,3,4 - - 3
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If any one of Eheserconditions are violated by a
vari;ble Mijx , some of the constraihta.in the.set C will
be violated. The constraint set C minus the-violate&
constraints is denoted as Cl -

The procedure explained in the next section neglecte
éondition (iv) and finds' the maximua (UBR) and the
winimum (LBR) of the function P(R) under a reduced set of
constraints Cl. As shown in Section 4.2.2, UBgp and'

LBp will be the bounds on the objective fuéction P(R) for
maximization and minimization respectively suhjegt to the
,Eonstraint set C.

.

4.2.3.2 Coefficients of the function Z(R,X)

The Mijk™s ate 0-1 variables. Hence the objective

function Z(R,X), 1is théléik‘of all Cij‘s corregsponding to

tﬁe Mijk s taking a value'af l. From conditions (i),

(i1), (411) and (iv) it follows that: ' N y
1) If Cj4°s are positive for all (i,3j), then both

the upper bound and lower bound would be positive

{Case 1).
2) 1If Cij"s are negative for all (i,]), then both

the upper bound and lower bound would be negative

(Case II).

3) 1f some Cy4°s are positive and some Cij"s are

negative, then the value of R may correspond to
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Case III. It is necessary to find the LBg and

UBR in this situation.

4.2.3.3 Algoritha for finding LBr and .UBgy
Although each Cij 1s a coefficient for K
linearization variables, frop condition (i{) in Section
4.2.3.1 it can be counted in only once for any solution.
" The lower limit (upper limit) of Z(R,X) can simply be
found by counting in all the negativé (positive) Cij 8.
However if the condition (i1i) 1s not satisfied some

positive (negative) terms should be counted in.

Algorithm

1

l. Sort the set J in ascending order.

2.0 Sump = ¢
2.1 Add all the negative €i137s to Sumj,
2.2 If.NN > IP go to step 3.0
2.3 If NN < IP then add to Sum; the first
(IP-NN) positive terms in set J

3.0 Sumyg = ¢
3.1 Add all the positive Ci1i78 to Sumy
3;2 If NP > IP go to step 4.0
3.3 If NN < IP then add to Sumpy the last

(IP-NN) negative terms in set J
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4.0 LBg = Sumj;, and UBR = Sumgy

As indicated earlier, this algorithm neglects_

condition (iv) implied by the constraint set C.

4.2.4 Summary of the steps for solving the formulation

in

3.

brief, the steps in solving problem P(.) are:
Set up the objective functionm P(R).

For different values of R starting with O find
LBR and UBR. -
Establish the interval (L,U) by the method
explained in Section 4.2.2 .

Carry out the binary search' for the value of R*

in this interval (L,U).

Oor
Choose a smaller interval (Rj,R2) in the lower

end of the range (L,U) and carry out the search
for R*(since R* is expected to be at the lower
end of the region (L,U)}.

Stop when a value of R yields Z(R,X)=0

4,3 Approximation Procedure

4,3.1 Need for Finding a “Good” Initial Solution

The grouping problem is combinatorial in nature.

.

.
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Each of the N parts can be allocat to one of the

families

K

independently. Hence the ndmber of feasible

solutions to the .-family formation proWlem is KN, which

becomes too large with increasing values of N.

solution
increase

it
outlined
problems

problems

(R1,R2) chosen initially.

The

time required for the problem P(R) will also

rapidly.

is clear that the time required for the search as

in section 4.2.1 is dependent on the number of

P(R) solved in the process. The number of

P(R) required to be solved depends on the

interval

If the time required for each problem P(R) is high,

it is desirable to limit the number of such problems solved

to as few as possible.

- (R1,R2) has to be selected.

The approach suggested in

“good”

upper limit on the value of R.

such an initial solution should

solution and choose the

following requirements:

a.

b.

This means that a tight interval

this case is to find a
corresponding CDC as the
Any procedure for finding

be expected to satisfy the

The solution should be “good”. An initial

soluticen is considered to be better than others If

the corresponding CDC is nearer to the value of L

(L i8 the lower limit on the value of R).

results in a shorter search interval.

This

The time required to arrive at that solution

e

e
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should be justifiable. 7 N
An approximétidn-proceduré has been developed for
this purpoée. Both -the above requirements have been found

to be satisfied by the procedure in the several problems

solved.

4.3.2 Principle

The approximation procedure also uses the IP
forqulation described in eection- 4,1.4. In this case
however, a number of smaller problems are solved instead of
a single large problem. The procedure 1is bagﬁg on a method
of clustering first reported by Friedman and Rubin [13].
Whereas the principle in [13] is single reallocation based,
the procedure develobed in this section is multiple
reallocation based. -

A random partifioning of N parts into K families is
considered initially to start off the approximation

procedure. Let nj,n2, ....n0g be the aumber of parts

in famiiies 1,2,.....K, respectively. !

4.3.2.1 Single Reallocation

~

The principle as applied to parxt grouping problem 1s
glven befbw:

Start with a random partitioning of parts into K

.
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.
families. The parts are considered in a particular order

for moving into 6ther families. The part selected ia moved
to some other family such that it brings about the maximum
favourable change in the objective function. This
- reallocation generates a new configuration, and causes the
coefficients to assume new values. The procedure restarts
each time a reallocation move is made. If the‘rEallocation
fails Lé bring about a favourable change, the part is
‘retaiued in its present family and the next part in the
order 1is selécted- Thias continues until no part can be
moved from-its present family to another.

This approach to part grouping has been applied by
Dutta et.al [12], for the part family formation; Different
trials were conducted with varying starting partitions.

The final objective function values were very close to each

other irrespective of the starting configurations.

4.3.2.2 Multiple Reallocation

It can be noted that in the single move algoritﬁm,
each time a part is considered for reallocation, a decision
is taken with respect to each family about moving the part
to that family. The value of the objective function is
calculated for all the possible reallocations. This, 1in
effect, means that a problem with 1 x K integer variables

{0-1) is solved each time by complete enumeration.
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-

Extending the same principle, all the parts of a
partiéulé; fanily “s” (to be c;osen based on some
criterion) can be- considered for reallocation.

‘If there are ng pgrts in family “8”, the number of
feasible reallocations is ng ‘x K, which is quite large
even for small values Qf“ns, if a complete enumeration
has to be.attempted. However, the reallocation of these
ng parts can be considered using the formulation in
section 4.1.4. &he allécation of all ;he other parts in
other families i{s fixed and the reallocation of the ng
parts into K families is considered.

A serlies of smaller sub:proﬁlems are solved, until a
stopping criterion is reached. The‘criterion for choosing
the family to be consid;red for reallocation is the value
of Dy for différent part families(k=1,2,...K).

We define for a family k,

N-1 N
D = [ B E dgy Xy - Xjk ]/ B(X) : (20)
1= =i+l

A high value of Dy indicates that the parts in
family k are such thﬁt the contribution from the part
family k to the value of CDC is very high, which suggests
the presence of highly diesimilar parts in that family.
This means that the parts from ghis family are the
candidates for reallocation. The family with highest Dy

(family, MF) 18 considered for reallocation of parts at an

iteration of the algorithm.
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As indiéated, a sub-problem of the form P(.) with
nMF x K integer variables is solved in an itetﬁf1°n‘
After each successful iteration Citeratipn causing an
improvemqnc in the objective function), the algoritﬁm
returns to a stage .similar to th iuitiad configurati&n
with an improved bound oﬁ the value of the objective
function. The algorithm terminates when the reallocation

of parts from a§§ family fails to bring about an

ilmprovement in the objective fungfion

4.3.3 Algorithm

The flowchart of the algorithm i1s s(own in Figh 1.

A brief explanation of the flowc art blocks follows.

- Block (a) initialize the algorithm by computing
the values of the objective functién Z)] and
Dy for all the families.

- An 1teration of the procedure involvés
reallocation cosideration of all thé\parts in a
family for improviang the value of fhg objective
function 2;.

- -Blocks (b), {(c) and (d) represent the main steps
in an iteration. The reallocation subproblem is
solved as an IP of the same form as formulated

in section 4.1.4 -

e
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1

. -
~

- Decision blockr(e) indicatea‘whether a
reallocation of the parts has to be made or not.
' The loop\(e)-(f)—(g)-(h)-(a) represents fhe
steps -involved when a decision to reallocate the
phrts from family “MF~ 1s-madé.

When it is impossible to reallocate the parts in
family “MF” under consideration, the loop
(e)-(i)-(j)-(b) reptesenté the éhoice of anétﬁef
family for coqaidetiﬁg reallocation of parts.
Block (1) identifies the families from which the

parts could not be reallocated within an

iteration.
The procedure terminates when the decision block

(J) returns a result YES.



= Start) . . . ’ .

{Read fnitial configuratioﬂ]
i

L' 4

{a)

T
. Compute Dy for all k
Compute Zs for the confiquration

{b)
Among families under consideration, identify
family "™™MP' having the max Dk

(e’

Lonsider all the parts -n Ehe family 'MF" for
reallocation, keeping the parts in other

families in their present allocation 4

Formulate this as a sub-problem of allocating

Nmp pacts in the family 'MF’

- -

(41
{ Solve the problem and find <y (NEW) e
(f ; (i)
Reallocate the parts from Flag family 'MF' ,i.e.,
family 'MF' as per remove family "MF' from
IP-subproblem solution further consideration

' (g}
The current configuration
is considered as initial
configuration

(3}

all familiex
considered

{h)

Remove all flags from
the families

l ) ‘l Yes

Y

[The current family configuration is ‘optimal]

EFop)

FLOWCTIART OF THE ALGORITHM

« Proune 4.




Chapter V

MACHINE GROUP ALLOCATION

"

r’J':The asgignment, of machine groups for the productibn
of the parts Beéfegated'into part families_is discusséd in
this chapter. The aQéilabiliFy of alternative machines. for
each of the operations on the parts is comsidered. Our
objective is to maximize the number of available
alternative foutinga‘for the parts.within the cellular
system. The fqrmﬁlation allows for the individual machines
to be allocated to ohly one part family. Wheﬁ such
allocation i; infeagsible, the machine(s) causipg this
infeasibifity 1s(afe) identified through a mathematical
model. ‘The condition of aliocation to only gne family is
relaxed for these machines.

.

5.1 " Formulation

5.1.1 Statement of the Problem

All the parts of a particular family have to be

processed completely within the corresponding machine

-
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group. These machine groups constitute the FMCs or

_cells.The aim of this problem 1s to allocate a é;oup'of

machines ég each of the part families.

5.1;2 Obiectivé

The objective is to provide the maximum possible

number of alternative routings for the parts within their_\
respective machine groups. The availﬁbility of alternative
routings is known as the fouting flexibility. Routing

- ' By

flexibility is maximized taking into account‘the operation

requirement of the parts in different families. The

routing for a part is defined as a sequence of machine

vigits needed to complete the operations required.

Consider a part with three operations. A A sequence of

viaéiq to the machines 3,2 and 5 represents a routing for

that part.

5.1.3 Concept of Alternative Routings A

Notations : LN
N = Total number of parts
K = Number of part families

= Number of machine groups to be formed

-
Nk = Number of parts in family k.
K
Therefore, L. 'np = N
k=1

- A



.= 57 -

Ik - Indei for parf } 1o family k (3=1,2,3..ny)
O(jk) = Number of operations on a part indexed by
the part identity jk

M = Number of available machines

PRjy = Max?mum possible number o routings for
) pa}t jk
FPjyx = Number of alternative machines
available for operétion ﬁ of part jk.
NRjk = Number of alternative routings availgble
‘for bart jk
Sy = Product terms of the decision variables.
(to be defined later) to indicate the
allocation of individual machines to k
. families (k-2,3...x). Pi,k indicates the
" product term i in set Sk N
Wi - Penalty weight to k family allocation of a

machine in the model to identify che

machines causing infeasibility in the

machine group ailocacion\io?mulation.
The feasible routing for the operations is .
represented in the form a matrix as explained below:
Consider a part jk with O(jk) = 3 . Assume M = 9,
The matrix Ajk, with elements a(jk)pm indicates

the feasibility of operation p of part jk on

different available machines.

-

i



1 1 0 r 0 1 0 0 0 1 4 feasible machines
2, 0 10 0°'0 0 1 0 1 3 feasible machines
"3 0 0 0 1 1,1 0 1 O 4 feasible machines .

For example, operation 1l can be done on machines 1,

3, 5, or 9.

This information is assumed to be available based on
the technological capabilities of the available M
mactfines, which can be expressed by a matrix for each

part jk.&\ -

Decision variables

4

= 1 ff machine m is allocated te cell_k.
Ipk . . <
= 0 otherwise.
Referring to the previcus example, If all the
machines 1, 2,...., 9 are assigned to family k, all the

possible alternative routings, PR ji will be available for

the part jk.

' o .
-|# of machines 4# of machines . |# of machines
PR jk = lavailable for |. [available for . vailable for
first operatio second operatio third operatio
M M M
PRijk= [ E a(jk)im 1+ L © a(jk)2nl-L E  a(jk)3m] (21)
m=1 m=1 m=1

= 4 . 3 . 4" = 48

This may be the most desirable situation as far -as
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the production of part jk is concerﬁe&. But, all the
m;chines cannot be allocated to femily k, since there will
be a requirement of :hes; machines for parts 1n,o£her
families. Due to these requirements, allocation of the

machine groups has to be done for each of the families with

-

the objective of maximizing the number of routings:

’
. {

availablee«

5.1.4 Formulationﬁ

Consider the decisjion variable Iy which represents
’
the allocation of machine m to family k. Each machine can

»oos

be allocated te only one family. *

i

3 \If é machine m is allocated‘to family k, it offers a
routing possibility for all the operatiouns in that family
that can be done on machine m.

A formulation with the objective function to maximize
the number of alternative routings available will try to
allocate those machines to a partipular family, yhich offer
routing to a large number of operations. '

For operation p on part jk the number of a}pernative
machines available is;given by: -

M

FPjg= El a(ik)pm « Imk ~ - (22)

m=
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. The number of éﬁailablg routings for part jk is then

given by:

NRjg = Flyg . F2ix ..F34k . F"jk....‘i‘ojk (23)
The total number of alternative routings over ali the

parts in all the families 1is given by:

K n
z= B E[Plye . E2j¢ . FIjk - Fhjk....FO4k)
k=1 j=1 . (24)

The objective function can be stated as

Pl o Maximize 2 (25)

Subject to fhe following constraints:

™ 1. Each operation p on the part jk must have at least

[

one feasible machine in the corresponding group.
This ensures that for operation p at least‘one
routing is provided in the corresponding group of
machines, -

M

E a(ik)pm . Igk > 1 (26)
aup EIP B Sfor k=1,2,3....... K.

A 3=1,2,3 0000 any P
p-1,2,3---n---0Jk
2. Each of the available machines can be allotted to

one‘cell only.

L Ipe = 1 for m=1,2,3..0... M (27)



3. Integrality constraints:
lak= 0 or 1 _ (28)
for m=1,2,3.......M

k =1,2,3.......X

-

Example of the expression for NR 4y ’ .-

-~

The objective function of this formulation is the sum
of alternative routings available for all the parts.-
The expression for the number of alternative routings

available for paft jk 1is develoged as follows:

Flyg = T agjkipm - Imk

=1 . Ijge+ 0 . 121k * 1 - I3k + 0 . T4k + 1 .Isk
o+ . Igk + 0 . L7k +‘0 . igk + 1 . Igg
= Lk + I3k + Isk + Igk

Similarly, -

F2ik = 1% + 17k + 19k

FIjk = T4 + Isk + Iek + 1gk

NR-y thé number of alternative routings avatlable for

the part jk = ) : -

« (T1k+Iae+lsk+lgk) . (T2k+17x+I9k) « (I4k+Isg+lg+lgg)
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‘5.2 Solution Procedure

The objective function Z 1s non-Linéér in integer
variables. The non-linear terms, each of which represents
the possibility of a rout}pg are the prbduct terms 'of the
decision veariables Imk-" :

.Ihese terms are linearized“by iﬂtroducing #dditional
variables using a scheme suggested ;n [12,13]. This is

similar to the method adopted In the part family formation

problem, where product terms of two integer variables were

considered. 1In tgia case however, each term corresponding
to a rtouting for a part jk will be a multiplication of

O(jk) integer variables.

T

5.2.1 Linearization of Product Terms

The scheme for linearizing the ﬁroduct terms of

zero-one variables 1s [12,13]: ° '

Let Q be the index set of the variables in a

particular product term.

+ Replace each of the product terms of the type
{xj)k by xj.. -

. Replacg each of the product terms of the type :

T Xj by xqQ and add the constraints,
j€Q :
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leQXj -xq £ g-1
. aad, s
xqQ £ xj |
where' q 18 the number of elements in Q.

The linearization st}ategy adopted for the probleﬁ of
part family formation 18 a séecific case of this with g -
2.

This formulation is_stta;ghtforuard once the product

s
terms are linearized.

512.i Some Redﬁgtionl in the Number of Product Térms

The number of varigEles in the formulation is
problem specifid,‘depending on the number of operations for
the parts, number of posaibie machineh for each operation
and the number of machines. It was mentioned that each
.routing posslbility for a part is denoted by a product term
of O(4k) decision variables. However a careful
consideratigon while generating the problem can result 1in a
reduétion of the actual number of terms.

For example, a routing for a part;cular part in Fhe
faﬁily k may'be through machines 1-2-3. This routing will
be identified by thé product term Ijp .I2g.-I3x » It

can be noted that, this product term will also represent

the routings 1-3-2 and 3-2-1 for any other operation for
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the parts io that famify. Taking care of these situations
.while generating the problem for input to an IP routine

would be helpful.

5.3 Infeasibility in Machine Group Allocation

It is assumed in Section 5.2 that one or more
allocations of the machine grpupé to the families exist,
such that each machine is allocated to'only one family.

The condition that ;ne machine should be allocated to

‘only one family way not be possible sometimes due to thez

probleﬁ data.

The reason for infeasibility i;.the aﬁaOIUte
necessity. of some machine(s) to be in more thaa one
‘family. The infeasibility can be removed from :he problem
by relaxing the assignment constraint (27) on the
machine(s). These machines are allowed to ﬁ% aliocated-to

more than one family.

5.3.1 Multiple Family Allocation of Some Machine(s)

As mentioned earlier, the requirement of some
machines 1in more than one family causes the infeasibility
in the machine group allocation problem, Pl. The possible
cases are the requirement of some machine(s) in two,

three,..... or K families.
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'

The problem Plﬁcah be made feasible fy relaxing the
allocation éqnat:hinta on the machine(s) agrfollows:

Allow for some machine(s) to be allocated to two
. families -and check for‘the>feaeib111ty of problem Pl. If
the prgblem is not feasihle, then allow feor sohe'm;chiﬁe(s)
t$ be ailocated to fhrée families ;nd check for the
feasibility of problem-?l,-and'so én.

-’

. The.rat;onale of the above .strategy is to.allow for

shariﬁg of some mach;ne(s) by the least possible number of

~

part families to wmake ﬁtoblem Pl feasible.

‘An objective function is defined in the next Section
th;t implements this strateg} and identifies the machiné(s)
for’which the assignoment constFa%uts have to be relaxed.

Consider the constraints of problem Pl, with
constraint (27) modified as follows:

. . !
r Ipk <K } (27-a)
k=1 .

Lét S]1 denote the decision variables Ipk (Number

of decision variables = M.K ). The possible multiple

allocation variables defined by the original decisicen

variables are listed in Table 4.

5.3.2 Mathematical Model to Identify the Machines

Causing Infeasibility

All the product terms im Sz, S3... Sk take the



TABLE 4

Product Terms Indicating Multiple Allocation Of Machines

Description of froduct Example of a Number of
Allocation Terms product term product terms
K
Two families ' Sp Ipk - Igl M.
: 2
“ K
Three families S3 Ink « Igl - Imj M . ( )
; 3

K
K families Sk Ink « Iml . Igk M. ( )
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values 0-1 depending on the value of the decision variables

in each of these product terms. Consider the minimization

~

of an objective functiom Y involving tho above product
terms. -
Based on the strategy oxplained earlier, the
coefficionts of the product_terms in Y.should be such that:’
- No term in 57 ctakes a value of 1, 1if the
constraints can be satisfled by having the decision
variables ImgnEO'assume the value of 1 without
'any.multiple asoigpments. |
'~ 'No term in S3 takes a value of 1 if the
constraints can be satisfied by having the terms in
5] (without any multiple assignments) and Sz to

take a value of '1.

- No term im Sg takes a value of 1, if the
constraints can be satisfied by having the terms in
$1 (without any multiple assignments},

$2,4++.-5(K-1) to take a value of 1.

Consider a welghtage of zero for'the terms in §),

4 .
‘indicating no penalty to the objective function value for

any single family allocation of a machine.

The terms in S, §2,....Sg are given increasing
values of penalty welightages. _An example is given in Table

5, which satisfies the conditions listed above. Any

non-negative value for D will give the same solution to the
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Penalty Welghts to Multiple Allocation Of Machines

v

L

Product

‘ a
Terms Weightage Equation
51 )]
* 1:

So W2 =0 .M . K+D :
K -

Sy " W3 =0 .M. K+ W2 .M. + D

1 - : 2 -
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ationsof Y i.e., the formulation is independeﬂé'of
ue of D chosen. o
mathematical model to identify the machines causing

easibility can'now be written as follows:
. . K . .
Minimize Y » E° = E Wk - Pj .k
k=l Py ke Sk

ject to qoﬁstraints (26), (27-a) and (28).

Summary of steps for solving the formulatioh

Allocation Problem

In,.

iy

i1)

111)

-

brief“the steps to be followed.aré:
.Soive the probleﬁ INF to identify the machines
which have. to be allocated to more than one
family.-
Relax the assignment constraints in the ~
formula;ionafl for the.machine(s) ident?fied in
(1)- | |
Solve problem Pl for phe,allocation of machines to
-maximize the number of routings available for.the

parts.
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Chapter VI .

APPLICATION OF THE FORMULATIONS

‘The application of the formulatioﬁs of part fdmily

formation and machine group allocation is illustrated in

this chapter. Section 6.1 gives a description of the

problem data. Details abéut the software written for

H

generating the input problem matrix for a the integer

programming tine of 'SAS/OR (Version 5) [29) are provided

in section 6.1.2. Solution procedures for the two problems

are’ discussed in.detail in Sections 6.2 and 6. 3 . A

dis ussion about the application of the formulations and

€ L 1
theLécope for future work has been included in Section 6.4,

6.1 The Problem Data

6.1.1 Parts and Machiﬁes

»

The problem data considered represent the typical
part spectrum characteristics and the machine ‘tool variety

in the Flexible Ménufacturing systems.



"6.1.1.1 Pafts Spectrum : IR

A set of fifteen parts suitdﬁle for mandfacturiqg
on CNC machines ;nd hence the natu;al chqice for |
manufacturingin an FMS are‘;on;ideied: 'Ské£éﬁes of these
parts are given in Appendix B.

Process_details required for the part family
formatiﬁn have been written for these parts and are also
provideq in Appendix B. A”summéry of the process
requirements is given in Table 6:\

When a part visits a machiﬁe, a number of
pro;essiné'steps can be carried_ouf and this set of ‘
processing steps constitutes an operation. Referring to
the process detalls for Paét #1l (HOUSING), “Rough Mill
Surfacé (A) °, Is a processing step whereagp, (1) which is

a combination of aine processing steps 1s an operation.
oA

These parts have the characterestics explained in

Section 2.2.2.1 .

.

6.1.1.2 Machines S

4

.

The machines assumed to be available for
'y i -

" allocation to part families are baéically the variety of

'ma&hining centres found in FMSs. fhe two maj&r types of

B

machiniﬁg centres are Horizontal Spindle and Vertical

Spindle. Heavy boring operations are done on designated
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"TABLE 6

SUMMARY OF PROCESS REQUIREMENTS

PART

NUMBER OF TOOLS AND TH#E TOCL

REQUIREMENTS

(TOOL CODES ASSUMED)

10
11
12
13

14

15

26

18
23

28

iy-

28

20.

24
24

15
21

30
27

21

M 501
M6 03
R130
MioOr

" D201

M4.03
M102
BLLS
M 501
M301

.Bll2

Ml 02
M10L
DL 08
M 501
M509
Mloz
M 502
D120
M10L
D125
M102
M 508
T11l5
M1 01
M 501
D1ls
M112
Dlle
M11l2

‘M702

5102
M701

M3l5

D140
Ml02
M701
D125
M105
M4lé
Bl1l8

M 502
Ml 0B
R148
M103
Dl2s
M4 04
b202
Bl U6
M5l8
M302
109
M401
M701
D130
M504
D201
M4 0L
M7 01
D115
M108
Dl40
M4 01
M301
Bl Q7
M103
M 3509
D202
M4 01
B1Ol
M401
M7 04

M10l
MB 01
D201
M40l
M702
D20l
M708
M417

M70L

‘M503

BlO08
M1 04
R1l28
M701

DL28

Bll2
M502
M401
T120
Ml 03
M702

D203

M3502
DL18
M103
M7 04
D202
M 501
D203
M103

M603

BJL 09
M104
M703
s1¢l
M104
'B109
M1 04
M 502

M702
M8 02
Dl20
M103
M403
R123
M1l02
M508

M602 M1l
M504 D201
B10% BlOl
M1 05 MSQL
§104 BlOol
M40) M4l2
D203 R130

M701 M712
M405 D202

M105 M602
M402 M508
DL70 R108
M4l5 M412
D130 B10O8
M105 M404
M702 M413
D105 slo02
M40L M102
B105 B10O8
M105 M402
M6 04 M4 04
Bll2
M 503
M 502
Til5
M412 M405
B105 Tllé
M105 M101
D201 D130

M105
M40l

M102 M401
M402 M405
D130 R140
M105 M508
M405 M406
B102 BlGC3
M702 M108
D201 D150

M4 0L
Dl4z2
B11l5
M6 02
Bl 0%
M405
TL30

M211
D150

Mb 03
M4 06
B106
M4l6
Bliz
M511
M 306
slol
M 502
B1 09
M1l01
M302

M4 08

M4 02

M4 02

Ml 06
D202

M413
M50l
R120
M402
M6 0L
5102
M302
B1'08

M1 02
Dl 0%

M50}
B103
M4 06
BlO8

Ml01l
-D201

M 501
M610
B1l(QS
M9 0L
BlQY
M402
M 508
T108
M702
B1l12
M1l 06
D203

Ml 06
M9 01

M410

M4 02
D125

M4 06
M 502
T140
M509
M6 02
T125
M40

B109

M103
D202
M 506
Bl 04
M702
Bl OS

M102
D120

M3513
M3 01
B108
M9 02
5102
M312
M6 0L
R120
M301
B1l1lO
M501
D115

M4 03
M5Q02

D201

M 505
Bl 08

M3 01
M 506
T120
M4l5

‘M6 03

M4l2

M30l
Dl3C

M 508

M712°

Bl 0L

M212
D202

M 502
M3G5
slol
M3 0L

M4 07
Dz Q)

M703
5102
M 506
pl30

M4ls

M70L
D130

M710
B1 09

M302
M 508
5102
M412
M6 04

M402

02 D145

M7 02
Rl42

M4 02

Ml0i
Bl 0z

M 503
BlOs

M503
D201

507

M4 08
D108

p201
T125
M 502
5101

M4 07
D201

D202

M107
R130

M3 06
D202
B10B
M101l
D202

M4 08
Bll2

2

A
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machines, with sturdiet~stgucturé, The light operations of
. drilling and tapping are done on special CNC drilling
. machines when necessary. In total, twelve machines of

these different ﬁypes are assumed to be available for

allocation to the part families.
The physical dimensions of theliroblem under
conslderation can be summarized as follows:
15 parts. . .
12®4achines ’
4 Horizontal Spindle Machining Centers
\ 3 Vertical SPindle Machining Cengers
3 Boring Centers (Heavy Machining)
2 NC Drilling and Tapping Machines

Three cells

6.1.2 éeneracion of Problem Input to An IP

Routine
Tr——— —

The problems are solved using the integér programming.
routine of the SAS/OR package (Version 5) on an IBM 4381
computer.

‘The input problem matrix has to be generated through‘
a pregraa fer each of the problems, since the problem sizes
‘are too large for manual input.

A series of program modules in Fortran have been .

written for the geheration of the problem matrix in SAS/OR
&
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v

for different problems listed below.

P(R), the parimetrfh objective function problem in
the part part family formation. -

Finding upperbound and the lowerbound for the

' proBlem P(R) for varying values of R (to find the

interval (P.U)) by the algosithm in Section
4.2.3.3 ‘

Subproblems of type P(R) to be solved in the
iterations of Kﬁproximation Procedure.
Finding the upPerbound and lowerbound for the

subproblemé P(R) in the Approximation Procedure

“for varying values of R, to find thedinterval

(L,U).

Problem Pl, the machine group allocation

formulation.

Problem INF, for identifying the machines causing
infeasibility in the machine group allocation
problem.

The program listings are given in Appendix C.

6.2 Part Family Formation - An Example

~

The solution procedure for the fractional programming

formulation of the problem involves a search procedure as

indicated in section 4.2. The problem size for the data in

Appendix B is as follows.
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N=15 and K=3.
Problem size:
# of intgger Xig‘variableq ,; 30
# of continuous Xji varilables : 15
# of My variables » 1315
TOTAL # OF VARIABLES K 3360 -
# of type (1) constraints ;15
# of type (ii) constraints :NIL
# of‘typé (141 constfainté .:315

# of type (iv) and (v) constraints :630
TOTAL # OF CONSTRAINTS 11960
+ The computations 1involved in solving the problem are

indicated Sections *o follow.

6.2.1 Finding the interval (L,U)

The values of LBp and UBg were calculated using the
dlgorithm in section 4.2.3.3 for the values of R from 0.05
to 10.50 in steps of 0.05. The partial listing of the V
values 1s tabulated in Table 7.

From the table:

L =2.45 H LBZ'45 = =-5.,10 ; UB?_'[‘5=‘
"1041.59
U =6.10" ; LBg,10 = -2272.2 ; UBg_10= 0.20

v

Based on the proof in section 4.2.2 we have,
2.45 ¢ R* ¢ 6.10

The argument about restricting to the lower end of the
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- TABLE 7

BOUNDS ON THE OBJECTIVE FUNCTIQN FOR DIFFERENT

VALUES OF R

TOTAL NUMBER OF CIJ's = 315

I"'""“'"""'-“""‘""""""""""""‘""'"'"’“"!"‘"""""""——"'"'"""'"""’“"-""""'"'"'""""“""'"""‘"‘"""—"""""""
R # OF NEGATIVE UPPER LOWER
Cig ~ BOUND BOUND
0.05 . 0 734.45 3076.54
0.10 0 720.90. 3033.09 |
0.15 0 707.35 . 2989.64
2.45 27 -5.10 1041.59 —- L
2.50 33 117.50 1005.00
6.10 282 -2272.29 0.20~——" 1
6.1% 282 -2313.44 -7.70
6.20 282 -2354.59 -26.80
9.95 309 -5536.75 -605.15
L~L~~~---~~~~__~__-~-_-_---~~~~___-~,-L~_--_~~~~___L ~~~~~~ R

2
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e T
r

rggiod (L,U) in the search for R* ig evident from the

values of LBp and UBR in Table 7.

. ...

£

6.2.2 Initial Solution through Approximation Procedure

The totai solution tim;‘requirement for solving the
part family formatidn problem is dictated by the number of
problems P(R) solved during the search: Each of the
paroﬁlems P(R) to be aoi#ed in this case is of thee size
indicated earlier. . : L

Considering the problem size and the solution time
required, thé importance of starting with an initfal
solution nearer to the optimal solution is evident.

The ‘approximation procgdure as outl;ned in the
section is appiied in tﬁis case to find an initial
solution. The result from a single trial of thg
ap#roximatio; procedure with‘some random starting |
configuration solution is sufficient to get an inifial
solution.

As indicaEEd earlier, the requirements of such ;n
approéimatioﬁ procedure are arriving at a ;good' sojution

(pear to optimal) and doing so in a reasonable amount ‘of

time (time comparable to the solution time of one problem

P(R) ). With a view to test the procedure, trials are
carried out with different starting configurations. Table

8 provides a summary of these trials. The typical
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TABLE 8
Summary of Trials with Different Starting.Configurations

for Fifteen Parts Example.

¥ Starting - Initial # of Final . Final
Config. 0bC Iter Config. 0DC

. (1,6,7,12,13] 3.6653 7 [1,3,4,8,15,13] 2.8158
[2,5,8,11,14] S r2,6,11,12]

(3,4,9,10, 15k:\\;:\ / [5,7,9,10,14]

Z. (1,6,7,12,13] \\3 6971 8 [1,3,4,8,15,13] 2.8158
[2,5,8,11,14] [2,6,11,12]

(3,4,9,10,15]} (5,7,9;10,14]

3. [1,5,7,9,13,14] 3. 15735 8 (1,3,4,5,4,13] 2.79999
(3,6,11,15] / [6,11,12,15]
[2,4,8,10,12] [2,7,9,10,14]

Z. [1,5,8,10,15]  3.44 5 {1,3,4,8,15,13] 2.8158
(3,9,7,13,14] [2,6,11,12]

[2,4,6,11,12] [5,7,9,10,14])

51,3 9,12,13] 3.66 7 11,3,4,5,8,13] 3.79999
(4,5,7,10,11] ' {6,11,12,15)
{2,6,8,14,15]) [2,7,9,10,14]

y
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TABLE 9

Iteration Log for the. Approximation Procedure

Number of Parts =

15

Random Starting Partition = 1

ITR INITIAL
No. ALLOC-

MF=1
0 CDC=3.665

e o A - ————

[6]
(2,5,8,11,14,1,
12]
[3,4,9,10,15,7,
1 13)]

MF=3
CDC=3.349

[3,6,15]
[1,2,5,8,11,12,
14]
(4,7,9,10,13]

-————— W Y S M G e e D e e e S e e

- INTEMEDIATE 0BJ
R AND FINAL FN. NEW - '
ALLOCATIONS Z(R,X) CDC Comments

* Based on range analysis choose
R=3.55

3.55 [2,5,8,11,14, -73 3.349 High,
1,12] Choose
[3,4,9,10,15, ; 3.349
7,13]

(6]

- . S o — s ] i ]

% Based on range analysis choose
R=3.349

3.20 [6,3,15] 0.4 3.201 OK
(1,2,5,8,11,
12,14)
[6,7,9,10,13]

* Based on the range analysis choose °
R = 2.90

o —— . o —— L . — ——

2 2.90 [3,6,15,8] .-1.6 2.895 High
MF=2 (2,11,12] Choosd
CDC=3.201 (4,7,9,10,13, 2.895

. 1,5,14] .
© 2,895 Same as above C 2.895 0K
(Contd.)
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TABLE 9 (continued)

Ter INITIAL . INTEMEDIATE. OBJ
No. ALLOC- R AND FINAL - FN. NEW
ATION ALLOCATIONS Z(R,X) CDC Comments
[3,6,8,15] . Based on range analysis choose
[2,11,12] R=2.70 ’ .
{1,4,5,9,10,13, .
14] B ittt T et
3 . - 2,70 [3,6,8,15, 54,9 2.869 Low,
MF=3 1,4] ,Choose
CbC=2.895 [2,11,12] 2.869
- [5,7,9,10,
- 13,14]
2.869 Same as above -0.01 2.869 OK :
[3,6,8,15, * Based on tange analysis choose
1,4) R = 2.85
{2,11,12]
[5,7,9,10,13,
14] mmmmmmmmmmem e emo oo
2.85 Sawme as 6.45 2.86% Low,
MF= 3 ) Initial : * Choose
CDC=2.869 . 2.869
4 _______________________________________
' 2.869 Same as -0.01 2.869 0K
initial
Family configuration not changed
Choeose the family with next highest
Di. i.e MFml R = 2.85
2.85 [1,3,4,8, -0.05 2.845 OK
15]
[2,6,11,12]
[7,9,10,5,14]
- 13,1,5,14]

(Contd.)
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TABLE 9 (Continued)

Itr INITIAL

No. ALLOC-
ATION

CDCm=2,845
5

13]
[2,11,12,6]
[5,7,9,10,14)°

MF=1
CDC=2.815

[ e r — . ———

INTEMEDIATE OBJ
R AND FINAL  FN. NEW
ALLOCATIONS Z(R,X) CDC Comme

* Based o range analysis choose
R=2.845 :

————___.._-.__-.—_—-—_—_-.--._——-.-.___-._—_—

2.845 [1,3,4,8, -9.3 2.815 Ho
13,15} : Ch
[2,11,12, 2.
[5,7,9,10,

14]
2.815 Same as above -0.01 2.815 ok

above

_——_-_—_-.-___—_-——_-.____—.--.___—-.____—_-_—_-.--._—_-.____—-.

* Based on range analysis choose

R = 2,815
2,815 0K
Family configuration has not changed.

_——-..-_-._.___—-.__—_-.—___—___——_.__-—_—-—

Choose the family with next highest
Dk . 1.e., MF=3 Based on the range
analysis choose R =2.815

Same as initiagl 0 2.815 oK
Family configuration has not changed
Choose the next family i.e., MF=1

Based on the range analysis, choose
R= 2.815

Same as Initial 0 ¢
Family configuration is not changed

-___—...___-.____-.—_._-.-.....__—.-.___-...__.—.__—

he families are considered.
- - STOP .

-

nts

- ]

- — )

——

——
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g : .
iteration log maintained for the first trial is glven in

Table 9. .The iteration logs for other-trials are listed

"

Appendix D.
Fram f;ble 8,_tw9 poinc;‘ére évideqtf
i) The final CDG"s oBtainéd\ﬁy the'proéedure iré.very
close to each qther.(Similar result has been reported
in 110]).
ii) The solution obtaiﬁea is_plose t; the optimal
solution(R* should be 15 the range 2.45 - 2.7999,
— sincelL = 2,45). \ )
The solutién fimes required for different suhpfoblems
in eath of the iterations are giﬁen;in Table 10. The -

v tatal times required are :

\

Starting _Approximate L oan
Confis. Total Time " '

1 . . 2.48 Min .

2 8.03 Min

3 2.31 Min

4 3.90 Min

5 1.53 Min

6.2.3 Search Log

The problem 15 then solved using R =H2ﬁ?99é (the
value obtained th;ouéh‘the approximate solution procedure)
as the upper 1limit on the value of R¥.

i.e., tﬁe search range chosen is [2.ﬁ5,2;7§9]

First the problem is solved at the midpoint of this
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range, i;e,'at 2.625, o ' _ '

The optimal solution-to the problem P(2.625) = 173.25

->R*>2.625 =
Henge; the‘value 2.7999% 13 ;ﬂdsen as the R for next E(Rd,
The‘prqblem‘Pt2.7999) gives the opéimai value as' 0.
=5 R* = 2.7999 | R
The solution times required for.the above two
problems P(R) gfe: )
-P(2.625)  ----- 21.28 Mins
C P(2.799) @ —--—- 22.29 Mins .
It also turns out that the optimal solﬁtion is
- obtained in some of the trials of the approxiéaﬁion
procedure, and close to optimal'solgtion in other tria}s.
Thus the sﬁlution obtained through the approximation
proce&ufe is “good” (ip fact optimal in this case. It can

not be gauranteed to.be optimal, however). Also, the

solution time required for the problems P(R) confirms the-

importance of starting the search at a “good” solution. If

the problem were to be attempted with some other initial
value as the upper limit, say with R=3.00, then the number
of problems P(R) sq@lved would have been more (each of them

taking a time of about 20 Minutes) resulting in a larger

solution time. 1 :

s
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6.2.4 Agﬁmércopputational consideratioﬁs
¢

The solution times (CPU) for the series of problems
" solved ih the course of approximation procedure iterations
are listed in Table 10 along with the numb}m\gf integer
variables in each of the problems.

Whilst these times should be strictly associated with
a-specific Package—Computer combination ( SAS/0OR and IBM
4381), they are indicative of the computational Hehﬁviour
of these problems viz.,

i1 The solution times increase even for a small

o increase in the number of integer variables.
11) For the same number of integer variables,
different problems require different solution
times, sometlmes varying widely froﬁ each_
other.

Several problems have been solved using variations of
the original datsa. It 1s observed that in all the cases
ghe solution procedure converges to the exact solution.
And, it appears that for the values of R close to the value
of R*, the optimal allocations obtained by P(R) would ”\j
also be the optimal allocation corresponding to R*.

The problems P(R) are solved steps, halting the IP
routine intermittently to check the sign of the objectivg
function any intermediate solution that might have been

found. If the sign turns out to be negative, problem P(R)
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TABLE 10
TYPICAL SOLUTION TIMES FOR THE APPROXIHATION PROCEDURE
ITERATIONS
Starting Iter- Problem # of Integer Solution time
Confilg ¢ -ation No. "Variables Min : Sec
‘ 0 1 10 0 : 3.38
: 2 10 0 ': 3.38
1 1 14 0 :26.43
2 i 14 0 7.52
3 1 16 0 :36.27
2 16 -0 36 27
1 4 1 12 V] 5.10
! 2 12 : Q 5.09
3 12- 4 : 4.89
) 1 12 0 4.91
2 12 0 4.89
6 1 i2 0 5.20
2 i0 0 3.38
3 8 0 2.12
TOTAL 2. 48 Min
0 1 12 0 4.89
2 12 0 4.79
1 1 16 0 :36.27
2 16 0 :36.27
2 1 20 1 :32.22
2 20 1 :35.41
3 20 1 :37.85
3 1 16 0 :21.77
2 16 0 :18.80
2 3 10 0 3.09
4 10 0 : 3.09
4 1 16 0 :17.13
2 L6 0 :14.61
5 1 i2 0 : 5.10
2 12 0 5.09
3 12 0 4.89
6 1 12 0 4.91
2 12 0 4.89
7 1 12 0 5.20
2 10 0 3.38
3 8 0 2.12
TOTAL 8. 0295 Min

0 1 12 0 5.61
2 12 0 5.58
3 1 1 16 0 :25.87
' 2 16 0 :20.05
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. " TABLE 10(Contd.)

Starting Iter- Problem # of .Integer Solution time

Config ation ° No. - Variables ' Min : Sec
: 2 1 16 . 0 :16.14
. 2 16 =3 0 :26.26
3 1 12 0 : 5.15
: 2 10 0 3.38
3 10 0 3.38
4 1 - 12 : 0 : 5.58
‘ 2 - 10 ' 0 : 3.50
3 10 0 : 3.50
5 1l 14 0 7.75
3 2 14 0 7.75
X° 1 12 0 5.05
. 2 10 0 3.50
' 3 - 8 0 : 1.91
TOTAL 2.314 Min
0 1 10 0 7.98
2 10 ‘0 2.92
1 1 18 1 :19.61
2 i8 ! 1 :57.18
2 1 12 0 : 5.04
4 2 10 0 3.00
3 10 0 2.81
3 1 12 0 4.91
2 12 0 4.89
4 1 12 0 5.20
2 10 3] 3.38
- 3 8 Q =@ 2.12
\\\ﬁv\ TOTAL  3.900 Min
- 0 - 1 10 0 3.25
N 2 10 0 3.38
3 10 0 3.29
1 1 14 0 8.03
2 14 ¢ 8.21
2 1 12 0 6.72
2 10 0 2.88
3 1 14 - 0 8.14
2 ' 14 0 8.69
5 3 10 0 3.03
4 10 0 2.90
4 1 l4 0 7.45
2 14 0 7.19
5 1 12 0 5.28
2 10 0 2.85
6 1 12 0 3.05
2 10 0 3.50
3 8 0 1.91
TOTAL 1.529 Min
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is terminated since the optimal solution must be negative.

This approach is helpful in cutting down the actual time

requi;ed to solve the problem. For this reason, intutively

it is better to approach the value of R from the negative

side.

Tﬂe solutions pbtaingd by solving the problems P(R)
can Be uséd to gef'a shorg-cut in search procedure compared
to binary prin;iple. At each value of R, at least one
. feasible solution is found befofe diciding on thq next
course of aétion.. Each feasiblé_soiution glves a
partipdlar allocation of parts to the fémilies. Forithis
allocation, the value of A(X)/B(X) can be calculated. The -
vélue of R* should be less than or ggual to the |
calculated value for this feasible soiution. The calculated

value A(X)/B(X) thus is helpful in the search for R*.

6.3 Machine Group Allocation~ An Example

The machine group allocation problem is illustrated
by an example. The infeasibility occuring in the problem
. . 4

is resolved using the formulation in Section . 5.3.2.

6.3.1 Routing Information

The routing information in the form of matrix Ak

as described in section 5.1.3 is given in Table'll.
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this Eype of informatioﬁaibout the feasibility of certain

operations on the available machines 1s assumed to be

avallable. o~

6.3.2 Solution Procedure

-|I
¥

The machine group alloca;ion pfoblem has been solved.
for the part fapilies formed wi;h fifteen parts.
. The family coﬁfiguration obtained by the part
grouping in Section 6.2 is given below:

Family 1 : parts 1, 3, 4, 5, 8,13

Family 2 : parts 6, 11, 12, 15

Family 3 : part 2, 7, 9, 10, 14

. From the routing matrix for these‘parts (Table 11) A

list of multiplication terms for each family is generated
as explained in Section 5.1.4 . égr‘éxample, the -
operation 1 and 2 of the part 6 can be done on machines 1
and 4 respectively, and the product term Ifz-laz
.represents this routing. The sample of such a 1ist is

given in Table 12.

The size of the problem is

M=12 K=3 '
~ Number of integer Variables = 12 x 2 = 24
- Number of Free variables = 12

=~ Number of product term variables

representing the routings for the parts =117
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TABLE 11
MACHINE ROUTING DATA
Machines
Part # Of Opn H1 HZ H3 H& VI v2 v3 BL Bz B3 bl 02
No. Opns _# 1 2 3 4 S5 & 1 B % 10 11 12 Total
1 3 t o o © 0 1 o6 1 0o © 0 1 o0 3
- , 2 10 0 © 0 ‘0 0 0 1 0 0 0 2
3 o & 1 © o 0 0o o0 O 0o 1 0 2
2 2 1 1 o0 o 1 0. 1 o 0 D o 0 0 3
2.1 ¢ o 0 1 0 O ©o 0 1 0 o 3
3 2 1 ¢ o o © 1 1 0o 1 © 1 o o 4
2 o e o © o0 L o0 o o0 1 o 1 3
4 3 1 ¢ 0 © o6 o0 0 1 o 1 6 0 0 2
2 o 1 o ¢ 1 0 0 0 © o 0 1 3
3 0 0 © 1 0+ 1 0 0 0 0 ] ] 2
5 3 1 o 1 © © o t o © o0 0o° o o0 2
2 o 01 0 ©O0 1 0 0 @ 0 0 0 2
3 o o ©0 © o0 1 0 0 O 0 0 0 1
6 2 1 1 o © 0 © 0 © 0 o0 6 1 0 2
2 0 o0 © L 1 1 o @ 1 g 0 o 4
7 4 1 o L o0 o ©o ©o 0 0 0 L 0 o 3
2 o o © 0 0 0 1 o0 O 0o 0 i 2
3 o ©o © 1 0 ©0 1 0 0 0o o0 o0 2
& o 0 ©0 @ o o 1 0o o 0 0 oD 1
B8 3 1 -1 0 1 © o0 0 0 0o O o 0 0 2
2z 1 ©o o © o0 0o o0 1 © o o o 2
3 0 t o0 @ o0 0 0 ©o 1 0o o 0 2
9 3 1 ¢ 1 © © o 1 0o o0 0 1 0 3
2 o 1 0 ¢ 0 1 o 0 © 0o o0 o 2
i ¢ 9 1 © © 0 0 0 © 1 0 o 2
10 2 1 o 1 0 © ©0 1 0 0 0 L o 1 4
2 a9 ©¢ 0o L 0 © 1 o o0© @ 0o o 2
11 3 1 1 o 1 o ©0 © 0 @ a0 o 0 o 2
2= o o o 1 @ 0 o 0o 1 0o o0 o0 2
3 L 0 e 0 a 0o 0o 0o 1 ¢ 0 O 2
12 3 1 &+ o © 1 0 0o 0 0 0O g0 o o 2
2 0 0 0 ! 0 0 Q 0 0 0 0 0o 2
3 1 0 0 ©o 0 0 0 0 1 U 0 0 2
13 3 1 t)/,xf‘d 0 0 lr 0 0o 0 o o 0 o
2 0o ©o o o0 0 G L o o o 0 2
3 o o 1 o0 o 90 ¢ 0o 1 o o0 0 2
——————— *---——---_—---o-u--o-uu--—--—-——--—--n--a--—u-.---o-——--———---—---v—«--l———————
14 | & 1 0o o 9 0o 0o 1 1 0o o0 0+ 0 0 2
h 2 0 o 0 0 0 1 0 0 0 0 0 0 1
31 ¢ 0 1 © o0 @ 1 9o o0 1 o o0 3
4 o 1 @ 1 o 0 0o o o0 o 0 o 2
15 3 1 ¢ o 1 © 0 0 0 0 o o 0 1 2’
2 o 1 © ©0© L 0 0 ¢ 0 o 0 o 2
5 0o o0 1 O ©@ 0 0 9 .0 o 1 0 2
»
b
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TABLE 12

)

" LIST OF PRODUCT TERMS INDICATING THE ROUTINGS FOR PARTS

PART FAMILY 2

Number of routings represented
for the part number .

No. Product Term 3 1l 12 15

L - I12.142 1 1 2 0 ‘

2 I12.152 1 0 p 0

3.  Iy2.1g2 1 0 .0 0

4 Iy3.1g9p 1 2 0 o

5 I112-142 1 0 d 0

& Iy12.152 1 0 0

7 I112-1g2 1 0 0 - QF

8 I;12-192 1 o o o’

9. 115.142.192 0 1 1 0"
10 I33.142.1I72 ~ 0 1 0 0

il I32.142-.1927 0 1 0 0

12 I32.I92.112 0 1 0 0

13‘ I32-1g2 0 1 0 0

14 I,32-I122 0 0 1 0

15 {12.1122.192 0 o 1l 0

16 I4p.1g7 0 0 ! 0

17-I I42-1122.112 0 0 1 0

18 I42.I122.192 0 0 1 0

19 Iy2-I22.132 0 0 0’ 1 .

20 112-I22-11%gg 0 0 0 1

21 - I13.152.I32 0 0 0 1

22 Iy2.152.11312 o 0 0 1

23 I32-122 0 - 0 0 1

24 I32.132.1112 0 0 0. 1

25 I32.1I52 0 0 0 1

26  I37.152-I7712 0 0 0 1




p R ' , -

. _The problgm,ia infeasible with the constraint of
allocating one macﬂine t$ dne family only; The
mathematical model developed in Section 5.3.2 is appliéd to
find out the machine causing infeasibility. The:value of
‘the‘optioﬁal welghtage D is chosen to be 1. The optimal
value of the objective function is 2. Two of the macﬂipes
are ideﬁtified to be the one; cauéing infeasibility.'

Maghine 2 ié absolutely essential for families 2’1nd
. 3. hachihe 6. 1s absolutel}‘ esgénCial for famiiies 1 and
3. The allocation constr;int for‘these two machines was
rélaxed by giving a RHS value 6f 2 in the corresponding
constraints of tepe (27).. froblem Pl is then solved ;o.
"find the optiﬁgl solut on to the allocation problgm.

The ogtimal méchiﬂe‘group allocation(after the.:equation.

for machines 2 and 3) to the families is given below.
Maximum number of rout;ngs acchiéved = 38
Machines allotted to-family 1 : 3,5,6,8,9,12
Machines allottéﬁ to family‘i : 2,1,4,11

Machines allotted to famiiy 3 2,6,7,10,

6.4 Discussion of Results

The cell formation is an initial specification
problem in the pre-production planning stage. This
research presents new formulations for this problem.

The examples illustrating the formulations involve
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grouping of fi‘f.t'eé:: parts into three families and then
allocating twelve mgéﬁines.to these families. The problems
are solved on an IBM 4381 computer usiﬁg the integer
pfogramming (IP)routine of,SAS/OR package.

The part family formation example for tﬁe above data
has 15 . 3 = 45 deciéion variables. In the input to the
routine 15 . 2 = 30 variables are explicitiy stated to bé
ofVO-l integer type. The remalning 15 are forced to take
0-1 values.due to constraints of type (i) in the
formulation. The solution time for the problems solved

during the seafth procedure (Problem P(R)) is about 20-25

Minutes.
L N
The solution times for several problems of smaller

size are listed in Table 1l0.
An example of twentyfive parts using variations in the *
data givén in Appendix B has been é%tempted. The solution
time for the problems solved during'the search procedure
has been found to be in e#cess of iso Min. The

experimentation with larger problems has been limited.

However, based on the results It appears that with a

comparable computer-package copbination, problems with
40-50 variables could be solved in a “reasonable” time. In
physical terms the corresponding problem size is 20-25

parts to be grouped into 2-3 families.

Further computational experimentation is necessary:ﬁor

the larger problems considering the'following issues.
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i) Branch and Bound §traﬁegy: .Several search . P e

i
[

o

heuristic options are ayailable for the iules.pf‘
" + W i l_

'pgiictj;ﬁ branching nodes and branching vafiablg

-

at hg'nodas. -The experience with the smﬁller

problems ¢ n not ‘be ‘directly extrapolated to

larg problems, since the sttategy,fhat works
well for a pa}ticular.problem 5ize may not work

. well as the problem size increases [29]. -

11) Linearization Strategy: " Some variations

invo ving reductions.in the‘number”of extra
constiraints generated have beép ?uggestep by
Glover and Woolsey [}SJ. -A brief discussion of
these 1is provided by Stecke [30]. The

experimentation with these different strategies

could be a possibility for the larger problems.
. . f

(The program written to generate the input for

!

the problem P(R) provides options fori
implementing Hifferent strategies as indicatéd in
[30]).
The bounds established on the objective function could
be used to determine the maximum possible variation of the
objective fun;tion value for any feasible solution from the
optimal value. Tﬁis would be useful especially'for large
problems.
The approximate solution procedure developed is an

extension of the “single move” heuristic ‘to a “multiple
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move” case. The results from the procedhre have been found
fo be near-oEtimal in the problens solQed. Also, starting
with different‘COnfigurations the procedure converged to
solutidns with objective function values vefy.cloae to éach
other. This result is comparable to the “single move~
implementation of the heuristic in [12]..
The solution obtained through the approximation

pepcedure provides an upper limit on the objective function

value.

The for?ulation of machine group allocation has
12 . 3 = 36 decision variables. 1In the input to the 1P
routine 12 . 2 = 24 variables aré explicitly stated to be
of 0-1 type. The remaining 12 are forced to take 0-1
values due to the assignment constraints. The solution
time for the problem is about 2-3 Min. The formulation for
identifying the machines causing infeasibility iﬁ?che
problem required less than 1 Min. -

The implemeﬁtation of the formulations gives the
system specification in térms of the cell configyration and
the parts manufactured in the cells. The contributions of
this research are |

- Defining a dissimilarity coefficient as the

objective function of the part grouping
formulation.

Developing an algorithm for finding the bounds on

the above objective function.



N

. type to a “multiple move” case. S

_grou;ing problem.

R ' - g5 -~

Extension of a clustering method of “single move~

Consideration of the availability of alternative
machines and the routing diversity in machine

Developing a mathémativcal model to ldentify the

e

machines causing infeasibiiity in the machine

group allocation problem.

The computational aspects for largef problems have to

be further tested for larger problems as exﬁlained earlier.

Also a matter of consideration could be to impose other

constraints on grouping. For example, one of the

/

- L]

constraints could be to consider the quantities.of the

parts to be manufactured with a view to balance the work

\\\g\load‘in the cells.

Some of the direct consequences of grouplng are

reduction in the work in progress, reduced lead times and

reduced scheduling complexity.. 'A _study by Purcheck [26]

confirms that the cellular systems have better “operating

charecterestics” as measured by these factors. The reduced

work in progress and reduced lead times result in financial

gaias.

An approach for analysing such gains due to grouped

system has been suggested 'by Boucher [3]. Such an analysis

could be done after the cell formation problem has been

solved using the formulations presented.

-
.
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C oy . ‘ , .CHAPTER VII _

v
-

SUMMARY

This reséarch deals with the initial specification
decisions in tﬂe pre-production planning stagé‘for‘F;gxible
‘Manufacturing Systems. The préblems of 'part family - |
Iformatién and m;chine grOup“allocation have been'foyhulated

as 0-1 ‘integer programming mode}s.

+ The formulation of part family.formation is a
fractional prograﬁ. ‘The dissimilaricty betweenﬁfhe parts in
't&?gs of processing requirements has been rﬁbresented by .a

"coefficient and is defined as a function of 0-1 variables.
By idéntifying the specific ‘nature of the objective ﬁ

function a general search prihciple has been suitably

adopted for solving the formulation,
—

cil\\ ' As a methed for providing a starting solution to

the search procedure; an extension to a clustering
principle reported in the literature has been developed..
This extension i3 based on the fractional model.

The concept 6f.rou£iné flexibility,.or the number
of available routes for the parts within the cellular

system has been adopted in the machine group allocation.

PRt I

- e
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This aspgct'has not bégn;conéidered by the Group Téchndlpgy

researchers in conventional systems. *

The formulations have been‘ﬁpp}ied to a set of

realistic problem data. Several.problems have been solved.

. -

Ihq computational éxperience with these problems
indicates that thé formulations are appii;aSle té FMS
installations manufacturing low or medium varie;y of
parts.

M ‘As indicaﬁéd in Chapter III, many of the systems
thch operate in.tandem with conventional faciliqies have
beén, in general, used for the manufacture of critical,
high wvalue parts. Many of the FMSs reported in the
literatuxé fall inato this ca ry. The proposed procedure
1s applicable for these sygtemgs~

The solution proceduré developed for the
fractional programming model is also applicable in other
cluétering applications where the pairwise rati§ criteria

could be used.

Y

In summary, the main contributions of this thesis
are the development of -a new formulation for part family
. v
formation, extension of a heuristic procedure in clustering

and adopting the avaifability of alternative routings for

the parts as the criterjon in machine grouping.
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APPENDIX A

ALTERNATIVE DEFINITIONS FOR THE OVERALL DISSIMILARITY
COEFFICIENT
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ALTERNATIVE DEFINITIONS FOR THE OVERALL DISSIHIiAKITY

COEFFICLENT

The overa}l dissimilarity coefficient defined as the
objective function in the part family formation problem is
an average of all the pairwise dissimilarity coefficients.

The overall measure also can also be defined as follows:

"

1 K N-1 N .
a) CbCy; = .[ z z Z‘(dij/sij).xik.xjk]
N.(N-1) k=l i=1 j=it+l :
N-1 N
1 K 1=1  j=i+1
b) CDCjy - o] 2 -
K k=1 N-1 N :
r2 z 81j-Xik+Xjk
1=} j-i+1 .
N-1 - N
- \ z Y. (dgj/s19)-Xak-Xjk
1 K i=1 j=1+1
c) CDCjy - e | T | el
K k=1 ny
where,
— N
nk = Xik
i=1

CDC;, CDCy and CDC3 are the other possible
L

definitions of the objective of the minimization of

diasimilaricies and maximization of similarities between

the parts.
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A formulation with CDCj as the objecfiﬁé
function would be similar to the problem P(R). =~ -

The formulations CDCy and chg‘as oﬂjéctive
functions would‘be more complicated to solve. Both these
functions can be simplified into a single ratio of
noa=-linear integer funct;ons; The dtfference would be that
in these formulations, the functions would ﬁave poiynomiaf.
terms of higher degree (unlike the formulation for CDC
which has only the product terms of degree two). Hence,
‘the method developed for establishing the region (L,U)
would not be applicable to.these formulations. The general
search ﬁriﬁciple however,>st111 holds in these cases.

The reasons for adopting CDC as the objective.
function are:

- Using as objective function a similar expression‘

aé reported in [12]}.

- The expression CDC incorporates a weighted avefggé

of all dy4y/s14 values.

[
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APPENDIX B

-

PART SKETCHES AND PROCESS DETAILS

A
~
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HOUSING

PART ¢l

Scale l:6
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PROCESS DETAILS

HOUSING

Counter Bore 78 Dia Qutside

: PART NAME:
DPERATION DESCRIPTION OF THE "TOOL(S)
NO. QPERATION REQUIRED

_Rough M1l Surface (A) M501
Finish Mill Surface (A) M502,M701
Center Hole (1) D201
.Drill 42 Dia Hole Thro” D142

(1) Ream 42 Dia Hole Thro~ R142
Chamfer i D109 ,M602
Rough Mill Edge (B) . M101,M401
Rough Mill Edge (C) M101,M401
Rough Mill Edge (D) M101,M401
Rough M1ill Base Projections M102
Finish ‘Mill Base Projections M103
Center Holes (4) D202
Drill 30 Dia Holes Thro“(4) D130

i Ream 30 Dia Holes Thro”™ (4) R130

(2) Chamfer (4) D109
Peripheral Mill Surface (J) M301,M101
Finish Mill Surface (J) M302,M102
Rough Mill Face {(G) ) M301,M102"
Finish Mill Face (G) “ M301,M102
Bore 42 Dia Hole Thro~ B108
Finish Bore 42 Dia Hole Thro~ B109
Counter Bore 72 Dia 36 Deep B10O1
Chanfer M702
Contour Mill (F) M603 ,M108
Face M1ill Surface (H) M503 '
Finish Mill Surface (H) M504
Rough Mill Surface (I) M603,M108
Finish Mill Surface (1) M503

3 Bore 48 Dia Holes Thro~ (2) B108
Finish Bore 48 Dia Holes

Thro” (2) B11l5

Ream 48 Dia Holes Thro” (2) R148
Counter Bore 78 Dia Insilde B10O1l

B106
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BASE BLOCK
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PROCESS DETAILS

‘

PART NO. : _2 " PART NAME: BASE BLOCK
OPERATION DESCRIPTION OF THE , - TOOL(S)
NO. OPERATION - REQUIRED
Rough Mill Bottom Face (A) M101
(1) Finish Mill Bottom Face (A) M103
Rough Mill Sides ° .. M104
Finish Mill Sides M105
Mill Contours (4) . M901,M602
Face Mill Surface (D) : M501 -
Finish Mill surface (D) . M501
Face M111 Surface (B) M506,M508
Fiu%sh Mill Surface (B) M506,M508
Center Holes (4) : D201
{2) Drill Dia 28 Holes Thro” . (4) D125
Ream Dia 28 Holes Thro” (4) R128
Deburr 5104
Face Mill Boss M101,M402
Rough Bore 34 Dia Hole Thro~ B101

Finish Bore 34 Dia Hole Thro” B109
Step Bore Outside Step (Rough) B10O5
Step Bore Inside Step (Rough) B105
Finish Bore Outside Step B104
Finisﬁﬁ?fre-lnsidg Step B104

4

e
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PROCESS DETAILS
PART NO, PART NAME: PULLEY BLOCK
{
OPERATION i DESCRIPTION OF THE TQOL(S) '
NO. OPERATION REQUIRED
4
Face M1ll Periphery (B) M403
—- Finish Mill Periphery (B) M&404
Rough Mill Face (C) M7Q1
(1) Finish Mill Face (L) M702
Rough Mill Grove (D). M401
Mill Peripheral Edges M412
Bore 50 Dia Hole Thro” B108:
Finish Bore 50 Dia Thro” - - -B109
Counter Bore 35 Dia 8 Deep B10O1
Finish Counter Bore B102
. Enlarge Bore Dia Thro” from step B1l1l35
Rough 'Mill Side A : M405
Finish Mill Side A M406
(2) Center Holes (4) D203 .
Drill Holes 30 _Dia Thro“(4) D128
Ream Holes 30 Dia Thro” (&) R130
Tap Holes 30 Dia Thro” T130
.Finilsh Bore 80 Dia B106
- Counter Bore Dia 105 Bi12
Chamfer edge M702,M712
Rough Mill Periphery . M101 '
Rough Mill Qutside Periphery M102
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FLANGE

PART #4
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PROCESS DETAILS

- PART NO. 4 PART NAME: FLANGE
,,:{f:, OPERATION DESCRIPTION OF THE TOOL(S)
) . NO. OPERATION REQUIRED
P I Rough Mill Bottom Face M501,M518
e o Finish Mill Bottom Face M502
- ~ Center Hole (1) D202
S Drill 50 Dia Hole Thro”  * D150
g;;’- (1) Rough Bore 110 Dia Hole Thro” . B108
. R Finish Bore 110 Dia Hole Thro” Bll2
S Counter Bore 175 Dia Deep Bll2
Finish 175 Dia Bore Deep Bl12
. Chamfer M701,M712
T T P :
ST . Rough Mill Sides . M211,M101
P Finish Mill Sides M212,M102
{ Face Mill Top Surface _ M501,M502
Counter Bore 175 Dia Deep Bl1l2
Finish Bore 175 Dia Deep B112
. S Center Holes (4) D202
g (2) Drill 20 Dia Holes Thro” (4) D120
g Deburr , 5109
L Tap 20 Dia Holes Thro” (4) T120
¢ ?£ Face Mill Bosses . M503
G ot Finish Mill Bosses M503
Y L . Centexr Holes (2) D201
t X Drill 20 Dia Holes Thre” (2) p120
£ oo
{? Mi1l Periphery of Projections M301
. 3) Finish Periphery of Projections M302
" - Face Mill Top Surface(Rough) M501
M1ll Periphery Of Bosses M401,M405
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PART #5
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Scale 1
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PROCESS DETAILS

PART NO H 5 : PART NAME : BASE
OPERATION DESCRIPTION OF THE TOOL(S)
NO. OPERATION " REQUIRED

Face Mi11 Side (A) M102,M401
Finish Mill Side {A) M103,M105

(1) Angle Mill Side (B) . M602
Finish Mill Side (B) M603

2) Rough Mill Bottom Face (C) M501,M513
Finish Mill Bottom Face(C) M503,M502
Face Mill Top Edge M101,M701
Finish Mill Top Edge M103,M702
Peripheral Mill Boss . M401
Face Mill Boss M401
Center Holes (15) D201
bPrill 8 Dia Holes (l5) D108
Deburr . S101

(3) Ream 8 Dia Holes (15) R108
Center Hole (1) D201
Drill 50 Dia Hole Thro~ D150
Bore 56 Dia Hole - B106
Finish Bore 56 Dia Hole B109
End Mi1l Pocket (rough) M501,M402-
Finish Mill Pocket M508,M402
Peripheral Mill Sides M406
Contour Mill Projections M610,M602
Center Hole (1) b203
Drill 50 Dia Hole (1) D150
Drill 70 Dia Hole D170
Bore 120 Dia Hole . 5108
Rough M1i1ll Sides B,C and D M301,M305
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PART #6

Scale l:6
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PROCESS DETAILS

PART NO. : _6_ : 