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Abstract

Augmented reality is a young but very active research area. It is considered a variant
of virtual reality. In virtual reality, the user is immersed completely in the virtual
scene; whereas in an augmented reality system, the user can see the real scene with
the virtual object superimposed onto the real scene.

Registration in augmented reality aligns the virtual object with the real scene in 3D.
The use of computer vision techniques for registration is an ideal method to accomplish
this. In this thesis, a computer vision-based interactive object registration system was
developed for augmented reality. In this system, the user can register 3D virtual object
onto real images by reconstructing the registration plane. The registration process is
semi automatic and only needs intuitive mouse clicking. Experiments show that the
system is easy to use and has very good practical registration accuracy.
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Chapter 1

Introduction to Augmented Reality

1.1 Definition

Augmented reality (AR) is a variation of virtual reality (VR). It is a young but very
active research area. In virtual reality, the user is completely immersed into a virtual
scene. In such a system, the user is in a virtual environment and is isolated from
reality. While in an augmented reality system, the user can see and interact with the
real world as well as with virtual objects superimposed onto the real scene. Therefore,

augmented reality systems provide extra information to the real scene presented to the
user.

Milgram [67] produced a taxonomy showing how work in VR and AR are related;
he describes it as the reality-virtuality continuum as shown in figure 1.1.

I ——Mixed Reality (MR) — l
[ 4 < manus

Real Augmented  Augmented Virtual
Environment Reality Virtuality Environment

Figure 1.1: Milgram’s reality-virtuality continuum
Figure 1.2 is the screen snapshot of a Java3D program written to demonstrate the

1



CHAPTER 1. INTRODUCTION TO AUGMENTED REALITY 2

basic idea of superimposing a virtual object onto a real scene. The user can change
the position and orientation of the virtual cube by rotation and translation operations.
The cube, as a result, appears naturally on the table.

Figure 1.2: Superimposing virtual object(a cube) onto real scene

In the AR community, we generally accept the following characteristics for aug-
mented reality system [4]:

o Combines real and virtual

¢ Interactive in real-time

o Registered in 3D

1.2 Different Types of AR System

An augmented reality system combines the virtual and real scene together and presents
the augmented scene to the user. Different combining and display technologies make
different types of augmented reality systems, for example, optics-based augmented
reality system and video-based augmented reality system.
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1.2.1 Optics-based AR System

A see-through head-mounted display(HMD) system is a typical optics-based augmented
reality system. It looks like a helmet with the optical combiner in front of the user’s
eyes. The optical combiner plays two roles: one is transmitting the light from the real
world to the user (so that the user can see the real scene directly), and the other is
reflecting the virtual scene to the user. Thus, the real and virtual scenes are combined
at the optical combiner. The design of the optical combiner is complicated, since it is
both partially transmissive and reflective. Figure 1.3 shows the conceptual diagram of
an optical see-through HMD augmented reality system.

Scene
generator
Head pose .
tor
I tracker proyee

Vift“al Real
object world
model — ) —

Optical

combiner

Figure 1.3: Optical see-through HMD augmented reality system

1.2.2 Video-based AR System

Instead of combining scene optically, a video-based AR system performs it by video
composition. For example, a video see-through HMD system uses one or two head-
mounted video cameras to provide the user’s view. Before the video stream is displayed
in the monitor, it is blended with the images of virtual objects that are generated by
a computer. The augmentation of virtual objects on real scene is thus achieved.
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object Head pose

Real .“dl
world|
Scene

video
generator

!

Video
composition

@
Real
world

Augmented video

Figure 1.4: Video see-through HMD augmented reality system

In the video-based AR system, the use of cameras and video composition systems
mabkes it flexible for composition and registration strategies. The camera usually pro-
vides wider field-of-view than the combiner used in the optics-based AR system. Fur-
thermore, because the real scene reaches the user indirectly, the delay of the blending
will not be too sensitive to the user and is easier to be compensated for.

On the other hand, the optics-based AR system does not use camera. This has
some advantages: first, the system is simplified and the display resolution will not be
degraded by the video camera system. Second, the user will not lose his sight even
though the system malfunctions. The user can still see the real scene directly through

the combiner. Hence, optics-based AR systems are safer than the video-based AR
systems.

1.3 Registration Problem

The term registration in AR means to align the virtual object properly with the real
environment in 3D. Virtual objects must behave as their real counterparts would be-
have. For example, the cube on the table in figure 1.2 must be situated in and stay in
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the proper place as the user moves around in the environment and it should disappear
when another object (real or virtual) obstructs the user’s view.

The registration process can be done in three steps: positioning, rendering and
merging. Positioning is to put the virtual object at a desired position, and rendering
is to get the 2D image of the positioned 3D virtual object. The rendering of the
virtual object will then be merged with the image of real environment to compose an
augmented image.

Before we register a virtual object on a desired position, we have to know the
coordinates of that location. However, the measurement of the coordinates is usually
not a straightforward process. First of all, the metric 3D information of the real
environment is not readily available. Second, the measurement needs high accuracy. In
a video-based augmented reality system, the image of the real environment is captured
by a camera, which is considered as a 3D to 2D projection of the real environment.
Similarly, the 3D virtual object will be rendered by a virtual camera that simulates the
real camera. Thus, the augmentation is achieved by a merging of the two projections.

Knowing the projection matrix of the real camera is a necessary step in the registration
process.

Registration errors will directly lead to a misalignment. Over all, these errors can
be roughly grouped into two categories: static errors and dynamic errors. Static errors
are the errors that have effects even the user’s viewpoint or the scene is completely
still; while dynamic errors are the errors that have effects when the user’s viewpoint

or the scene is moving. Among those sources of errors, the following are due to static
eITors:

e Optical distortion
e Tracking errors

e Projection errors

The optical distortion is caused by the lens of the camera or the display system.
Mainly, it is a radial distortion. Radial distortion is due to lenses where the magnifi-
cation at the edge is different from the one at the center of the lens. Because of lens
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shapes, radial distortion is also a function of the lens’s field of view. Radial distortion
is quite prevalent in wide-angle lenses. The effect is that, for example, a straight line
will appear curved when it locates far away from the optical center.

Optical distortion can be computationally compensated for, however, the compu-

tation will even lead to a bigger delay-induced registration error than the distortion it
corrects [44].

In order to know the position of the user’s viewpoint or the moving object in an
augmented reality system, a tracking system is used. The tracking system, however,
inevitably has errors. That is, the difference between the output of the tracking sys-

tem and the actual position of the tracking target will cause a misalignment in the
registration.

Incorrect projection parameters will also lead to a misalignment in registration. As
mentioned above, the virtual object is rendered by a simulated camera whose projection
parameters must be exactly the same as the real camera. However, estimating the
parameters of the real camera is an error prone process.

Dynamic errors are mainly caused by some kinds of system delay, for example,
the delay in the tracking system and rendering system. The heavy computation load
and response time of the physical components will cause the system delay. In [44],
Richard L. Holloway states that system delay causes more registration errors than all

other sources. Therefore, suppressing the system delays is a critical research topic in
augmented reality.

In summary, achieving alignment and depicting occlusions have been the primary
and most challenging problems in augmented reality. Most proposed solutions had
either a limited success or a limited domain of application. This thesis will focus on
the registration problem for a video-based augmented reality system.

1.4 Applications of Augmented Reality

Augmented reality has been successfully applied in medical, industry, military and
entertainment fields.
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In the medical field, doctors use augmented reality to aid surgery. Through some
imaging equipment, such as computed tomography (CT) scans or magnetic resonance
imaging(MRI), the view of the target internal anatomy is scanned. When a doctor
performs a surgery, these images are rendered and combined in real-time with a view
of the patient. This, in effect, gives a doctor "X-ray vision” inside a patient.

In industry, augmented reality is used to help assembly, maintenance and repair of
complex machinery. Technical manuals are translated into 3D drawing and annotations
that can be superimposed in real-time with views of the actual machine. Those aug-
mented views are presented to the worker through a HMD system. When the worker
is working, he is being shown step-by-step the tasks that need to be done and how to
do them. Some successful systems are the laser printer maintenance application [30],
and Boeing’s wire bundle assembly application [16].

Augmented reality is also used in tele-operation of a robot. Instead of operating
real robot directly, we can first plan its motion by a virtual robot. The results are

directly displayed in the real world. Once it is tested, the plan is then applied to the
real remote robot.

In entertainment, augmented reality is used to merge a real actor into a 3D virtual
environment. In this way, we no long have to build new physical sets. The entire
environment can be virtually simulated, and the production cost is greatly reduced.

In [62], the authors described a system that makes intelligent virtual creatures who
respond to actions.

Advanced technologies are always applied in military first. Actually, the head-up
displays (HUD) and helmet-mounted sights (HMS) have been used in military aircraft
for many years. In such a system, extra information is superimposed on the real world
view for a pilot; for example, the aim parameters are highlighted and stick on different
moving targets. In [51], Simon Julier et al. described a battlefield augmented reality
system (BARS). The system consists of a wearable computer, a wireless network system
and a tracked see-through HMD. The user’s perception of the environment is enhanced
by superimposing graphics onto the user’s field of view. The graphics are registered
(aligned) with the actual environment. For example, an augmented view of a building
could include a wire frame plan of its interior, icons to represent reported locations of
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snipers and the names of adjacent streets.

Numerous successful applications are being reported every year. The application
domain of augmented reality is expanding quickly, which in turn stimulates the research
of augmented reality.

1.5 Thesis Overview

This thesis is organized as follows. Chapter 2 provides the theoretical background
of computer vision techniques for augmented reality. Chapter 3 presents a review
of existing registration techniques for augmented reality. Chapter 4 describes our
interactive virtual object registration system for augmented reality. Chapter 5 gives
the implementation details and experiments results. Chapter 6 is the conclusion and
discussion for the future research direction.



Chapter 2

Background for Vision-based AR

2.1 Computer Vision for Augmented Reality

A registration process needs 3D metric information for positioning and rendering. Un-
fortunately, this information is quite difficult to obtain and track. For example, in
some early developed AR system, researchers used magnetic sensors to track and re-
port the camera position and orientation. However, the magnetic sensor is nonlinear
in large measurement range and sensitive to metals and magnetic fields. In fact, the
biggest obstacle to build effective AR systems is the lack of accurate, long range sensors

and trackers that report the locations of the user and the surrounding objects in the
environment.

On the other hand, computer vision techniques have the potential to provide the
accurate registration data needed by AR systems. By using computer vision techniques,
we can easily extract 3D metric information from 2D images; we can build 3D model for
the real environment to deal with occlusion; we can also perform dynamic correction for
registration by analyzing the augmented images. Overall, computer vision techniques
enable us to get 3D information directly from 2D images which is vital for AR systems.
In addition, because computer vision extracts information from the images, the output

of augmented reality, it is possible to form a close-loop control, which makes the system
more stable and accurate.
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2.2 Digital Images

In the 1950’s, scientists began to develop intelligent machines. The goal of intelligent
machines is to simulate natural biological system, which inevitably requires the machine
to have vision capability. Computer vision addresses the problem of programming
computers to see. It is the discipline that gives interpretations and useful decisions
based on digital images taken by cameras. In [95], the scope of the computer vision
is defined as: a set of computational techniques aimed at estimating or making explicit
the geometric and dynamic properties of the 3D world from digital images.

Computer vision uses digital images as inputs. A digital image of an object is
created by sensing the light rays reflected from the object’s surface. In a CCD(Charged
Coupled Device) camera, there is an nxm array of CCD photo-sensors. When the light
ray hits the photo-sensor, it generates different voltage proportional to the intensity
of the light. These voltage signals are digitalized and stored in an nxm integer array.
The digital image is thus presented by the nxm integer array and each entry of the

array usually has the value of grey-level (light intensity) from 0 to 255: 0 means black
and 255 means white.

2.3 Camera Model and Calibration

The camera projects 3D space points to 2D image points. The optical distortion and
digitalization process of a real CCD camera make the modelling far from being perfect.
There are quite a few camera models, but the most popular model is the pinhole
one. The pinhole model describes a pure perspective projection: 3D space points are
projected onto the image plane of the camera, as shown in figure 2.1.

In this model, a reference frame is setup at the camera’s optical center, O. The
image plane II is placed in front of the optical center. The optical axis is the line
through the point O and perpendicular to the image plane, which is the Z axis of the
reference frame. The focal length f is the distance between the optical center O and
the image plane. The space point P is projected onto the image plane as point p which
is at the intersection point of the image plane and line < OP >. The pixel point p(z,y)
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Image plane
Figure 2.1: The pinhole camera model

and space point P(X,Y, Z) has the following relation:

z = 3
v = Iy (2.1)

In addition to the camera reference frame, there are other reference frames. Their
relation is described in figure 2.2. The camera reference frame is located with respect
to the world reference frame and the coordinates of the image points in the camera
reference frame can be defined in the pixel coordinates.

In computer vision, a camera has two sets of parameters: extrinsic parameters and
intrinsic parameters. The extrinsic parameters are a set of geometric parameters that
describes the camera’s position and orientation with respect to the world reference
frame. The extrinsic parameters can be defined as a transformation from the world

reference frame to the camera reference frame, which consists of a pure rotation R and
a translation T [95]:
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Image z
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Figure 2.2: The relationship between reference frames

P. = R(P, —T) (2.2)

where P. and P, are coordinates of the space point P in the camera reference frame

and the world reference frame respectively. R is a 3 x 3 rotation matrix and T is
translation vector:

(Tn Ti2 T3

R = |ry ro Tz,
\7‘31 T2 Ta3
(tu

\tsl

Intrinsic parameters describe the optical, geometric and digital characteristics of
the camera. For a pinhole camera, they are [95]:
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1. Focal length f
2. Transformation from camera reference frame to pixel coordinates

3. Geometric distortion introduced by the optics

Neglecting the distortions, the pixel coordinates (Zimg, ¥img) are related to their camera
reference frame coordinates (z,y) by:

r = —(zimg"'oz)s:m

Y = —~(Yimg — 0y)Sy (2.4)

where (0., 0,) is the image center in pixel units, s, and s, is the horizontal and vertical

direction scale factor. In summary, there are 5 intrinsic parameters: f, 0z, 0y, Sz, Sy.
Camera calibration is a fundamental problem in computer vision and is a necessary

step to extract metric information from 2D images. It is a process of determining

the intrinsic and extrinsic parameters of the camera, or the process of estimating the
projection matrix.

Figure 2.3: The calibration pattern
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Camera calibration techniques are roughly classified into two categories: pattern-
based calibration and self-calibration [105]. Pattern-based calibration uses a special
calibration object, called calibration pattern. The calibration pattern’s geometry in
3D space is known; for example, in figure 2.3, the 3D coordinates of the feature points
(the corners of the black squares on the pattern) are known. Once a digital image of
the calibration pattern is taken by the camera, the correspondences between the 3D
feature points and their 2D projections will be built. This set of data contains pro-
jection information and will be used to derive the intrinsic and extrinsic parameters.
Pattern-based camera calibration can be done very efficiently. A well known example is
Tsai’s calibration algorithm [96]. A recently improvement by Zhang'’s calibration algo-
rithm in [105] makes it possible to use a planar calibration pattern, which considerably
improves the flexibility.

Self-calibration does not use the calibration pattern. The calibration process is to
move the camera rigidly and take images with fixed intrinsic parameters; the corre-
spondences between three images are sufficient to recover both intrinsic and extrinsic
parameters. This approach is quite flexible, but it is not mature yet. Because there
are many parameters to estimate, we cannot always obtain reliable results [105].

A perspective projection matrix is the link between the 3D space points and the

2D pixel points. A 3D point P must undergo the following steps to be projected onto
the image plane:

e A Euclidian transformation from world reference frame to camera reference frame.
It is expressed as matrix D, in which 6 extrinsic parameters are held.

e A 3D-2D perspective projection, projecting point P onto the image plane within
the camera reference frame. It is expressed as matrix I.

e A 2D-2D transformation from camera reference frame to image coordinates. It
is expressed as matrix A, in which 4 intrinsic parameters are held.

Therefore, the projection matrix M can be expressed as a 3 x 4 matrix M:

M = AID (2.5)
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The projection of a space point P = (X,Y, Z, 1) onto the image point p = (u,v,1) can
be expressed as:

(2.6)

N

where )\ is the scale factor. Equation (2.6) provides two basic projection equations
describing the relationship between points defined in space (X, Y, Z) and their corre-
sponding pixels (u,v):

u = muX +mpY +mizZ + myy
ma X + maY +m3a3Z + may

v = mnX + MmaY +mozZ + moy @27)
mau X +maY +m3azZ + may

where m;;, i = 1...3, j = 1...4 are the entries of projection matrix. The projection
matrix has 9 entries, but only 8 are independent. Therefore, at least 6 points are
needed to solve the equation. A singular value decomposition(SVD) is a good method
to solve the equation:

( miy }
-X1 -Yy =2 -1 o [ 1] 1] ur X1 w Yy ur Zy ug m3
] ] (] o =Xy -1 -Z: -1 wuX: w1 12y vy mes
X2 -Y3 -2 -1 © ° ° 0 uXz us¥a wu2Z2 w2 mie

° ° ° 0 =Xz -Y2 =23 -1 wXz wYs uvZz w2 ::; 9
- mas =0 ( '8)

maq
~Xn -Ya -2, -1 O ° ° 0 UnXn Un¥n aZn Ua mat
° o 0 0 —Xn —Yn —Zn =1 unXn UnYn UnZn Un maz
m33

\mas /

It is possible to re-cast the problem of solving equation 2.8 as a nonlinear minimiza-
tion problem, where we attempt to minimize the distance in the image plane between
the points (u;, v;) and the re-projected points (z;, ;). This can be done by defining the
merit function:
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N
E=Y"[lz: — wlf® + lly: — wl|* — min (2.9)

i=1
In general, non-linear methods lead to more robust solutions. In our program, the
Levenberg-Marquardt nonlinear minimization method is used to solve the equation.

2.4 Epipolar Geometry

After we get the projection matrix through camera calibration, it is easy to calculate
the projection of a 3D space point, as described by equation (2.7).

P
Q
Right
Lett image
image
)
(o} (e

Figure 2.4: Recovering the depth from two views

Figure 2.4 shows that both point P and Q are projected on the image point p, which
means that a space point’s 3D coordinates can not be recovered from its single 2D
projection. However, if we are provided two views, as shown in figure 2.4, the situation
is different. We can recover the 3D coordinates of space point p by calculating the
intersection of the two lines < pP > and < p’P >, where p and 7 are the projections
of space point P on left image and right image respectively.

Stereo vision is concerned with how to infer 3D information of a scene from two
images from different viewpoints. Stereo vision must solve two primary problems:

e Determine which item in the left image corresponds to which item in the right
image.
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e Reconstruct the 3D coordinates of the inspected points.

Epipolar geometry is a tool to help solving the first problem. Figure 2.5 shows two
pinhole camera models. As usual, each associates a 3D reference frame. The space
point P has the projection p on the left image plane and p’ on the right image plane
respectively. The line connects two optical center O and O’ has the intersection with
two image planes: e and e’. These two image points are called epipoles. Actually €’ is
the projection of O on the right image plane and e is the projection of O’ on the left
image. Line < pe > on the left image plane is the projection of line < PO’ >, and line
< p'¢’ > on the right image plane is the projection of line < PO >. These two lines
are called epipolar line.

Epipolar fine

Epipolar line

Left
image

o I/ o
Figure 2.5: Epipolar geometry

From figure 2.5, one fact is clear: O, (¥, p and p’ are coplanar. The cross product
of vector OO’ by vector O’p is a vector perpendicular to the plane defined by O, O,
and p. Therefore, the following equation holds:

O'p - (OO AOp) =0 (2.10)

Equation (2.10) is true only if all the vectors are defined in the same reference frame.

_— — —
Here we select the right camera as our reference frame, and denote O’p’ , O’O and Op
by p7, t and p. Thus, equation (2.10) becomes equation (2.11):
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pT - ([tlxRp) =p"TRp=0

0 -t ¢
T= t, 0 -t (2.11)
—t, 0

where R is the 3 x 3 rotation matrix from left reference frame to the right reference
frame, and T is the 3 x 3 antisymmetric matrix. The above relation is usually written
as equation (2.12):

pTEp=0 (2.12)

where E is a 3 x 3 matrix, called essential matrix. The geometry interpretation of the
essential matrix gives out the epipolar constraint. Since Ep is a 3 x 1 vector, (a, b, )T,
and if pT = (z,y, 1)7, equation (2.12) becomes az +by+ ¢ = 0, which states that point
P’ on the right image plane belongs to the line defined by Ep. To find p’s corresponding
point p’ on the right image, we do not need to search the whole right image, but only
along its epipolar line. Therefore, epipolar constraint reduces the searching area from
2D to 1D (a line), and thus improves the matching efficiency.

If we replace the normalized coordinates (z,y,1) of p with corresponding pixel
coordinates (u,v, 1), the epipolar constraint becomes:

pTFp=0 (2.13)

where F is the fundamental matrix. Equation (2.13) is more practical, since the point
coordinates can be easily obtained from the left and the right image. The fundamental
matrix has 8 independent parameters, therefore at least 8 pairs of point are needed to

solve for F. The following is the equation derived from equation (2.13) that is used to
solve for F:
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where fi;, i = 1...3, j = 1...3 are the entries of fundamental matrix. (us, v;) and (u}, v),

i = 1...n are the coordinates of n pairs corresponding points on the left and the right
image.
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2.5 Similarity Matching

Epipolar constraint narrows the searching range for the identification of point cor-
respondences between a pair of stereo images. There are other constraints that can
further narrow the searching range. The order constraint states that stereo projection
always preserves the same order of points along the epipolar line. If image point A
is on the right side of point B on the epipolar line, the matching point A’ of A must
on the right side of matching point B’ of B. The continuity constraint states that

the disparity will vary smoothly on the object surface and an abrupt change will be
considered as the object boundary.

However, all of these constraints only narrow the searching range but can not be
used for identifying the exact correspondence between two points in the stereo image.
Stereo matching is done by a similarity measurement. An intuitive method is to use
correlation function to calculate the differences of grey value of the two compared
points and their neighboring pixels. Two points that give minimal differences will be
considered the matched points. There are a few correlation functions, mainly differing
in how to express the difference in the grey value. For example, SSD uses the sum
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of squared difference, SAD uses the sum of absolute difference, ZSSD uses zero mean
sum of squared difference and ZSAD uses zero mean sum of absolute difference. An
outstanding correlation function, ZNCC (Zero Mean Normalized Cross Correlation) is
more robust than the others. It is defined as follows:

ZNCC((z,y), («".y)

o TSGR Auy ) B (SEtuytn) =5 5

Ve T (R +u,y +v) — B2 - Lo T (S(@ +u,y +v) = 5)?

where R and S are the template windows centered at point (z,y) and (z/,y’) being
compared. ulen and vlen are the size of template windows, and usually they have same
value. R(z’ + u,y +v) and S(z + u,y + v) are the grey value of points in template
window R and S respectively. R and S are the average grey value of two template
windows. Aschwanden [3] proves that ZNCC is very robust against many kinds of
images distortion and noise.

2.6 3D Reconstruction

After having point correspondences identified, the 3D reconstruction from calibrated
stereo images is straightforward. Recall that in the perspective projection, a space
point and its 2D projection point is linked by the projection matrix:

X
u ™My M2 Mz Mg Y
v | =|ma ma ma ma 7 (2.16)
1 TN3; M3z M3z M3z 1

If we know the projection matrix and the projections of a space point in both the left
and the right image, we can easily recover that space point’s 3D coordinates (X,Y, Z)
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by solving the following equations:

mnX + m12Y + m13Z + mya

u=
m31X + m32Y + m332 + my3
v = Mo X + MaoY + Moz Z + mag
muX + mazpY +mazZ +mg3
r— m{uX + m’12Y + m’lsz + m;;l
myu X + miypY +miZ +mi,
my X + mypY + misZ +mi,

(2.17)

we have 4 equations and 3 unknowns. The above equation can be rewritten as equa-
tion 2.18:

my —mgaie M2 — M3t M3 — M3z X maau — Mg
ma ey T et M T Ly | = [ T @)
myy — Mz U Myp — Myl Myz = Mgzl Z My U — My
4 4 4 ' r '4 '3 '
My, — My V' My — Myt Mgz — Mgt/ magt’ — Moy,

Equation 2.18 can easily be solved by SVD method. In summary, the coordinates of
a space points can be recovered by knowing its projections on at least two calibrated
images.

2.7 Conclusion

In this chapter we first addressed the usefulness of computer vision for augmented
reality. Then we reviewed some related computer vision techniques that will be used
in the augmented reality registration system. The camera calibration is to recover
camera’s pose and projection parameters from 2D digital images. Epipolar constraint
helps narrow the searching area in similarity matching. All of them will be used for
3D reconstruction, which is a primary step in our registration system.



Chapter 3
Existing Registration Methods

A video-based augmented reality system presents to the user a video stream of the real
scene with virtual objects superimposed on it. These virtual objects will look as if they
really exist in the real scene. In order to achieve such an indistinguishable blending,
the 3D virtual objects are first modelled and placed with the real objects in the same
reference frame, the world reference frame. Then, the 3D virtual objects are rendered
and the rendering is blended with the image stream of the real scene. Rendering a
3D virtual object is analogous to imaging a real object using a camera. Therefore, for
a video-based AR system, in order to keep the consistence while blending the images
of virtual object and real scene, the virtual object should be rendered by a simulated
virtual camera that has the same intrinsic and extrinsic parameters as the real one.
The perceived registration between real and virtual objects depends on how accurately
the virtual camera models the real one.

Figure 3.1 shows the detailed transformation models for augmented reality. The
virtual object is first positioned by the World-to-Object transformation which speci-
fies its position and orientation with respect to the world reference frame. Then, the
virtual object is transformed to the camera reference frame by the World-to-Camera
transformation. The World-to-Camera transformation is calculated by a camera pose
estimation system that reports the real camera’s position and orientation with respect
to the world reference frame. Finally, the virtual object is projected onto the image
plane by the Camera-to-Image transformation which is calculated by a camera calibra-

22
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Figure 3.1: Transformation models for augmented reality

tion procedure for the real camera.

In summary, we first establish 3D geometric relationships between the virtual ob-
jects and the real world, and then continuously render the virtual objects with their

assigned location in 3D space and camera’s viewpoint. Thus, the registration process
is performed by the following steps:

e Positioning
This is to know the 3D coordinates where the virtual object is placed. It is a user-
computer interactive process and is usually performed at the initialization of the
system. The positioning process should be an accurate as well as a user-friendly
process. Early researchers were more concerned by how to obtain accurate 3D
coordinates of the desired location, for example by directly assigning the 3D
coordinates of the location. However, this makes the system defective in user-

computer interaction. Reeent research has realized those drawbacks, and tries to
develop accurate and user-friendly positioning techniques.

e Camera pose estimation
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The virtual object’s rendering will be merged with the video stream of the real
scene to achieve the augmentation. Rendering the virtual object is not trivial
work, since it not only depends on its 3D location and orientation, but also
depends on the camera’s location and orientation. When the camera undergoes
a transformation, the parameters for rendering will also be accordingly changed.
Therefore, for a real-time augmented reality system, the camera pose must be
dynamically tracked at frame rate.

e Virtual camera simulation

The virtual camera is simulated using the real camera’s intrinsic and extrinsic

parameters that are obtained through camera calibration and pose estimation
procedure.

In this chapter, we will discuss a few registration methods adopted in early and
recently developed AR system, in particular focusing on positioning, pose estimation,
and virtual camera simulation techniques. In addition, we will also discuss future
research trends and the dynamic correction techniques.

3.1 Positioning

3.1.1 Specifying Coordinates

The positioning is to specify the 3D coordinates of the position where the virtual
object is going to be registered. There are three reference frames in a video-based
augmented reality system: the world reference frame, camera reference frame and the
image reference frame. The virtual object will be registered with the real scene in
the world reference frame. The simplest and most accurate way for positioning is
by directly assigning the position’s 3D coordinates with respect to the world reference
frame. For example, figure 3.2 shows a system that has the origin of the world reference

frame at a corner of the table. To put a cube on the table, one can manifestly specify
its 3D coordinates by a metric measurement.
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Y

Figure 3.2: Directly specifying the coordinates for the virtual object

However, the measurement is not trivial. First, the origin of the world reference
frame may not always be made conveniently for the measurement. Second, the user
might not be able to express meaning by using accurate coordinates. For example,”a
little bit left” can hardly be converted into a number. Actually, this method will lead
to a poor human-computer interaction performance.

3.1.2 Use of Manipulator

The use of the manipulator is an improvement compared to the method of direct
measurement. In this method, the user can change the virtual object’s position and
orientation by a manipulator. Figure 3.3 shows the demonstration developed in Java3D.
By clicking the rotation or translation button, the user can rotate or move the virtual
cube along a selected axis, X, Y or Z, until he or she is satisfied. Throughout the
process, the program keeps tracking the 3D coordinates of the cube.

In a user interactive system, it is reasonable to assume that a user can locate the
objects at his or her will. However, as we know, the single image cannot provide depth
information. That is, even though the cube looks like it is on the table from the front
view, one might find out that the cube floats above the table from the side viewpoint.
Inspired by stereo vision, the system in figure 3.4 gives a stereo view of the table. When
the user manipulates the cube, the cube moves simultaneously in two views, and the
user can obtain depth information by watching the cube from two different views.
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Figure 3.3: Using the manipulator to position the virtual object

Figure 3.4: Positioning the virtual object with two views
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A similar method has been reported in [10]. The approach is as follows: place a
real object in the environment and attempt to register a virtual object with that real
object. The user watches at one viewpoint or a few selected viewpoints and manually
adjusts the location of the virtual object and the other viewing parameters until the
registration looks right.

The use of the manipulator gives the user the flexibility to position the virtual
object. Meanwhile the user has to be trained to operate the manipulator since it is
still not a natural way to position an object. Furthermore, the disparity of the stereo
view has to be large enough, otherwise the depth information cannot be shown clearly
to the user. This, however, will create a problem since the large disparity of the view
is not always easy to obtain in an image sequence.

3.1.3 Stereo Positioning

It would be a natural way to position an object by clicking the desired position using
a mouse in a target image and the object is automatically placed on that location.
Kutulakos et al. in [56] gives such an interactive scheme. The idea borrowed the result
from stereo vision: given a point in space, its 3D location is uniquely determined by
the point’s projections in two images taken at different positions of the camera. That
is, unlike the method of using the manipulator that moves the object to its place, they
directly specify the location of the virtual object on a stereo image pair, as shown in
figure 3.5.

Figure 3.5: Stereo positioning

Actually only 3 points on the object are needed to determine the object’s location
and orientation in space. In the method, after the user specifies those 3 points on the left
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image, constraints such as epipolar constraint, collinear and coplanar constraints are
applied to help determine their location in the right image. For example, in figure 3.5,
the goal is to align the cube’s corner with the right corner of the workstation. The
epipolar lines in right image and the sides of the workstation help to determine the
cube’s location in right image. This method moves a step forward to naturally position
an object. However, it asks user to switch between the stereo images and need extra
alignment information; for example, using the sides of workstation to help positioning.

3.2 Camera Pose Estimation

In order to simulate the real camera, we have to know its intrinsic and extrinsic pa-
rameters. The intrinsic parameters describe camera’s optical, geometric and digital
characteristics: the focal length f, optical center (o.,0,) and the digitalization factor
(8z,8y)- The extrinsic parameters describe its position and orientation with respect to
the world reference frame: the camera position coordinates (z., ¥, zc) and the rota-
tional angle a, 3, v respect to world reference frame axes z, y and 2.

Both intrinsic and extrinsic parameters can be estimated through a camera calibra-
tion process. However, calibrating the camera in real-time is not necessary. For many
video-based augmented reality systems, the intrinsic parameters are fixed throughout
the time. The intrinsic parameters only need to be calculated when the system is set
up. What we need to dynamically estimate is the pose of the camera. That is, for
each frame of the image stream, we will calculate the position and orientation of the
camera so that the virtual object can be correctly rendered and blended using the real
camera’s viewpoint.

There has been much research that uses non-vision technology for pose estimation;
for example, use of magnetic trackers or ultrasonic transmitters to report the position
and orientation of user’s (camera) viewpoint. However, the magnetic trackers are
subject to large amounts of error and jitter, particularly in the presence of magnetic
field disturbances such as metal and electric equipment.

In a video-based augmented reality system, video images of the user’s view are
always available. Therefore, it would be a reasonable approach to use those images
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to track the camera’s position and orientation. Camera tracking has been extensively
investigated in the field of computer vision. Actually, vision-based tracking is possible
to provide accurate data at long ranges. The tracking techniques are beyond the topic
of discussion. Hence we will focus on the estimation of camera pose using the geometric
information of tracked points and their 3D counterparts.

3.2.1 Algorithms for Location Determination Problem

Estimating the camera location from known space points is also known as location
determination problem (LDP). It has been proved [31] that at least 3 space points are
needed to have the finite solution for LDP. Figure 3.6 shows 3 points are seen by a
single camera. Point C, is the optical center of the camera. p;, p: and p3 are known
space points. This is also known as the perspective 3-point problem (P3P).

Figure 3.6: The P3P problem

From figure 3.6, the following equations hold:

B, = §+52—2s5:cosa;2
B, = §+s2—2s53c08013

B, = s2+ 5% —2sys3c0osa3 (3.1)
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where s;, s, and s3 are the distance from point C, to point p;, p» and p3; a;j is the
angle between s; and s;; ha = |lp1 — pall; his = lIp1 — pslls los = |lp2 — psll-

The above polynomial equation set will have 8 solutions for each unknown s;, 2,
s3. However, because every term in the equation set is either a constant or of second
degree, for every real positive solution there is a geometrically isomorphic negative
solution [31]. Thus we obtain at most 4 positive solutions.

According to [31], for 4 or 5 known space points, a unique solution for LDP is not
always assured; [31] gives an example that generates two possible solution for both 4
or 5 space points. However, if the 4 space points are co-planar, the unique solution is
guaranteed. :

For 6 or more known space points, LDP always has unique solution, since the
projection matrix can be solved like camera calibration.

A P3P can be solved using geometry analysis. The normalized vectors j; pointing
from C, to p; are given by:

PRI S 3.2)
CVERarr |\ 7 ‘

where (u;, v;) is the projection of p;, p» and p; in image plane. We can then get the
equation:

cosayz = J1-J2,
cosaiz = J1-J3,
cosazs = J2-J3 (3.3)

where a;; is the angle between j; and ji.

Thus, s;, s2, and s3 which are the distance from point C, to point p,, p» and p3 can
be solved by equation (3.1) and (3.3). Given the 3D coordinates of space points pi,

po and ps3, and the lengths of the 3 legs s1, s2, 53, the 3D location of C, can be solved
as follows [31]:
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1. Knowing the side length s;, s> and [}, we can calculate angle £C,p;ps by the
law of cosines. Thus, we can know the projection of C, on line < pi1p» >, point
Q. Next, construct a plane m; that is perpendicular to p;p> and passes point Q.
Apparently, plane 7, also passes through point C;,.

2. Similarly, construct m, that is perpendicular to p;ps and passes through C, and
Q@' Point @’ is the projection of C, on line < pyp3 >.

3. Construct plane 73 defined by pi, po, ps-

—_—
4. Plane m;, m and 73 have intersection at point R. By construction, vector RC,
is perpendicular to plane m3.

5. Compute the length ||p; R|} and use that in conjunction with s; to compute the
length of vector RC;.

6. Computer the cross product of vector p;p2 and p1pz to form a vector perpendicular
to plane m3. Then multiple that vector by length of [|RC,| and add it to point
R to get the 3D coordinates of C,.

image plane

Figure 3.7: The geometric solution for the P3P problem
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The camera’s orientation is the orientation of its image plane. By knowing the
projection of C, on the image plane, point O, and focal length f, it is easy to determine
the orientation of the image plane:

1. Compute the vectors from point C;, to py, P2, p3 respectively, where the magnitude
of these vectors are the distances from Cj, to g1, g2 and gs, the projections of p;,
p2 and p; in image plane.

2. Add those vectors to C, to get the 3D coordinates of q;, g2 and gs.

3. Compute normal of image plane from g;, go and g;. The normal presents the
orientation of the camera.

3.2.2 Iterative Algorithms

Because of the image noise and tracking error, pose estimation using limited number
of correspondences will not be very reliable. To make system robust against the image
noise, we usually use more point correspondences, which makes the system over de-
termined. Whenever the number of correspondences are larger than four, an iterative
non-linear method is more efficient.

Projection from 3D to 2D is a nonlinear operation. However, it is a smooth and
well-behaved transformation. Therefore, Newton’s method can be applied. While given
an appropriate initial estimation, we can get a good estimation of the pose parameters
from the results of the last frame during tracking. That is, the current pose parameters
are calculated by adding a correction vector X to the last estimation:

P.+1=P.+X (3.4)

where vector X is calculated using the following equation:

JX = E,
X = (JTNHYUTE (3.5)
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where E is a vector of measurements error, whose elements are z, y coordinates of
errors between tracked feature positions and re-projected feature positions computed
with the last pose estimation. J is the Jacobian matrix J;; = 8z, /0p;, where elements

of z; are z, y coordinates of feature points in the image and p; is the pose parameters
on each iteration.

Apply equation (3.5) to (3.4) iteratively with a reasonable initial guess until P is
stable. In most cases, as long as there are many more measurements than parameters,
Newton’s method will usually converge in a stable manner from a wide range of starting
positions.

Chen et al. [20] proposed a hybrid method, P3P-ICP. Instead of estimating the
camera coordinates C, in world reference frame, P3P gives the 3 seed points’ coordi-
nates in camera reference frame. As usual, it has multiple solutions. These solutions
are used as an initial estimation for ICP(Iterative Closet Point) algorithm, and the
solution with the least residue error is served as solution of the P3P-ICP approach.

The basic idea of the ICP algorithm is to first establish point correspondences by
finding the closest neighboring points and then compute the rigid motion via a least-
square error measure. The P3P-ICP method is reported very reliable and robust in
Chen’s experiments.

DeMenthon and Davis [26] attempted to use fast linear techniques, associated with
the weak perspective camera model in order to obtain the pose that is associated with
the perspective camera model. The method starts with computing the object pose
using a weak perspective model and after a few iterations converges towards a pose
estimated under perspective.

Over all, nonlinear iteration approaches have two drawbacks:

e Need for good initial estimation of the true solution.

e It is a time consuming computation process.
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3.2.3 A Novel P4P Method

A novel and practical camera pose estimation algorithm is proposed using 4 co-planar
points [81]. As discussed in previous section, 4 co-planar points(P4P) can uniquely
determine the pose of the camera.

Figure 3.8: A novel P4P method

The method tracks 4 corners of a square landmark, as shown in figure 3.8. The
world reference frame is assigned at the center of the landmark so that the matrix of
the transformation from world reference frame to camera reference frame is easy to be
configured:

z 2o (X
ezey z t
N ’Z’ (3.6)
~ 0 0 0 1
1 1

where e, e, and e, represent the rotation coefficients, and e, represents camera motion,
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as:
& = N +7),
e:. = N(7),
€ = dist x N(7) (3.7)

where dist represents the distance from camera center to the center of the landmark,
vector P is the vector from camera center to the center of the landmark on the image
plane, and N(7') is a normalization function. v; and s are the diagonal vectors of
the tracked landmark in the image plane. 7 is the normal vector of the image plane.

This method is neat, and the transformation matrix can be directly applied for
projecting object in world reference frame to camera image plane. This method has
been successfully implemented in a head-mounted and hand-held augmented reality
system (81].

In summary, camera pose estimation is a primary step to register a virtual object
with real scene. The pose estimation techniques have evolved from the early techniques
that use magnetic sensors to currently vision-based pose recovering algorithms.

3.3 Virtual Camera Simulation

Some existing graphics application programming interfaces(API), for example OpenGL,
can be used to model and render the 3D virtual object. The virtual camera thus can

be simulated by OpenGL using a set of camera parameters obtained through camera
calibration and pose estimation.

OpenGL is a cross-platform graphics API that is widely used in graphics society.
OpenGL has a well-defined specification in which a camera model is defined. Figure 3.9
shows the image formation pipeline in OpenGL.

The ModelView matrix first transforms the object coordinates(world reference frame)
to eye coordinates (camera reference frame). After that, OpenGL applies the Projec-
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Figure 3.9: OpenGL image formation pipeline

tion matrix to yield clip coordinates. This transformation defines a viewing volume;
objects outside this volume are clipped so that they’re not drawn in the final scene.
After this point, the perspective division is performed by dividing coordinate values
by w (which is introduced by homogeneous coordinates), to produce normalized device
coordinates. Finally, the transformed coordinates are converted to window coordinates
by applying the viewport transformation. In [68], Li Ming gives a correspondence anal-
ysis between the OpenGL’s image formation pipeline and the camera calibration using
a pinhole model. Given an image with its dimension and its recovered camera param-

eters tg, t1, t2, a, 3, v, f, U, v. and dz/dy, we can present the viewport, projection
and ModelView matrix setup in turn:

1. Viewport transformation:
glViewport(u. — width/2, v, — height/2, width, height); (3.8)

2. Projection transformation:

hezght Axf width d:z:

gluPerspective(2 * arctan( )/M _PI 180, ——— height d

/== ,0.1,200.0);

(3.9)
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3. ModelView transformation:

glTranslatef(t;, 2, t3);

glRotatef(a/M_PI = 180,0,0,1);

glRotatef(3/M_PI = 180,0,1,0);

glRotatef(v/M_PI * 180, 1,0,0); (3.10)

Thus, with these equations, OpenGL can be used to simulate the virtual camera
with the parameters obtained from the camera calibration.

3.4 Camera Calibration Free Method

Recently, another class of AR approaches which use affine spaces for integration of
virtual objects was proposed [56]. These approaches are referred to as calibration free
approach, which means the projection matrix used for projecting the virtual object is
not obtained by a camera calibration process. The algorithm is based on two affine

properties:
e Affine reprojection property

The projection of a 3D point in any new image being viewed by the camera is a
linear combination of the projections of the affine basis points:

z
Up Upy — Upy Upp —Upy Ups —Upy Upo
y
U | = | Y% Y Y>"Umw Yms " Up Un 2 (3.11)
1 0 0 0 1 1

where (z,y, 2, 1)7 is the homogeneous affine coordinates of space point p. (up,, Up,. 1T
is the projection of the affine basis, and (up, ¥p, 1)7 is the projection of point p.

o Affine reconstruction property



CHAPTER 3. EXISTING REGISTRATION METHODS

38

The affine coordinates of any point can be computed from equation 3.12 if its
projections in at least two views are known and the projections of the affine basis
points are also known in those views.

Up Up, —Upy Up, U Up ~Up Up \ [T
vxl> = ”xlu_v;o v;z"";o v;a" 11’0 vzl’o y (3.12)
@7l - e ]|
v V"% Um TV Y Y% Y/ \l

where (up, vp, 1)7 and (uy,, vp,, 1)7 are the projections of point p and affine basis
point p; in image I; respectively, .

The following is the outline of the calibration free algorithm for a video-based
augmented reality system :

1.

The user selects four corresponding fiducial points in the stereo image pair to
establish the affine basis.

. Projection matrix is then calculated using affine reprojection property.

The user selects four non-coplanar vertices py, ...p4 on the 3D virtual object, and
specifies the projections of p;,...p4 in the stereo image pair.

Compute the affine coordinates using affine reconstruction property.

Compute the affine coordinates of all points on the model of virtual object from
the affine coordinates of py, ...ps.

. The affine basis is tracked when camera is moving. The projection matrix is

dynamically updated and the virtual object is dynamically overlayed on the real
scene’s video stream.

The use of an affine framework for formulating the video overlay problem is both
a strength and a limitation of the calibration free augmented reality approach. The
approach gets rid of the error prone and highly computational cost process, the camera
calibration. On the other hand, the approach has some drawbacks [56]:
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e Relies on an affine approximation to perspective projection. This restricts system
operation to relatively large object-to-camera distances, for example, greater than
10 times the object’s size.

e Ignores radial camera distortion.

e Uses purely nonmetric quantities to render virtual objects. Rendering techniques
that require metric information are not directly supported, for example, angle
measurements for lighting calculations.

e Relies on point tracking to generate the live video overlay.

Over all, calibration-free augmented reality is a good attempt to build an efficient,
portable augmented reality system. It gets rid of camera calibration process. Hence,

it is particularly suitable in the situation that the camera focal length is dynamically
changed.

3.5 Dynamic Registration Correction

So far, the registration procedure is still an open loop procedure. Figure 3.10 shows the
transfer function diagram. There are two inputs, the 3D virtual object and the image
stream captured by a real camera. The camera’s extrinsic parameters (the camera
pose) and intrinsic parameters are recovered by the camera pose estimation module
and the camera calibration module. Once the virtual object is positioned in the real
scene, it is rendered by a simulated virtual camera and the rendering is merged with
the real image stream. In other words, the registration procedure is actually a series
of transformations. Given a 3D virtual object, it is first transformed to the desired
position with a desired orientation in the world reference frame. Then the virtual

object is transformed to the camera reference frame. At last it is projected onto the
camera image plane.

To achieve a better registration, the only way for this open loop scheme is to
make each component(transformation) more accurate. Some success at improving reg-
istration error has been achieved with auto calibration approaches [35] and predictive
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tracking techniques [10]. However, they all suffer from the drawbacks due to the open
loop scheme, such as, sensitive to noises and signal drift.

Camera
Calibration
Real
Image Augmented
Camera Pose | Vitual - Reality
Estimate Camera Rendering —
‘ Simulation
———} positioning
Virtua
Object
Model Feedback

Figure 3.10: Transfer function diagram of an augmented reality system

Alternatively, a close loop system senses its own output and corrects errors dy-
namically. A close loop AR system dynamically measures the 2D registration error in
combined images and uses that information to correct 3D coordinate system’s regis-
tration error, which makes the system tolerant of transformation inaccuracies.

It is difficult to determine which particular errors are causing misregistration. The
selection of which transformation parameters to adjust depends on both their uncer-
tainty and how sensitive image-space errors are to that uncertainty. For example, for
objects far from the camera, the orientation error of camera pose causes more mis-

alignments than the position error; while for objects near the camera, the situation is
inverted.

Two approaches to reduce registration errors are studied in [12]. One assumes
that the camera pose and the Camera-to-Image transformation is correct, and the
registration correction is to dynamically adjust the position of the virtual camera.
Since the registration metric gives no estimate of distance between each object and the
camera, virtual objects are displaced on a constant radius from the virtual camera’s
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viewpoint. Thus, it will not cause the virtual object shrinking or growing unnaturally.

The other approach assumes that every transformation is correct except the camera
pose transformation. That is, the camera pose will be adjusted dynamically to achieve
minimal registration error. For a further simplification, only camera orientation is
adjusted. This is because in most cases, the object is far from the camera and the
registration errors are more sensitive to the camera orientation error. Figure 3.11
shows how registration error can be eliminated using this approach.

image plane
I c

landmark Y P
: L'—"’p

position \
~~ The correct

P
landmark

Orientation projection
Correction

Physical
Landmark V

position \
Q

Figure 3.11: Dynamic registration correction

In the figure 3.11, point C and Q are the camera position and the landmark position
in the physical 3D space respectively. I is the image plane. The projection of landmark
on the image, @’ is the intersection point of line < CQ > and the image plane /.

Because of the sensor error, the landmark’s position is reported as P which is
different from the real position @. This causes a registration error: the landmark’s
projection shifts from @’ to P’. To correct the shift, we will translate P by vector ¥’
so that its projection P’ coincides with point ¢’ on the image:

T =n(CQ - CP) (3.13)
where n is a scale factor derived by:

n=[|CP|/[|CP'| (3.14)
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Since this method only registers the positions on 2D image plane, the three dimen-

sional position may not coincide even after the correction. However, it is still effective
if the sensor error is not big.

3.6 Conclusion

The positioning of virtual object is a user-computer interactive procedure and should
be both accurate and user-friendly. All the positioning methods we discussed in this
chapter have their limitations and application domains, for example, the positioning
using the manipulator in section 3.1.2 is used in medical diagnosis systems.

The pose estimation is a computationally expensive process. The accuracy of pose
estimation largely depends on the accuracy of the tracking system. Tracking techniques
may be grouped into three categories:

e Active target tracking. Active target tracking uses powered signal emitters and
sensors. For example, magnetic, optical, radio, and acoustic signals.

e Passive target tracking. Passive target tracking uses naturally occurring signals,
for example, the intentionally placed fiducial or natural features used in vision-
based tracking.

o Inertial tracking. Inertial tracking uses inertial sensors that sample the linear
acceleration and angular motion.

To achieve robust tracking for registration, research has been in two different di-
rections. The first is based on pure vision-based tracking, and the other is based on
hybrid sensing tracking. Though computer vision technique provides an accurate mea-
surement of geometry for augmented reality, it is proved not robust enough. As we
have seen, both calibration intense and calibration free augmented reality system need
to track a few fiducial points. In nature, the fiducial points can be occluded, obscured,
or may disappear from the camera’s view at any time. Failure to track these fiducial
points will simply break down the system. An improvement is that instead of simply
tracking some isolated points, the system tracks lines, curves or circles [22]. This will
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be a more robust tracking, since though you might miss a point, you could not miss
the whole pattern.

Hybrid systems attempt to compensate for the shortcomings of each technology by
using multiple measurements to produce robust resuits. In [82], the robust magnetic
tracking is used to provide a reliable estimation of the camera pose, and then the
vision-based tracking is used to refine this estimation. In [102], hybrid tracker fuses
inertial orientation (3DOF) data with vision feature tracking to stabilize performance
and correct inertial drift. The inertial data also serves as an aid to the vision tracking
by reducing the search space and providing tolerance to interruptions.

To improve the registration accuracy, one can use close loop feedback by measuring
image registration error. The feedback can compensate the tracking errors and lens
distortions exist in optical system. Therefore, the close loop correction of registration
will be a trend in future augmented reality systems.



Chapter 4

Interactive Virtual Object
Registration

Our approach of registering 3D virtual objects onto the real scene is based on 3D
reconstruction. In this approach, the user is provided a pair of calibrated stereo images
and a view of the 3D virtual object. The user can choose either images to register the
virtual object with. Before the registration, the program will reconstruct the 3D model
of the plane where the virtual object is going to be registered. After that, the user can
click on the registration plane on the image to specify the virtual object’s location, and
the location’s 3D coordinates are immediately calculated. The virtual object is then
positioned by a simple transformation.

The registration process can be outlined as follows:

1. Prepare the stereo image. The target real environment is taken by two cameras
and the projection matrices are known by prior camera calibration processes.

2. Define the registration plane. The user specifies 3 points by clicking the mouse
on one image. The corresponding points on the other image will automatically
be matched using epipolar constraint and similarity matching. Thus, the plane
is reconstructed using the 3 pairs of stereo points.

3. Position the virtual object. The user selects a vertex from the virtual object and

4
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specifies its projection on the reconstructed plane by clicking the mouse on the
image. Only 3 vertices are needed to determine the position and orientation of
the virtual object. Then, the virtual object is transformed and projected onto
the image of the real environment.

4.1 Semi Automatic Camera Calibration Tool

Figure 4.1: The coordinates of the calibration pattern

Our method for registration is based on 3D reconstruction from calibrated images. The
camera calibration is to use a set of space points (feature points) and their projections,
the image points to recover the projection matrix. In our method, a calibration pattern
is used, as shown in figure 4.1. The calibration pattern consists of two orthogonal planes
on which many black squares are located. The feature points are the corners of black
squares so that their 3D coordinates can be obtained easily. For example, we make
the left plane as XZ plane and the right plane as Y X plane. The coordinates of the
corners of the black squares can be measured on two planes. The problem that remains
is how to extract the feature point’s projection on the image grabbed by the camera
and how to build the correspondence with each other. Our semi automatic calibration
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method will use corner detection to extract the pixel coordinates of those corners and
use homography to build the correspondences.

4.1.1 Homography

Figure 4.2: Screen snapshot of the semi automatic calibration

Figure 4.2 is the screen snapshot of our semi automatic calibration interface. The
image shows the calibration pattern grabbed by the camera. Meanwhile the data of
3D coordinates of the feature points are also loaded from the data file into the program.
The feature points of calibration pattern on XY plane and XZ plane are projected
onto the image plane by the plane projective transformation, also known as plane to
plane homography. Equation 4.1 describes the transformation:
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u
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v { Image plane
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Figure 4.3: Homography transformation between pattern plane and image plane
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where (u,v) is the pixel coordinates, and (z,y), (z,2) are coordinates for points on
plane XY and X Z respectively. Note that the homography matrix has 9 entries, but
only 8 are independent. Hence by setting hzs = 1 and hj; = 1, the homography
matrix can be solved using SVD if we know 4 points on the pattern plane and their
corresponding projections on the image:
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(4.2)

(4.3)

In our method, these 4 points are the extreme corners on XY and XZ pattern
plane, as shown in figure 4.2. The user is asked to click on these extreme corners on
the image using mouse to obtain their pixel coordinates. The clicking is in a sequential
order(see figure 4.2) so that the correspondences between the extreme corners and their
projections are also built.

The pixel coordinates calculated by homography will not exactly match those square
corners on the image. This is because the user is unable to accurately click on the
extreme corners on the image. Furthermore, the image might also be distorted by
camera’s lens. In practice, we only ask the user to click the extreme corners as close
as he or she can, and the pixel coordinates calculated by homography are only used
for reference. A corner detector will refine the coordinates accurately and finally build
the 3D-2D correspondences for calibration.
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4.1.2 Image Corner Detection

Feature detection is widely researched in computer vision. In computer vision, an edge
is defined as a one-dimensional discontinuity of image brightness function. A corner is
defined as a two-dimensional discontinuity of the image brightness function. Therefore,
corners in an image are easier to be detected and tracked through the sequence of images
when the camera moves and lighting conditions of the scene change.

An ideal corner in an image has an infinite sharpness and a clear boundary. How-
ever, in practice, corners are typically rounded, blunted, blurred and ragged. Further-
more, as corners in image are detected based on image intensity discontinuities, the
intensity discontinuities can be caused by surface discontinuity in 3D space, texture
changes on the objects or by some shadows cast by other objects etc., and therefore

it may not be associated with a corner in a real scene, which is a junction of three or
more surfaces.

Many corner detectors have been developed recently. They mainly fall into two cata-
logues: template-based corner detector and geometry-based corner detector. Template-
based corner detector first develops a set of corner templates and then performs the
similarity matching between the templates and all the searching windows of a gray level
image. This kind of corner detector is not widely used because of its high algorithm
computational cost. Geometry-based corner detector relies on measuring differential
geometry features of corners. Some of them are widely used in all kinds of applications.

Given a digital image, the early geometry-based corner detectors extract edges as a
chain code, and then search for points having maximal curvature. The computational
cost of this kind of method is still high, and any errors in the segmentation step will
lead to great astray in the corner results. Later researches change to directly operate
on the gray level image. However, most of them are using gradient information and
therefore sensitive to noises.

Smith and Brady introduced a straightforward method named SUSAN that does
not depend on image derivatives. Given a digital image, the USAN (Univalue Segment
Assimilating Nucleus) area will reach a minimum when the nucleus lies on a corner
point. SUSAN is not sensitive to noise and is very fast as it only uses very simple
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operations. As in figure 4.4, all pixels within a circular mask are compared with the
nucleus, using the comparison equation:

n= Z 100 - e~ (579 (4.4)

where I, is the intensity of the nucleus that is being examined and I; is the pixel
intensity in the mask, and t is the threshold. It determines the maximum difference
in grey levels between two pixels which allows them to be considered part of the same
region in the image. Thus, the pixel in the mask is grouped: it either belongs to the
group of nucleus(USAN), or not. If the nucleus pixel is considered a corner candidate,
the pixel number of its group must less than half of total pixel number in the mask, in
our case, the number is 18. Equation 4.5 describes this selection:

0 if n2>0.5nm6. Nmaz = 37;

where r represents the response of the nucleus. If » > 0 then the nucleus is a corner
candidate, and the corner candidate with locally minimal r value will be reported as
a corner. This is intuitive because the r value represents the sharpness of the corner.
The smaller the r value, the shaper the corner is. For further improvement against the
image noise, SUSAN measures the gravity center of USAN and if the nucleus is too
close to the gravity center, it will not be reported as a corner.

Figure 4.4: SUSAN corner detector
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4.1.3 Camera Calibration

Once the image coordinates of the corner are identified and the correspondences be-
tween image points and space points are established, a camera calibration routine is
called to calculate the projection matrix. In our method, the Leveberg-Marquardt
nonlinear minimization method is used to solve the equations.

Throughout the calibration process, the user only clicks 8 points to help compute
the homography, and the rest process is automatically performed by the program. The
semi automatic calibration tool simplifies the user’s operation and makes it easy to
use, even for the user without the knowledge of camera calibration.

4.2 3D Reconstruction of the Registration Plane

Before registering a 3D virtual object, we first reconstruct the 3D model of the regis-
tration plane. As we know, a space plane is defined by 3 space points. The main idea
behind the reconstruction is to recover the 3D coordinates of 3 space points from a
pair of calibrated stereo images. The reconstruction is made as an interactive process:

1. The user picks 3 points on one of the stereo images to define the registration
plane and the program records their pixel coordinates.

2. These 3 points are automatically matched on the other image by the program
using similarity matching.

3. These three pixel points and their corresponding matching are used to reconstruct
the 3D coordinates of their 3D counterparts, the space points.

4. The registration plane is finally reconstructed using the 3 space points.

In this interactive process, the user’s operation is made simplest, only picking three
points on one image by clicking the mouse.
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Begin
highest(pn )= 0;
compute the epipolar line [, on the right image;
for each point p; on the epipolar line I, {
if (shi ft(p;,p) > 100) continue;
open a searching window w; centered at p;;
for each point p%_ inside the window w; {

compute ZNCC(pk, );
if(highest(p,n)<ZNCC(p{‘,,i))
{ highest(pm)=ZNCC(2f,);
Pm = pfui;
}
}

}

point p,, is the matching;

End.

Table 4.1: Pseudo code for similarity matching

4.2.1 Stereo Matching

Once the user clicked a pixel on one of the stereo images, the program will automatically
match this point on the other image. By applying the epipolar constraint, the searching
area is narrowed along the epipolar line. That is, each pixel on the epipolar line is scored
by ZNCC and the pixel gets the highest score will be considered a matching.

In order to know the epipolar line, we need to calculate the fundamental matrix.
From section 2.4, we know that at least 8 pairs of pixel points on the stereo images are
needed to solve the fundamental matrix. Recall that in the calibration of the stereo
image pair, we know the pixel coordinates of the feature points on the calibration

pattern in two images. Here we use these pixel points to calculate the fundamental
matrix by equation 2.14.

Considering the noise and calculation error, matching of the selected pixel in the
stereo image will not be exactly restricted along the epipolar line. Instead, for each
point on the epipolar line, we open a small window and pixels inside the window are
all examined by ZNCC. In addition, in order to improve the reliability and the speed,
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not the whole epipolar line is searched. The fact is that the disparity of the two stereo
images is usually not very large. Therefore the matching in one image will not shift
very large from the one in the other image. In our program, this shift is made maximum

100 pixels. Table 4.1 is the pseudo code of matching left image point p on the right
image.

4.2.2 Plane Reconstruction

The three space points’ projections on the stereo images that allocated by the user
and the similarity matching are then used to recover their 3D coordinates using the
algorithm described in chapter 2. Thus, the reconstruction of the registration plane
from these 3 space points is a straightforward process. That is, we calculate the
coefficients a, b, ¢ and d that define the plane equation: ar + by + cz+d = 0 by
using following formula:

1 [} 2y g 1 F41 rr1 N1 1 Iy Y1 =21
a=|1 1y 2z |(,b=|z2 1 2z |,c=|z2 yo 1 |, d=—| 22 Yo 2z | (46)
1l y3 23 zz3 1 2z 3 yz 1 T3 Y3 23

where (z;,1, 21), (22, y2, 22) and (z3,ys, 23) are the coordinates of the space points.

The reconstructed 3D coordinates will not be error free due to pixel noise and cal-
ibration error. This inaccuracy certainly will be propagated into plane reconstruction.
In order to minimize such propagation, the disparity of the 3 space points should be
as large as possible. Figure 4.5 shows how space points error and disparity will affect
the reconstruction. Suppose the real plane II is going to be reconstructed, and due to
some errors, the reconstructed space points shift a certain value from the real. The
plane defined by points with small disparity will give bigger discrepancy against the
real plane than the plane defined by space points with large disparity.
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Figure 4.5: The plane modelling error and points disparity

4.3 3D Virtual Object Registration

In our system, we make the registration plane and the virtual object in the same
coordinates system so that the estimation of the transformations for the virtual object
is greatly simplified.

To register a 3D virtual object on the registration plane, the user picks a vertex
from the 3D model of the virtual object and then specifies a location on the registration

plane by clicking on the image. The program will recover the 3D coordinates of the
new location by equation set 4.7:

muX + mmY + m13Z +myy

v= my X + maY +mazZ +mg,
v = man X + maY +mozZ + myy
- mu X +maY +maaZ +may
0 = aX+bY+cZ+d (4.7)

where (u, v) is the pixel coordinates of the desired location. (X, Y, Z) is the 3D coordi-
nates of this location. my;, i =1...3, j = 1...4 are the entries of the projection matrix.
aX +bY +cZ +d = 0 is the equation of registration plane we reconstructed. When the
user specifies the second vertex on the registration plane, the user is actually assigning
the direction of the second vertex on the registration plane. That is, the program will
calculate the new location of the second vertex on the registration plane along the
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line from the first assigned location to the second assigned location, according to the
distance between these two vertices on the virtual object. This is because the user does
not know the distance between the vertices on the virtual object, nor the scale between
the virtual object and the registration plane. The third assignment will determine the
up vector of the virtual object on the registration plane. When the user picks 3 vertices
from the virtual object, the 3 vertices actually define a plane and the picking sequence
determines the up vector(the normal). Similarly, the 3 new locations specified by the
user also gives an up vector, which will be the up vector of the registered virtual object.

In summary, the user performs a registration by picking 3 vertices from the virtual
“object and clicking 3 points on the registration plane to define the position and orien-

tation of the virtual object on the registration plane. Figure 4.6 shows the registration
process.

Point C'
determines the The user’s clicking
up vectort’  determines the

{ direction of point B

Figure 4.6: Registering virtual object using 3 points

Once the assignment is finished, the 3D virtual object will then be transformed
onto the new location with the orientation as specified. The transformed 3D virtual
object finally is projected onto the image of the real scene by the projection matrix
obtained from camera calibration.

Figure 4.7 shows the sequential transformation of the registration. The plane Il45¢

is first rotated so that it’s up vector ¢ is parallel to the up vector ¢’ of plane Ilapc
with the same direction. This can be done by rotating II4pc 6 degree around vector
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i, where:
m = ?x?,
T-7
0 = arccos | i (4.8)
(u Me u)

Then, the virtual object is translated so that vertex A coincides with vertex A’. In
order to make vertex B coincide with vertex B’, the virtual object is rotated o degree
about vector ?, where a can be calculated as:

AB-A'B
@ = arccos (n AB | A5 u) (49)

Once the vertices A, B and C are completely transformed to vertices A’, B’ and
C’, the same transformation will be applied to the other points of the virtual object.
As a result, the virtual object is transformed to its new location. The program will
finally project the virtual object onto the image using the projection matrix obtained
from camera calibration.

&€—__ Rotation
]

Rotation t Translation t(t)

C
c
t An —>

Figure 4.7: Transforming virtual object to the registration plane



Chapter 5
Implementation and Experiments

The method developed for our augmented reality system is implemented in Microsoft
Visual C++ with MFC (Microsoft Foundation Classes). Visual C++ is a powerful and
complex tool for building 32-bit applications for Window 95 and Windows NT. With
its code-generating wizards, Visual C++ can produce the graphic user interface of a
working Windows application in seconds. The class library included with Visual C++,
the MFC, has become the industry standard for Windows software development in a
variety of C+- compilers. The visual editing tools make a WYSIWYG (What You See
Is What You Get) for programming layout of menus and dialogs. The 3D virtual object
rendering and manipulation is programmed with OpenGL graphics library under Visual
C++ frame work. All of the image processing in the program uses the Microsoft Vision

Software Development Kit (Vision SDK), which is freely available for downloading from
the Microsoft Research web pages.

5.1 Windows Programming

5.1.1 Messages

The use of messages sets windows programming apart from other kinds of programming.
That is, everything that happens in a windows program is mediated by messages. A

57
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message is a way for the operating system to tell an application that something has

happened, for example, the user has clicked the mouse, or the printer has become
available.

The operating system uses integers to refer to messages. However, for convenience,
windows program refers to them by their names, and an enormous list of definition
statements connects names to numbers. For example, message 0.X000F has name of
WM_PAINT. Different messages are handled by different parts of the operating system
or the application. The heart of any windows program is the message loop, typically
contained in a WinMain() routine. The WinMain() routine is, like the main() in DOS
or UNIX, the function called by the operating system when you run the program. The
WinMain() routine gets the messages from the operating system and dispatches them
to proper massage handlers.

When you use MFC AppWizard to create your application, the AppWizard will
generate the WinMain() routines for you. Hence, you will simply write the function
that will handle the message, and add a message map to your class. Message maps
come in two parts: one in the .h file for a class and one in the corresponding .cpp
file. The entry added to the header file’s message map declares the prototype of the
handler function, and the entry in the source file’s map associates messages with their
handlers. AppWizard constructs the message map for most of the common messages
and handle them properly. You will only add entries yourself.

5.1.2 View-document Paradigm

When an application runs under Microsoft Windows, the user interacts with documents
displayed in frame windows. The MFC framework uses frame windows to contain views.
A frame window class manages the frame, and a view class manages the contents. The
view window is a child of the frame window. Drawing and other user interaction with
the document take place in the view’s client area, not the frame window’s client area.
The frame window provides a visible frame around a view, complete with a caption
bar and standard window controls such as a control menu, buttons to minimize and
maximize the window, and controls for resizing the window. The contents consist of
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the window’s client area, which is fully occupied by a child window - the view.

The MFC uses a document-centric approach for application design, which logically
separates an application’s data from the way the user actually views and manipulates
that data, known as view-document paradigm. A document is an object that is re-
sponsible for storing, loading, and saving the data; whereas the view object enables

the user to see the data on screen and to edit that data in a way that is appropriate
to the application.

The document class

owns a data structure
that holds all of the
document data
User event
l User can seethe data
: . through the view
View
Load &
2% | pocumen [—1—*
document class
to disk T
System event
These member
functions
encapsuiate the data
structure

Figure 5.1: The view-document paradigm

The goal of the document class is to completely encapsulate the data for one open
document. It holds the data for the document in a data structure in memory and
knows how to load the data from the disk and save it to the disk. A view is attached to
a document and acts as an intermediary between the document and the user: the view

renders an image of the document on the screen and interprets user input as operations
upon the document.

An application that has only a single document open at any time is called SDI (Sin-
gle Document Interface) application. MDI (Multiple Document Interface) application
can have multiple documents open at a time. For MDI application, the opened docu-
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ments may have several different types, for example, text file or graphic file. Each type
of document can have a unique viewing window. Any document may have multiple

views open at once. The multiple views for a single document synchronize themselves
through the data in the document.

5.2 Architecture of the Program

The program is an MDI Windows application. It provides a graphic user interface
in which 3 kinds of documents can be manipulated: OpenGL model, image file and
text file. The OpenGL model is used to display the 3D virtual object. The user can
pick points from the model or drag the model to watch it from different viewpoints.
The image files are displayed in the user interface for the purpose of the calibration
or the registration operation; the intermediate result data or final result data can be
generated in a text file for future reference, for example, the projection matrix obtained
from camera calibration.

The program consists of two independent tools, the semi automatic calibration tool
and registration tool. The calibration tool takes two input files: one is the image of
calibration pattern grabbed by the camera and the other is a data file that contains
the 3D coordinates of the feature points on the calibration pattern. The registration
tool takes 5 input files: the OpenGL model file for the virtual object, a pair of stereo

images, and 2 calibration data files containing the projection matrices for two cameras
that grab the stereo images.

Figure 5.2 shows the MDI architecture of the program. In this architecture, an
object of CCVKitApp class (inherited from CWinApp class) is the entry point to the
application. Upon instantiating, the CCVKitApp creates an object of CMainkFrm class
that will hold all child frames and views. Meanwhile, objects of CMultiDocTemplate
class are also created for different document types. The document template handles
the creation of the document, the frame window and the views. It manages documents
of one particular type. In our case, these document types are image document, text
document and OpenGL model document.

For an image document, the document template collects 4 items with it:
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CCKitApp: CWinAPP _\

Main Frame Window

VAR

CChildFrame
P

ClmageView
ClmageDoc

IDR_IMAGETYPE

Figure 5.2: The program architecture

e A resource ID identifying a menu resource: IDR_.OPENGLTYPE
e A document class: CImageDoc
e A frame window class: CChildFrame

e A view class: CImageView

Similarly, for a text document, the document template collects a resource named
IDR_TEXTTYPE, and class CTextDoc, CChildFrame and CTextView with it. For an
OpenGL model document, the document template collects IDR_OPENGLTYPE, and
class CCVKitDoc, CChildFrame and COpenGLView with it.

The class CCVKitApp will catch all application level messages. They are messages
from the menus and the tool bar. When the user selects the menu item for calibration
or registration, the message will be caught by the class CCVKitApp. The appropriate
dialog box pops up and asks user to select input file. Once the input files are selected,
the corresponding views and documents are opened in the child frame for calibration
or registration operation.
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The CMainFrm class will catch all tools level messages, for example, the messages
from buttons associated with calibration tool or registration tool. In figure 5.4, when
calibration button is pressed, the message handler function for calibration button in
class CMainFrm will call the calibration routine and generates the result text file in
child frame.

There are other auxiliary classes, such as classes for computing of homography,
geometry, and SUSAN corner detector etc.

5.3 Experiment Results

5.3.1 Camera Calibration

Figure 5.3: Experiment equipment

Figure 5.3 shows the equipment we used in camera calibration experiment. The camera
model is COHU 4810, a solid-state CCD camera. The video captured by the camera is
input to a frame grabber card, Matrox Meteor-II. The calibration pattern we used is
shown in figure 5.4, which is composed of two planes perpendicular to each other. The
feature points are the corners of the black squares on the pattern plane. Each pattern
plane has 12 squares, therefore the number of feature points is 96.

Figure 5.4 is the screen snapshot of the calibration interface. The crosses marked
on the image are the corners detected by the corner detector. Note that not all corners
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Figure 5.4: Screen snapshot of calibration tool

are detected. Only the detected feature points will be used for calibration. Table 5.1
contains some of the data sheet generated by the corner detector and the homograhy.
The correspondences between feature points and their projections have been built.

When the user clicks on the calibration button in the interface, the program per-
forms the calibration using the data correspondences. Table 5.2 contains the calibra-
tion result, the projection matrix. Table 5.3 shows the errors between the re-projected
points and pixel points. The average error is round 2 pixels.
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space coordinates pixel coordinates
z y z u v
39.000000 | 35.000000 | 0.000000 | 326 321
39.000000 | 65.000000 | 0.000000 | 346 317
39.000000 | 94.000000 | 0.000000 | 364 311
39.000000 | 124.000000 | 0.000000 | 379 308
39.000000 | 154.000000 | 0.000000 | 398 303
69.000000 | 35.000000 | 0.000000 | 324 290
69.000000 | 65.000000 | 0.000000 | 346 288
69.000000 | 94.000000 | 0.000000 | 365 285
69.000000 | 124.000000 | 0.000000 | 379 281
69.000000 | 154.000000 | 0.000000 | 396 281
69.000000 | 184.000000 | 0.000000 | 407 279
98.500000 | 35.000000 | 0.000000 | 326 254
98.500000 | 65.000000 | 0.000000 | 345 252
98.500000 | 94.000000 | 0.000000 | 367 253
98.500000 | 124.000000 | 0.000000 | 380 251
98.500000 | 154.000000 | 0.000000 | 398 252

Table 5.1: 3D-2D correspondences built by homography and corner detection

1] -58.745068 | 405.281403 | -53.847713 | 94815.546875
2 | -337.074310 | 101.869659 | 101.320351 | 132233.140625
3 -0.202485 0.712808 0.671495 350.629059

Table 5.2: The projection matrix
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pixel coordinates re-projected pixel coordinates error
u v z y V{u—z)2+(@v-—y)?
291.000000 | 331.000000 | 290.223083 333.585028 2.699254
305.000000 | 322.000000 | 305.521942 323.105101 1.222159
318.000000 | 313.000000 | 318.792877 314.014318 1.287437
331.000000 | 305.000000 | 331.182251 305.527442 0.558041
344.000000 | 296.000000 | 342.400604 297.842703 2.440004
351.000000 | 291.000000 | 352.606537 290.851511 1.613385
291.000000 | 313.000000 | 290.224792 311.224079 1.937742
319.000000 | 297.000000 | 319.224365 293.688541 3.319051
331.000000 | 289.000000 | 331.769073 286.102973 2.997372
354.000000 | 275.000000 | 353.417908 273.012298 2.071181
291.000000 | 287.000000 | 290.226532 288.490909 1.679602
305.000000 | 279.000000 | 306.014099 280.233807 1.597084
319.000000 | 272.000000 | 319.661499 273.096027 1.280178
332.000000 | 265.000000 | 332.362701 266.453122 1.497703
344.000000 | 259.000000 | 343.830627 260.455245 1.465068

5.3.2 3D Registration

Table 5.3: Calibration errors

Figure 5.5 shows the user interface for object registration. Figure 5.6 shows the match-
ing result when the user performs the reconstruction of the registration plane. Crosses
on the first image are the points selected by the user, and they are automatically
matched on the second image. The lines drawn on figure 5.6 are the epipolar lines.
Table 5.4 shows the coordinates of the reconstructed points that define the registration
plane. Figure 5.7 and figure 5.8 shows the registration results.

reconstructed coordinates real coordinates error

T y z 4 4 F4 shift(in mm)
188.549683 | 1.225690 | 19.958725 | 188.500000 | 0.00000 | 17.00000 3.20294
38.243710 | 3.188082 | 19.118397 | 39.000000 | 0.00000 | 17.00000 3.90172
39.065563 | 1.888066 | 139.176773 | 39.000000 | 0.00000 | 136.500000 3.27631

Table 5.4: Reconstruction errors
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Figure 5.5: Screen snapshot of registration tool

5.4 Conclusion

Our registration program for augmented reality is a Windows application developed
with Visual C++ and MFC. In this chapter, we have discussed the architecture of
the program from the viewpoint of Windows programming. The program has been
thoroughly tested by a large number of experiments. The camera calibration tool is
user-friendly. Experiments show that the calibration accuracy is practical enough for
the registration. The registration tool has been also made user-friendly. The user can
perform a fast and accurate registration with only 6 mouse clicks.
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Figure 5.6: Matching results
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Figure 5.7: Registering a cube on the pattern plane
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Figure 5.8: Registering a cube on the table
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Chapter 6
Conclusion and Future Work

The main contribution of this thesis is the design and implementation of an interactive
object registration approach for augmented reality.

The registration problem is a fundamental problem in augmented reality. Without
an accurate and practical registration, the AR system becomes meaningless. A good
registration will require 3 consistencies:

e Geometrical consistency. When a virtual object is registered in a real environ-
ment, it should appear in proper size with right position and orientation with
respect to the real environment.

e Motion consistency. The virtual object should act as its real counterpart when
the real environment or the viewpoint changes.

e Photometry consistency. The virtual object should produce proper light and
shade effects like real object.

In chapter 4 the existing registration techniques are reviewed . The advantage of
directly specifying the object’s coordinates is the accuracy. However, this method does
not enable the user to interact with the system directly. The use of manipulators gives
the user the powers to interactively register virtual objects onto a real scene. In order
to give the depth information, the manipulator system usually provides a stereo view of
the real scene and the user manipulates the virtual object in two views simultaneously.

70
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In theory, manipulators can position the virtual object freely in the real scene. But
in practice, the user must be highly trained to accommodate this kind operation.
Manipulator can not provide high registration accuracy. Some researchers proposed to
put a real object on the desired position and manipulate the virtual object to coincide
with the real one so that the registration accuracy will be improved. The stereo position
also provides an interactive registration scheme. Compared to the former two methods,
it is more practical. However, the user is asked to apply kinds of geometry constraints,
for example epipolar constraint, when assigning the projections on stereo view. Thus,
it is awkward for users without professional background.

Our method described in this thesis provides the simplest way to register virtual
objects in the real scene. Any common user can perform a registration within only 6
mouse clicks. This is because our method integrates some computer vision techniques
and makes it highly automatic. The similarity matching, epipolar geometry and 3D
reconstruction techniques enable the user to click 3 points on the image to define a
plane and click 3 points to register the virtual object. Our method has been thoroughly
tested. The experiment results show its capability and efficiency.

We should note that the registration accuracy of our method depends on the ac-

curacy of the camera calibration. The latter’s accuracy depends on the accuracy of
corner detection and the camera model we use.

Future work

Our method can be improved and extended in following areas:

e Use of corner detector that has sub-pixel accuracy. Our method currently use
SUSAN corner detector which provides pixel accuracy. The calibration accuracy
based on this corner detector gives an error of about 2 pixels. Though it is

practical for our registration, our future plan is to use a corner detector with
better accuracy.

e Use of trifocal tensor technique. Instead of using camera pose estimation to



CHAPTER 6. CONCLUSION AND FUTURE WORK 72

estimate the projection of the virtual object in the image sequence, we will use
the tensor to synthesize the virtual object in the remaining images of the sequence.
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