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Abstract

A plane-sweep method without using transformation but using two sweeps
is used to construct the Voronoi diagram in L; (Loo, respectively) metric of a
set of n point sites in O(nlogn) time and O(n) space. The two sweeps advance
from opposite directions and produce two symmetrical data structures called the
Left-to-Right Shortest-Path-Map and Right-to-Left Shortest-Path-Map. The two

maps are then tailored to produce the desired Voronoi diagram.
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Chapter 1 An Overview of Voronoi diagrams

Section 1 An Overview

The Voronoi diagram for a set of » points in the Euclidean plane is a classic
geometric object named after the Russian mathematician G.Voronoi [32, 33]. It
was introduced to the field of computer science in 1975 by Shamos and Hoey
[27]. As the Voronoi diagram has many useful applications in various areas of
science (eg. pattern recognition, robotics, etc), it has drawn considerable research
interest over the last two decades. Many varieties of Voronoi diagrams have been

vroposed and many efficient algorithms have been designed to construct them.

s

The Original Voronoi Diagram Problem

Definition; Let S be a finite set of points on the plane R%. For each site s € 5.

the Voronoi region of s is the set:
V(sy={pe RY\d(p,s) L d(p,t), forevery t € S}
where d is the Euclidean distance function. The Voronoi diﬁgram of S is the set:
Vor(8) = {V(S)|s € S}

Clearly, the Voronoi diagram for a set of points on the plane is a partition of

the plane into n polygon regions, each of which is associated with a given point.
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The region associated with a point is the locus of points closer to that point than
to any other given point in S.

Shamos and Hoey [27] used the divide-conquer method to create the For(S).
Fortune [8] used a plane sweep method with transformation to construct the same
diagramn. Both achieved the O(nlogn) time and O(n) space bound which have
been shown to be optimal [29].

Once the Voronoi diagram is available, many important proximity problems
such as the all-nearest-neighbor problem, the triangulation problem, and the EMST

(Euclidean Minimum Spanning Tree) problem can be solved in O(n) time.

Voronoi Diagram in L, Metric

The Voronoi diagram discussed above is referred to as the Euclidean metric,
which is called L, meiric in Minkowski’s formulation. The diagram can be
naturally extended to the L, metric where I <p< co. The definition of L, metric,
1 £p< o, is as follow: given two points ¢; and g; in the plane R? with coordinates

qi(xi, y;) and g;j(x;, y;), the distance between g; and g; is defined as:
1
dplging;) = (i = 7l + i - 93")?, 1<p < o0

F.K.Hwang [10] gave an algorithm for constructing the Voronoi diagram in
L; metric in O(nlogn) time. D.T.Lee and C.K.Wong [20] presented an algorithm
for L; and Log metrics in O(nlogn) time, and proved that the Voronoi diagram

in Lo could be transferred linearly into L; metric. Later, D.T.Lee [17] also .

2



presented an algorithm for L, 1 < p < 00 metric in O(nlogn) time. P.Chew and
R.Drysdale [4] generalized L,—metric to convex distance functions and produced
an O(nlogn) time ard O(n) space algorithm for constructing the corresponding
Voronoi diagram. All the above mentioned algorithms use the divide-conquer

method.

Voronoi Diagrams and Convex Hulls

Brown [3] was the first one to show a linkage between Voronoi diagrams and
convex hulls. By using a geometric transformation technique named inversion,
the problem of constructing a planar Voronoi diagram for a n point set can
be transferred to the problem of constructing the convex hull of n points in
3-dimensional space. The result can be generalized to the higher-dimensional
space. Specifically, the Voronoi diagram of a set S in R? (d-dimensional space)

corresponds to the convex hull of () in R4*! through an inversion transform f .

Other Generalizations of Voronoi Diagram

The Voronoi Diagram of a Set of Objects other than Points The Voronoi di-
agram can be generalized in many ways. For instances, the sites can be polygons,

circles or other geometric figures rather than points.
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R.L.Drysdale,Illl and D.T.Lee [6] presented an O (N cV"’”") algorithm for
constructing the Voronoi diagram for circles and line segments in R2, Three years
later, they presented a better result, that is O (N (logN )2) [5]. This result was

improved to O(nlogn} by Kirkpatrik [12].

Imai et al [11] extended the ordinary Euclidean geometry for n points to
the one in the Laguerre geometry for n circles in the plane, where the distance
between a circle and a point is defined by the length of the tangent line from that
point to the circle. They presented an O(nlogn) time and O(n) space algorithm
using the divide-conquer method. The Voronoi diagram in the Laguerre geometry
can be used in determining if a point belongs to the union of n circles, finding

the connection of n circles, and finding the contour of the union of » circles.

Higher-order Voronoi Diagrams (in a Plane) For the ordinary Voronoi dia-
gram, each polygon is the locus of points nearest to one point (order-1). The
higher-order diagrams consider the & sites which are closest to a query point. It

can be used for interpolation, contouring, and classification.

The definition of the generalized Voronoi polygon V(T) of a subset T of

points is:

VD) ={p: YweT VYweS-T, d(p,v) < d(p.w)}

4



We can see that each point of the subset T is closer to p than the points not
in T. For some T, Vi(T) may be empty. If one lets & become n-1, one obtains
the farthest point Voronoi diagram. D.T.Lee [16] presented an O(k?nlogn) time
algorithm. Edelsbrunner, O’Rourke, and Seidel [7] gave an O(n’) method for

constructing the family of all higher-order Voronoi diagrams in R4

The farthest neighbor Voronoi diagrams (order-(n-1) Voronoi diagram) for 1
points can be constructed in Ofnlogn) time [13, 26] and has been used to solve

the diameter problem.

Weighted Vorenoi Diagrams In a weighted Voronoi diagram, every point is
associated with a positive weight. Each polygon of a weighted Voronoi diagram
is the locus of points whose weighted distance to a given point (site) is minimum

[1]. Aurenhammer gave an O(n?) algorithm for constructing a multiplicative

weighted Voronoi diagram.

Voronei Diagram in High Dimensions Preparata found out that a Voronoi di-
agram in R® with » points can have O(n?) edges [23]. As mentioned above, there
exists a technique called inversion transform f, which could transform a Vorenoi
diagram of a set S in R to a convex hull of £{S) in R%*/ [3]. In this way we can use

the convex hull algorithm to obtain a Voronoi diagram in higher dimensions [3].

5



Voronoi Diagrams Involving Obstacles C.Wang and L.Sehubert [34], R.Seidel
[24], and A.Lingas [21] considered constrained Voronoi diagrams with obstacles
and presented O(rlogn) time and O(n) space algorithm. Y.H.Tsin and C.Wang
[31] gave an O((m-+n)log(m-+n)) algorithm (m is the number of obstacles, » is the
number of sites) for constructing the geodesic Voronoi diagram Vor(S,0), where
O is a set of parallel line segments and S is a set of sites. When m=0, Vor(S,0)
goes back to the original Voronoi diagram Vor(S). Their algorithm uses a left to

right sweep and right to left sweep to build the geodesic Voronoi diagram.

Section 2 Technigues for Constructing the Voronoi Diagram

The lower bound for constructing a Voronoi diagram on n points in the plane

must take $2(nlogn) time and §2(n) space [29].

A bruteforce method to construct a Voronoi diagram is to construct its
polygons one at a time. Each polygon is the intersections of n-! half-planes
if n is the number of sites in the plane, and it can be constructed in O(nlogn) time

[20]. So the total time needed to construct the Voronoi diagram is O(n?logn).

The Incremental approach

The incremental algorithms are relatively simple which construct the Voronoi

diagrams by adding a site at a time, and has worst-case time complexity o?) [9).

6



Divide—conquer approach

Shamos and Hoey [27] used a divide-conquer method to construct the Voronoi
diagram in O(nlogn) time and O(n) space where 7 is the number of the sites of

a set S in the plane. We briefly outline the algorithm below:

1. Partition the set S into two subsets Sy and Sgp with approximately equal

size according to the x-coordinate.
2. Recursively constructs For(Sz) and Vor(Sg).
3.1 Find the polygonal chain T which separates Vor(SL) and Vor(Sg)-

3.2 The edges of Vor(Sy) located at the right side of polygonal chain T, and
the edges of Vor(Sg) located at the left side of polygonal chain T are deleted.

The remainder is the Voronoi diagram of the set S.

Figure 1 is a set of sites in a plane which is divided into two approximately

equal subsets.



Figure 1 A set of sites in a plane is divided into two approximately equal parts
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Figure 2 shows how the left Voronoi diagram For(S.) and the right Voronoi

diagram For(Sg) are merged into one by constructing the polynomial chain T.



Figure 2 The Voronoi diagram of the left subset Vor(St) and

the Voronoi diagram of the right subset Vor(Sg) are merged into one

(e A nolvaonal chain T used to merge Vor(S, ) and Vor(SR)



Step 1 and step 3.2 can be done in O(n) time. If step 3.1 can be done in O(n)
time, the time complexity would be T(n) = 2T(n/2) + O(n) =Ofnlogn) because

of the recursive step 2.

The key point is to find the polygonal chain 7 which separates Sy and Sg (to

merge the two parts into one) in O(n) time.

First, the two semi-infinite rays of the polygonal chain T are found: A semi-
infinite ray is the perpendicular bisector of a supporting line segment of the two
convex hulls CH(S;) and CH(Sg). Since each unbounded edge of the Voronoi
diagram belongs to the perpendicular bisector of a convex hull edge, the CH(S.)
and CH(Sg) are the by-product of For(Sy) and Vor(Sg). The supporting line

segments of CH(S;) and CH(Sg) can be found in linear time [27].

Then following one of the semi-infinite rays, the polygonal chain T is con-
structed edge by edge, until the other semi-infinite ray is reached. Each edge on
T is the bisector of ¥or(Sy) and Vor(Sg). A method without backtracking is used
to avoid repeat'edly scanning all the edges of a Voronoi polygon when the zig-zag
segments of T walk several times inside the Voronoi polygon. Therefore, the
polygonal chain T can be constructed in G(n) time, the total time for constructing

the Voronoi diagram is thus O(nlogn).

Sweep line approach

Another algorithm presented by Fortune [8] used the plane sweep method
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augmented with transformation to construct the Voronoi diagram in Ofnlogn)

time and O(n) space.

The algorithm works as follow: The plane sweep proceeds from bottom to top.
Whenever a site is reached, a transformed Voronoi region for that site is built. The
transformed Voronoi region has the property that its bottom-most points coincides
with the site. Furthermore, the boundary of the region is computed through
properly maintained information between adjacent regions along the sweep line.
Then by using the same transformation, the actual Voronoi diagram can be
constructed. Figure 3 (a) shows a transformed Voronoi diagram constructed by a

sweep line from bottom to top. Figure 3 (b) shows the original Voronoi diagram.
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Figure 3 A geometric transformation to Voronoi diagram
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Two plane sweep approach

Tsin,Y.H. and Wang,C. [31] [30] used a two plane-sweep technique to con-
struct the geodesic Voronoi diagram Vor(S, O) for a set of sites § with a set
of parallel line segments O as obstacles. Their method can be outlined as fol-
lows:; The two sweeps proceeding from two opposits directions generate two data
structures, called shortest-path-maps. From these two maps, for each p € R?,

the closest site to its left and the closest site to its right can be determined.
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Since the closest site of p must be one of these two closest sites, the two maps
provide enough information to construct the Voronoi diagram. Tsin and Wang
presented an O((m+n)log(m+n)) time O(m+n) space algorithm where |S|=n and
|Oi=m. When m=0, Vor(5,0) becomes the original Voronoi diagram Vor(S), and

the time complexities are O(nlogn) and O(n) respectively.
A comparison of three methods

The divide-conquer method, although elegant, has been discovered to be very
difficult to implement. One of the reasons is that the assumption that the sites

are in general position is difficult to remove.

Fortune’s plane sweep method is elegant, and has been successfully imple-
mented, however, good transformations for other types of Voronoi diagrams are

difficult to find.

The two sweep method of Tsin and Wang avoids the use of transformation

at the cost of an extra sweep.
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Chapter 2 Voronoi Diagrams in Ly and Loo Metrics

Section 1 Voronoi Diagrams in L; and Loc Metrics

L; and Lo metrics are special cases of the L, (1<p<oo) metrics (Minkowski
metrics) defined as follows:

Definition (L, metric): Given two points g;(x;, yi) and gj(xj, y;) in the plane
R?. The distance between g, g;; under the L, (15p<o0) metrics is the distance

dp(qi, gi)=(xi —x; [P + i ~y® (p=12...,00).

Thus, the L, metric is the conventional Euclidean metric, that is;

2
datarn45) = (s =25 + s =3 2)

L; Metric

In L; metric, the distance between points g;(x;, y;) and g;(x;, y;) is defined as:

difgi q)) = (i =1+ i =y

It is a rectilinear distance between the two points g; and g;. The bisector of
gi and g;, B(q;, g3, partitions the plane into two regions, R(g;) and R(g;). All the
points in region R(g;) (R(q;) respectively) is closer to point g; {(g; respectively)

than to point g; (g; respectively).
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Figure 4 shows the different types of bisectors of ¢; and g; that divide the

plane into regions R(q;) and R(g):

Figure 4 Different types of bisectors of g; and g; that divide the plane into region R(g:) and Rfg;)

B(a;. ;)

From figure 4 () and (f), we notice that part of the bisector has become a

2-dimentional region when Jx; —x; | = [y;—y;1. We will adopt, for clarity, the solid
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lines shown in the figure (f) as the bisector in subsequent discussion. Figure 4
(g) and (h) are the degenerate cases where the bisector becomes a horizontal line

and a vertical line when x; = x; and y; = yj respectively.

In summary, bisector consists of 2t most three types of segments: horizontal,

vertical and 45° line segments.

Definition (Voronoi diagrams in L; metric): Given a set S of n points
{p1, P2, . . . . puj in the plane R? under L; metric, a Voronoi region (or Voronoi

polygon) F(p;) associated with a site p; is a polygon, defined as
Vipi) = {r € R¥|da(r.pi) < da(r.p;),¥5,1 S5 < i}

Cleatly, the n polygons V(p)} (1 <i<n)forma partition of the plane, called
the Voronoi diagram of § in L; meric, denoted by Vor(S) (figure ). We call the
intersection points of the bisectors as Voronoi points, the segments between two

Voronoi points as Voronoi edges.
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Figure 5 Voronoi diagram in L; metric.
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Loo metric

Loo is the distance measure in plane RZ:

doo(gis qj) = maz(lzi — =50, 14 — vil)

It is well known that Loo can be mapped by a linear transformation from L;

metric [20]. Therefore, the construction of Voronoi diagram in Loo metric can

be transformed to that in L; metric.

The Isometry of L; and Lo

Both L; and Lo metrics are isometry. This can be explored as follows (figure

6): Two points g;(x; yi) and gj(x;, ;) of RZ_ are mapped to points ¢ s(x s y ') and

17



qix’ yj) of R? respectively by the linear mapping f : RZ, — R? such that
x"=(y+x)/2 and y "=(y-x)/2. In figure 6, it is easily seen that the distance between

g; and g; in RZ, is
doo(i 4j) = lyi —yil =8
and the distance between g'; and ¢ in R} is:

di (g q}) = (|=t — o} + |} = 5]) = 8

Since the distant measure in 2. can be mapped to the distant measure in R}

and vice versa [20]. In the rest of this work we will only discuss the problems

referring to L; metric.

18



Figure 6 The isemetry of L; and Loo metrics
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The applications of L; and Lo, metrics in two-dimensional storage.

Lee and Wong [20] discovered that the Voronoi diagrams in Iy and L

metrics can be used to speed up retrieval in two-dimensional storage systems.

They pointed out that for a batch of n I/O requests (2] [28), scheduling the
read/write head movement to visit all the records in a two-dimensional storage
system in minimum time is an open path problem (OPP). They showed that using
the Voronoi diagram in L) and L, metrics, one can build a near-optimal path
thrbugh each point either by constructing a minimum spanning tree or by the

closest insertion method.
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Section 2 Construction the Voronoi diagram in L;
and L., metrics by Divide and Conquer

D.T.Lee and C.K.Wong presented the divide and conquer method to construct

the Voronoi diagram in L; metric in O(nlogn) time [20]. We briefly outline the

method below:

A preprocessing is needed to sort the n sites in lexicographical order.

1. Partition the set S into a left subset S; and a right subset Sz with

approximately equal size by the median x-coordinate.
2. Construct Vor(Sy) and Vor(Sg} recursively.
3.1 Construct the polygon line T which separates S; and Sg.

3.2 Discard all edges of Vor(Sy) that lie to the right of 7, and all edges of

Vor(Sz) that lie to the left of T. What remains forms the Voronoi diagram Vor(S).
The method for building the polygon line T in O(n) time is as follows:

Figure 7 is an example illustrating the merging process.
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Figure 7 Merging left subset and right subset,

The first step is to find the starting segment of the polygon line T.

A set of 18 points with left subset Sy={1,2, ..., 9} and right subset
Sg={10, 11, . . ., 18}. The left subset St is enclosed by the smallest rectangle
which includes all the sites of the SL. The right subset Sg is enclosed by the
smallest rectangle which includes all the sites of Sg. Find the rightmost site w
with the smallest index of S;. This means that the lower right corner of the
smallest rectangle of the left subset Sy is inside Vor(w). z is the horizontal

line segment with point z far enough to ensure intersection with the starting line
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segment of the polygon line 7. Find the nearest neighbor » of w among the set
Sgr (that is point /0 in Sg). This takes Ofn) time. Scan edges of V(10) to find an
edge intersecting line segment Wz. In figure 7, the bisector B(10, 14) intersects
wz at q. Compare the distance between point w and point g with that between
point w and point /0. Since the distance between point w and ¢ is less than kthe
distance between point g and point /0, so the bisector of point w and point /0
does not intersect segment Wz. Then try another point in the right subset, that is
point /4. The bisector of point w and point /4 intersects segment %z. This is

the starting line segment of the polygon line T.

The second step is to follow a zig-zag path to construct the polygonal line T
until it goes out of the smallest rectangle. At any time, an imaginary point ¢ (on
the polygon line T) always lies in two Voronoi polygons, one is in Vor(Sy), the
other is in Vor(Sg). Whenever a new Voronoi point is created, the polygon line
T will enter a new Voronoi polygon, and has a new direction. By scanning the
boundary of V(i) in Vor(SL) and V(j) in Vor(Sg), the next point can be determined.
Sometimes, polygon line T will remain inside a polygon V(i), turning many times
before crossing an edge of ¥(i). In this case, we need not to scan all the edges
of V(i) each time (otherwise, this procedure will take as much as quadratic time).
A method without back tracking is used to save time. Figure 8 illustrates the
polygon line T penetrating into V{i), meeting the edges V(r;), V(r2), V(r3), and

V(r4) with counterclockwise turning without scanning all the V(i) edges each time.
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Thus the total number of edges visited in constructing the polygon line 7 is
proportional to the number of bisectors plus the number of Voronoi points on 7.
Both of them are Ofn). The merge process therefore takes O(n) time. Hence, the
total time required to construct the Voronoi diagram of # sites is O(nlogn), which

is optima! in the worst case.

Figure 8 Iracing T in V(L;) without backtracking.
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Chapter 3 Using Two Sweeps to Construct
the Voronoi Diagrams in L, Metric

Section 1 Shortest—Path-Map

In order to generate the Voronoi diagram of a set of site S in the plane
R?, we need to know the closest site of each point » € R®. The two plane
sweep technique [31] is used here to create two data structures, called the left-
to—right Shortest-Path-Map SPM|,(S), and the right—to—left Shortest—Path—-Map
SPM_(S), represented by a Doubly-Connected-Edge-List (DCEL) structure
[291.

From the SP M, (S) and SPM.4(S5), the left closest site and the right closest
site of each point p € R? can be determined, using these information, the closest

site of the p can be determined.

The total order < is introduced here to sort the points in S. It is defined as

a =< B iff x(o) < x(B) or x(e)=x(B) and y(c)< y(f3), where x(cx), y(cx) stand for

the x and y coordinates of «, respectively. a < giffa <G ora = 4.

For clarity, we assume without loss of generality that no two or more sites

have the same x-coordinate.

Definition: Let S be a set of sites in the plane R2. The Lefi-to-Right

Shortest—Path-Map of a set of sites S in the plane R? is a set of regions
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{A(si)]si € S,1 <4 < n} such that region A(S;) is the locus of the point p such

that:

i) x(s) < x(p);
ii) s; is the left closest site of point p among ail the sites s’, no lying to the

right of s;, ie,

di(s;,p) <dy (s',p) Vs’ :zr(s') < z(p)

The Right-to-Left Shortest—Path—-Map of a set of sites § in the plane R? can

be defined in the similar way.
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Figure 9 A lefi—~to—right shortest—path-map and a right—to-left shortest-path-map
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Definition:

The edges in a Shortest—Path-Map are called SPM arcs. The horizontal
segments (part of the bisectors) are called horizontal SPM arcs (h_SPM arcs)
which sit at the same side of their two sites. The starting point of a h_SPM arc
is the corner of the region of a site. The ending point is at (1} infinity or (2} on
the vertical boundary of a site. The vertical segments (sweep line or part of the

sweep line) are called vertical SPM arcs (v_SPM arcs).

Section 2 The Construction of Shortest—Path—Map (SPM)

To construct the SPM.(S) (SPM4(S) respectively), a preprocessing is
needed to sort all the sites s; € S{1 <i < n) in lexicographical order <. The
construction will start from the leftmost site s; and terminate after passing through

the rightmost site sy.

Lemma 3.1 Let s; € S, and the sweep line is positioned at site s;. Let v, be a

point on /; such that w, € A(S)) where s € S. Then
di(siyop) < di(sp.op) = di(si,w) < difsp,w) Y € 5773 = {vp }

Proof.
di(si,w) 4+ dy(uvp) = dy(sivvp) < di{sp,vn) < di{sp.w) + dy{ww, vp)

= d(si, w) < di{sp. ) -
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Figure 10 dqis.w) < difsnone)

A (sp) vy,

| A (Si )

Lemma 3.2 Let s; € S, the initial region of A(s;) is bounded on the left
by the line segment Tj,m; where vy (v;, respectively) is a point above (below,
respectively) s; such that either vy (v, respectively) is at infinity or v, € A(s))
(v € A(sp), respectively) such that dy(sp,, ») = di(si, ua) (d1(s, o) = di{sivm),

respectively).

In the latter case, A(s;) is bounded above ( below, respectively) by a bisector

between s; and s (s;, respectively).
Proof: The lemma follows from lemma 3.1 I
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Figure 11 The upper boundary and lower boundary of an initial region A(s;)
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Definition: The point v is called the upper corner of A(s;) and point vy is called

the lower corner of A(s;).
It is clearly seen that all the bisectors in SPM}.,(S) and SPM(S) are

horizonta! line segments, so that they are monotone with respect to the x-axis.

Some data structures we used here are listed below:

a) Queue
b) Balanced Binary Searching Tree

¢) Doubly-Connected-Edge-List
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Queue (Q)

The Queue Q stores all the sites of S in the lexicographical order <. The
sweep treats each site as an event point. When the sweep line moves from left to
right, these sites will be dequeued one by one in order starting from the leftmost
site s; to the rightmost site s,.

Balanced Binary Tree (T)

The balanced binary tree T stores all the bisectors intersected by the sweep
line. The bisectors are ordered from bottom to top according to their y-coordinates.
Each node of the tree stores the same information of a bisector that stored in the
Doubly-Connected-Edge-List (DCEL) including the y-coordinate of the bisector,
FL (field name of left side of the bisector), Fr (field name of right side of the
bisector), the coordinates of the two sites of the bisector.

Doubly-Connected-Edge-List

The Doubly-Connected-Edge-List is used to store the information of a planar

graph embedded in the plane [29). Each edge of the graph is described by a

list of items:
1. vg starting vertex.
2. ve: ending vertex.

3. FL: field name of left side of the edge.

4. Fp: field name of right side of the edge.
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5. Field: field name to which the edge belongs

6. h_SPM: horizontal SPM arc ( part of a bisector).

7. v_SPM: vertical SPM arc. ( sweepline or part of the sweepline).
8. 12-v: type2 Voronoi arc (part of a bisector).

9. site (pointer):

a. if the edge is a vertical line segment, this item has one pointer pointing
to the site through which the vertical segment passes .
b. if the edge is a b_SPM (part of the bisector), this item includes two

pointers pointing to two sites corresponding to this edge.
It is easy to find all the edges that enclose a ceitain field, or a vertex at which
the edges meet.

A DCEL is represented in an edge-list form. Figure 12 is an illustration of

DCEL.
The Construction of SPM|,(S5) (SPMH(S))

First, the leftmost site s; is removed from the queue Q. This effectively
positions the sweep line over s;. Starting from s; the sweep line moves towards the
right, stopping at every event point until it passes through the last (i.e. rightmost)
element s, in Q. '

As the sweep line is moving from the leftmost site s; to the right, all the

information of the edges that form the SPM|,(S) are recorded into the data
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structure DCEL. An example below (Figure 12) shows how the SPM (S) is

constructed and how the DCEL is formed.

Figure 12 The beginning of the SPAM . (5)

A\ (s2)
al ] P

Figure 13 The corresponding DCEL represents part of the SPM.(5}.

Vs Ve FL Fr h_SPM | t2_v | v_SPM | site(ptr)
al -00 (3] 0 1 0 0 1 1
a2 ~00 ml | 2 0 0 1 2

Note that edge a3 may be truncated by the other edge at later stages. The

information of edge a3 is now saved in the binary tree T (figure 16). It will be
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saved in the DCEL only after its ending point v is certain (whether at oo or

truncated by a vertical edge).

At the time the sweep line stops at site 53, the intersection point m3 between
the sweep line /3 and the bisector a3 is found. Site s; is in the initial region of
A(sy), the bisector of (s;) and (s3) has no intersection with the sweep line /3.
Therefore, site s; is bounded above at infinity. The intersection point m3 on the
sweep line [ is below site s3. All the points on the sweep line /3 below m3 is in
the initial region A(sz). The bisector of 52 and s3 has an intersection point m2 on
I;. Edge a6 is part of the bisector, it is a h_SPM arc. Now, a4, aJ, a6 arc added
into the list, edge a6 is part of the bisector of s2 and s3. Edge a3 is truncated by
the sweep line /3 which passes through site s3. Edge a3 is added to the DCEL.
The updated SPM)_(S) and DCEL are showed below. Note that the ending

point of a6 is uncertain at this stage, and hence cannot be saved into DCEL.
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Figure 14 SPAM_ (5} when sweep line 1 passes through 83
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Figure 15 The corresponding DCEL represents the SIPAf|—(S). when sweep line passes through s3

Vs vi FL Fr h_SPM | t2_v v_SPM{| site(ptr)
al -00 o0 0 1 0 0 1 1
a2 -00 ml 1 2 0 0 1 2
a3 ml m3 1 2 1 0 0 1/2
a4 m2 m3 2 3 0 0 1 3
a5 m3 00 1 3 0 0 1 3

Lemma 3.3 Finding the upper boundary and lower boundary of the initial
region A(s;) when the sweep line is positioned at site s; can be done in O(log

n) time.
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Proof: At the time the sweep line is positioned at the event point s;, the binary
search tree records the order of the bisectors that intersect the sweepline from

bottom to top according to their y-coordinates.

Using the y-coordinate of site s; as the key, search T for the region A(s;)
containing s;. Then examining the bisectors above s; (below s; respectively)
along the sweep line /;. If no bisector above s; (below s; respectively) is found,
that means the upper corner vy (lower corner v, respectively) is at positive infinity
(negative infinity respectively) of y-coordinate. Otherwise, vy (v, respectively) is
determined and the initial region A(s;) is bounded on the left by the line segment
w7, bounded above (below, respectively) by a h_SPM arc originated at vy (v,
respectively) if vy (v;, respectively) exits. All the bisectors that intersect the
segment 75,7 are truncated by 7577, and are thus deleted from the balanced binary

search tree T. The newly generated bisectors are then added into T (figure 16).

Special cases discussion: It is possible that no bisectors (h_SPM arcs) are
met by the sweep line passing through a site. This happens: (a) at the beginning
of the sweep, when the sweep line /; is positioned at site sy, or (b) when the
vertical SPM arc passes through site s; truncating all the bisectors and without
generating a new bisector, (Figure 17 (a) and (b)). When it happens, the binary

search tree T is an empty tree.

Figure 16 is an example to illustrate how to use the balanced binary scarching
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tree T to find the boundaries enclosing the initial region A(s;) in O(log n) time.

36



Figure 16 Using the balanced binary search tree to find the initial reglon A(s;) in Oflog n} time.
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Figure 17 The balanced binary scarch tree T is an empty tree.
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(a) The binary searching tree is (b) The binary searching tree is empty
empty at the eventpoint sy at the event point s;

If a h_SPM arc (part of the bisector of two sites) is truncated by 7,7, the
ending point of the h_SPM arc ( the intersection between the h_SPM arc and the
segment 7;77) is fixed. This edge will be saved into the DCEL. In order to find
the type 2 Voronoi arcs in each region of the plane ( this will be discussed in
Section 3) efficiently, edges of SPM|,(S) in DCEL are grouped according to the
fields, that is, all the edges of SPM,(S) enclosing a certain field are grouped
together. Figure 18 is an example, field A(s1) is enclosed by edges al, a2, al,

and a5. Field A(sp) is enclosed by edges a2, a3, a4, a6. a7. Note that each
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edge relates to two fields: left side field (FL) and right side field (Fr) (except the
edges passing through the leftmost site 5;). Each edge (except the leftmost edge

and the rightmost edge) will appear twice on the DCEL.

Figure 18 The edges enclosing one ficld are grouped together.

S3
AR
51% /\(51) a (s3) e
a
a
4
% o
/_\(34)
820 A(SQ) . 34
az

39



Vs Ve Fy Fr Field | h SPM|t2_v | v_SPM | site{ptr)
a -0 | 0 1 1 0 0 l 1
a -00  {my 1 2 1 0 0 1 2
a3 m m;3 1 2 1 1 0 0 1/2
as ma fos) 1 “ 3 | 0 0 1 3
a -0 |my 1 2 2 0 0 1 2
as my m;j 1 2 2 1 0 0 1/2
a4 my ms 2 3 2 0 0 1 3
as my my 3 2 2 1 0 0 213
ay 00 |mg4 2 4 2 0 0 1 4

The entire SPM,(5) is constructed after the sweep line passes through all

the sites from left to right and the corresponding DCEL is built for later use.

The right to left SPM_4(S) can be constructed in the similar way.

Lemma 3.4 Constructing the ShortestPath-Map from left-to-right

SPMy,(S) (right—to-left SPM.(S) respectively) of n sites can be done
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in Ofn log n) time.

Proof: The preprocessing to sort the n sites in lexicographical order takes
O(n log n) time. It is easily verified that every edge in SPM.(S) is (a) the
leftmost vertical boundary edge of a region, or (b) the upper boundary originated
at a corner, or (c) the lower boundary originated at a comer. Therefore, the
total number of edges in SPM (S) is at most 3n. As a result |TI=O(n), and
each insertion and deletion operation performed on T takes O(log ») time. For
each site s;, finding the upper corner and lower comer of its initial region A(s:)
takes O(log n + k; log n) time where k; is the number of edges truncated.
since every bisector can be truncated at most once, and they are O(n) bisectors
i k; = O(n). The total amount of time required to construct S PM, (S} is thus

=2
0 (nlogn + 3 l.:,-log'n.) = O(nlogn).

i=2

Section 3 Constructing the Voronoi Diagram
from two Shortest—Path—Maps

Definition: A type—l Voronoi arc is a Voronoi arc that lies at the same side
of the two sweep lines passing through the two sites which determine the arc.
Obviously, every type-1 Voronoi arc is either a h_SPM arc or a section of a

h_SPM arc.

A type-2 Voronoi arc is a Voronoi arc that lies between the two sweep lines

passing through the two sites determining the arc. We distinguish two cases: (1)
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The Voronoi arc intersects the two sweep lines passing through its two sites, (2)

The Voronoi arc does not intersect the two sweep lines passing through its two

sites.
Figure 19 Type 1 and type 2 Voronoi arcs
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Finding the type 1 Voronoi arcs

Definition: SPM|,(S) is the opposite SPM of SPM_4(S), and vice versa.
Entities associated with the opposite SPM are subscribed with opp.

Lemma 3.5:

Let edge e be a horizontal SPM arc (h_SPM arc) determined by two sites
s; and s;. Let u be a point on edge e, u € Aopp(sr) and

dy(si,u) = di(sj,u) > di(sg,u}) . Then for any point p on edge e which is
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between u and the ending part of e, p € Aopp{si) and
di(si,p) = da(sj,p) > dasi,p)

Proof. Each site region is an area surrounded by vertical SPM arcs and
horizontal SPM arcs. If one point on the horizontal SPM arc is in an opposite
region, then every point on this horizontal SPM arc is in that opposite region. Edge
e is a horizontal SPM arc, which is a section of the bisector of site s; and s;, and u
is a point on edge e such that » € Agpp(si), and di(si, u) = di(sj,n) = di{sg,u).
Clearly, u is equal-distant to sites s; and 5;. Let p be a point on edge e between

u and the ending point of e (that is point g). From figure 20:

dy(si, 1) = di(sj ) 2 di(sp, %)

dy(s;,u) = e +eou

d1(sg, 1) = spd + du

di{si,p) = d1(si,u) +cb

da(st,p) = da(sp,m) — 6b < di(si,u) — b
Therefore

di(si,p) > da(sx, p)

Consequently

d1(si,p) = di(sj,p) > da(s.p) W
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Figure 20 Point # is the centre of sites s, s, and si.
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Lemma 3.6: The starting points of the type-1 Voronoi arc in the SPMs are
the comers of the regions. The ending points of the type-1 Voronoi arcs are: (1)

at infinity (figure 21(a)); (2) the intersections between h_SPM arcs and type 2

Voronoi arcs (figure 21(b)).

Proof The first statement follows immediately from the definition of the bisector
in L;—metric (figure 4). If the h_SPM arc of the two sites does not meet the
vertical line segment of any site region in the SPM, the ending point of the

h_SPM arc must end at infinity (figure 21 (a)). Obviously, the h_SPM arc is a

type-1 Voronoi arc.



If the h_SPM arc of two sites s;, s; meets a type 2 Voronoi arc at a point
u, the type-2 Voronoi arc must be determined by a site si and one of s; and s;
(figure 21 (b)). Clearly, u is equidistant to s;, 5; and sg. By Lemma 3.5, every
point lying between  and the ending point of the h_SPM arc is closer to s; than
s; and s;, and every point lying between u and the starting point of the h_SPM
arc is closer to s; and s; than s;. Therefore, the section of the h_SPM arc from

the starting point to u is a type-1 Voronoi arc B

Figure 21 Type 1 Voronoi arcs
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Finding the type 2 Voronoi arcs

Lemma 3.7: An edge e is a type-2 Voronoi arc of sites s; and s; ift
ds;, 8, €85, e= A(s,j) N AOI’I’(""J) N b(s,-.sj) -‘,‘é ]

where b(s;, s;) is the bisector of s;, and s;.
Proof:

==>) The type~2 Voronoi arc e is a section of the bisector b(s;, s5;) within the

area A(s;) N Agpp(s;), therefore

€= A(Sl) N AO])}J(SJ') n h(.‘a‘,‘, .‘,‘J) :'é @

<) Trivial B
A special case discussion:

Three type-2 Voronoi arcs meet together.

Case 1: Two sites s; and s; have the same y-coordinate, and site s; is on

the vertical bisector of site s; and site s, such that 577 = 5;p = 5;p (figure

22 (a), or s;p = spp' < s;p' (figure 22 (b)). However in (figure 22 (c)) if

sip' = spp’ > s;7, the bisectors of site s; and site s5; , the bisector of site 5; and

site sz would not meet.

Case 2: The bisector ab of site s; and site s;, the bisector be of site s; and site

sy and the bisector bd of site 5; and site s; meet together at point b (figure 22 (d)).
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Figure 22 Three type 2 Voronoi arcs meet at one paint
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Lemma 3.8: Let e be a type-2 Voronoi arc such that
e = A(si) N Aopplsj) N sy, s5) 5 B for some sites s; and ;.

The end points of e are (1} at infinity; or (2) on the corners of the regions
A(s;) or Agpp(sj); or (3) on the horizontal boundary of the n_:gion Als)) N
Agpp(s;); or (4) at the intersection of three type 2 Voronoi arcs.

Proof. The proof is trivial, see figure 23 for case (1), (2) and (3). See page 46
and figure 22 (a), (b), (d) forcase (4) W

Figure 23 Type 2 Voronoi arcs

S, case (1): edge fc, a type 2 voronoi arc, an end
point f at infinity.

case (2): edge cd, a type 2 voronoi arc, an end
point d is on the vertical boundary.

- case (3) edge fc, a type 2 voronoi arc, its end
point ¢ on the horizontal SPM arc

connecting to another type 2 voronoi
arc cd .

Definition: A type 2 Voronoi arc tree is a tree in which every internal node
corresponds to a type 2 Voronoi arc and every leaf corresponds to a type-1 Voronoi
arc, or a type-2 Voronoi arc which has an end point at infinity. Moreover, the

Voronoi arcs in two adjacent nodes share a common endpoint.
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Figure 24 shows a type 2 Voronoi arc tree. It starts from a type 1 Voronoi
arc ab, follows a type 2 Voronoi arcs be and then has two branches. One goes
along cd, and terminates at a type 2 Voronoi arc de, while the other goes along
#7 and terminates at a type 1 Voronoi arc gh.

Edges i, 77 and 77 also form a type 2 Voronoi arc tree. It starts from dz (type

1 Voronoi arc), follows 77 (type 2 Voronoi arc) and ends at 5 f (type 1 Voronoi arc).

Figurec 24 Type 2 Votonoi arc tree.

Type 2 voronoi arc trees:

(2)

Section 4 Algorithms

After two sweeps, SPM|,(S) and SPM_(S) are constructed. An area
A(8;) N Aopp(s;), sivsj € S, denoted by {i, j} is the intersection (intersections),

(Figure 25 {1, 3}) between a left to right sweep region A(sy and right to left

49



sweep region Agyp(s;). Site s; 1s the closest left site of every point inside area {i,
j}» and site s; is the closest right site of every point insid area {i, j}. An area {i,
j} may be a closed area enclosed by the SPM arcs, or with some edges open at
infinity. The areas located at the left side of the sweep line passing through the
leftmost site s; belong to only one region, that is area {0, 1}. The area located
at the right side of a sweep line passing through the right most site s, belong to
only one region, that is area {n, 0}. Obviously, there is no type 2 Voronoi arc
inside the areas {0, 1} or {n, 0}, which has only one closest site s; or s,,. The
horizontal boundaries of the one site area {0, 1} or {n, 0} are type I Voronoi
arcs. Note that some areas {i, j} do not have the type 2 Voronoi arc inside, the

bisector of site s; and s; do not cross through these two site areas, (figure 25).
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Figure 25 Areas A(s;) N A,,,(s2) represented by {1, 3} have no type 2 Voronoi arcs inside.
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Viewing the plane divided by the two SPMs as a collection of areas A(s;) N

Aopp(si), siy55 € S will help us in finding the type 1 and type 2 Voronoi arcs.

Three DCELs are used to store the information when tracing the type 2

Voronoi arc tree:

Dz stores the h_SPM arcs which have one ending point at infinity and the
type-2 Voronoi arcs which have one ending point at infinity as the starting edges
to trace the type 2 Voronoi arc trees. The type-2 Voronoi arcs which are starting
edges at the branch of the type—2 Voronoi arc tree are also stored in Dy, (figure

24, 77 or cd).
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Deng: stores the h_SPM arcs and type 2 Voronoi arcs which terminate the

type 2 Voronoi arc trees.
D,: stores all the edges of the Voronoi diagram.

After the left to right sweep and the right to left sweep, we obtain two short-
est—path—maps: SPM,(S) and SPM_(S), which are represented by Doubly-
Connected-Edge-List (DCEL). All h_SPM arcs whose one ending point is at
infinity and all type-2 Voronoi arcs whose one ending point is at infinity (extreme
edges) are copied to two DCEL structures: Dy, (Dyr is a DCEL data structure for
storing the extreme edges for tracing type 2 Voronoi arc trees), and Dy (D, is a

DCEL data structure for storing the Voronoi diagram).

Pick up the extreme edges one by one from Dy, trace.back into the areas
one after another to find out all the type 2 Voronoi arcs in the tree (this will be
discussed later). The leaf edge of a type 2 Voronoi arc tree is a type 1 Voronoi
arc which follows a type 2 Voronoi arc ended at the vertical boundary of the area,
or a type 2 Voronoi arc which ended at infinity. The intersections between type 2
Voronoi arcs and h_SPM arcs (an edge on the boundary of the area in which the
type 2 Voronoi arc locates) are the heads of type 1 Voronoi arcs. These type 1
‘Yoronoi arcs are also roots of type 2 Voronoi arc trees, Store these type 1 Voronoi
arcs into Dy, (DCEL) for later tracing. In cases where three type 2 Voronei arcs

meet together at the comers of the areas (figure 22), pick one type 2 Voronoi arc
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for continuous tracing, store the other type 2 Voronoi arc into Dy (DCEL) for
later tracing. Pick every edge stored in the Dy (DCEL) and trace out its type 2
Voronoi arc tree until all the edges are traced. Store every type 1 Voronoi arc and
type 2 Voronoi arc of the type 2 Voronoi arc tree into D, during the tracing. Dy

is the required DCEL storing the Voronoi diagrams.

We can easily find out whether there is a type 2 Voronoi arc lying inside
an area, and find out the intersections between the type 2 Voronoi arc and the
enclosing edges of th> area {i, j} by searching under the fields A(sy) and Agpp(sy)
of DCEL which stores all the information of SPM},(S) and SPM_4(S5).

To trace back all the type 2 Voronoi arc trees, six different cases are discussed

below:

Case I: (figure 26) Pick up an edge from Dy, Regardless of whetheritisah SPM
arc with its ending point at infinity or a type 1 Voronoi arc, its starting point is on a
vertical SPM arc (v_SPM) and will be followed by a type 2 Voronoi arc. The area
in which the following type 2 Voronoi arc locates is the intersection of two fields

which are the same as the left field and the right field of the previous h_SPM arc.

When the area in which the type 2 Voronoi arc locates is known, that means
the two fields are known . Get the grouped edges of field Agyp(s;) of the area
from the DCEL, compute the type 2 Voronoi arc which is inside of the area, the

starting point of the type 2 Voronoi arc is the same as the starting point of the
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h_SPM arc (or the type 1 Voronoi arc). The ending point of the type 2 Voronoi
arc is the intersection between the type 2 Voronoi arc and one of the edges of

Figure 26 Start tracing back the type 2 Voronei arc tree from (a) a h_SPM

arc with the ending point at infinity, or from (b} a type | Voronoi arc.
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Case 2: (figure 27) An ending point of a type 2 Voronoi arc ab is on a h_SPM
arc dc which is the boundary of the opposite field Aypp(s;) of the area in which
the type 2 Voronoi arc resides. The left (right) side field of type 2 Voronoi arc ah
is Afs;) (Asy). The left (right) side of h_SPM arc de is A(sy) (Afsy)). So the
next type 2 Voronoi arc be is in the area {i, k}. The processing is: compute the
type 2 Voronoi arc ab in area {i, j}, get the ending point & of the type 2 Voronoi

arc ab (b is on a h_SPM arc which is the boundary of the opposite field Aqpn(s;)
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of area {i, j}). get the type 1 Voronoi arc db, check if the h_SPM arc dc is in the
Dong (DCEL). If dc is inside Deng, delete dc from Deyq, and save type 1 Voronoi

arc b into D,. If dc is not in the Deyg, store db into Dy, (for later tracing) and Dy.

Figure 27 Tracing back from a type 2 Voronoi arc to another type 2 Voronoi

arc, and meet a type ! Voronoi arc as a root of 2 new type 2 Voronoi arc tree.

Case 3: (figure 28 (a)) At the time of tracing back along the type 2 Voronoi arc
tree, if the ending point b of a type 2 Voronoi arc ab is on the vertical boundary
of the area in which the type 2 Voronoi arc locates, the next edge is a h_SPM
arc. The left side field and the right side field of this h_SPM arc bc is the same

as the left side field and the right side field of ab.
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If the ending point of the h_SPM arc e is at infinity, bc must already exist

in Dy, then delete it from Dy,.

Figure 28 Tracing back from a type 2 Voronoi arc to (a) a h_SPM arc with the ending point at

infinity. (b) a type 1 Voronoi arc which is met by other type 2 Voronoi arc trec.

(b)

Case 4: (figure 28(b)) If the ending point b of a type 2 Voronoi arc el is on the
vertical boundary of the area in which the type 2 Voronoi arc locates, the next
edge is a h_SPM arc fc. The left side field and right side field of bc is the same
as the left side field and right side field of ab. Check whether this h_SPM arc be
is inside the Dy (DCEL): (1) If it exists in the D, already, it means this h_SPM
arc was intersected by another type 2 Voronoi arc tree, and he was saved into Dy

before the current tracing of type 2 Voronoi arc tree along ab and be. Delete it
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from Dy, because this type 2 Voronoi arc tree has been traced by now. (2) If it
doesn’t exist in the Dy, save it in the Deyg, it indicates that the type 2 Voronoi
arc tree starting from this h_SPM arc bc needs not be traced again. When the
h_SFM arc be is intersected by the other type 2 Voronoi arc tree at point ¢ later
on, whether the type 2 Voronoi arc tree started from bc has been traced or not can

be known by checking if b is inside Deyng or not.

Lemma 3.9 Let s;, 57 and s be three sites in the plane. If the end point of
a type 2 Voronoi arc of the area {i, j} is at the corner p of the area {i, j}, then
the corner p must aiso be the corner of adjacent area {j, k}, where site s; is on
the boundary of both area {i, j} and {j, k}. If two sites s;, s; have the same

x-coordinates, the three sites s;, 5; and sy, are vertices of an isosceles triangle.

Proof: (figure 29) Let p be the corner of area {i, j}, @p be a type 2 Voronoi arc
of area {i, j}, pd be a h_SPM arc as part of the boundary of area {i, j}, so that
the starting point a of @p is on the vertical line passing through site s;, the ending
point p of @p is on the vertical line passing through site s;. According to the
method of constructing the SPM, the edges 7757 and 7€ are part of the boundaries
of field A(s;). From lemma 3.6, 7€ is a h_SPM arc starting from the corner p of
region A(s;) with left side field A(s;) and right side field A(s;). According to
the method of constructing the SPM, pd and P must be part of the boundaries
of field A,p,(s;). Edge pd (a h_SPM arc) is part of the bisector of site s; and the

other site, say sz The left side field of pd is field Agpp(s;), the right side field of
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pd is field A,pp(sk). P€ and pd are both h_SPM arcs, and belonging to field A(s;)
and field A,y (s;) respectively, so that corner p is the centre of three sites sy, s;
and s;. If site s; and site s; have the same x-coordinates, then s;, s; and s, are three
vertices of an isosceles triangle, and |x(s;) — x(s))| = Ix(s;) — x(s)ls Y(s2) = y(sw),
(figure 29 (a) (b)). If site s; and site s, have different x-coordinates, then the

situation is depicted in figure 29 (c) W
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Figure 29 Three type 2 Voronoi arcs meet together.
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Case 5: (figure 29(a)) If the ending point of a type 2 Voronoi arc @p is on the
comner of the area {i, j} in which the type 2 Voronoi arc @p resides. From lemma

3.9, p is equidistant to the three sites. Check from Dy, if the edge @p is already
recorded inside, that is, check if two type 2 Voronoi arcs bp and 3¢ are traced in

the other iype 2 Voronoi arc tree already. If it is inside Dy, delete edge ap from
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D,,. Otherwisw, do the following: get the h_SPM arc pd, find out the left and
right field of pd, that is Agpy(s;) and Agpp(sk). Then the neighboring area of
area {i, j} will be area {j, k} and area {i, k}. Compute the type 2 Voronoi arcs
in both area {j, k} and area {i, k}, save one type 2 Voronoi arc in Dy, for later

tracing, and trace back along another type 2 Voronoi arc.
Figure 29 (b) is a special situation of case 5 (figure 29 (a)), where 57p = 5;p = 5p.

Case 6: If the two sites 5; and s; of an area {i, k} have the same y-coordinate,
(figure 30 (a)) the bisector is a straight line (figure 4 (h)). Let @p be a type 2
Voronoi arc of area {i, k}. If the ending point p of @p is the position where two
h_SPM arcs pb, 7iz: join (apparently, these two h_SPM arcs are on a straight line).
This is the same situation as in case 5, that three sites , s;, 5; and s, are vertices
of a isosceles triangle. Check from Dy, (DCEL), if this edge is already recorded
inside, that is, check if the other two type 2 Voronoi arcs are already traced in
a type 2 Voronoi arc tree. If it is inside Dy, delete edge @p from Dy (DCEL).
Get the h_SPM arc ph with the left (right) side field Anup(s;) (Dapp(se)), get
the h_SPM arc pc with the left (right) side field A(s;} (A(sj)). Determine the
two adjacent areas, {i, j} and {i, k}. Compute their type 2 Voronoi arcs, save

one type 2 Voronoi arc in Dy, for later tracing, and trace back along another type

2 Voronoi arc.

The same method can be applied in Figure 30 (b). The only difference is that
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the two sites s; and s; of an area {i, k} have different y-coordinates, and their

bisector is not a straight line.

Figure 30 Three type 2 Voronoi arcs meet together. Tracing type 2 Vororoi arc trees from edge @y

{i. k}

Theorem 3.10

The Voronoi diagram with # sites in L; metric can be constructed in O(nlogn)
time and O(n) space.
Proof: From lemma 3.4, the construction of the Shortest—Path-Maps, SPM| b (S)
and SPM.(S) takes Ofnlogn) time. After the left-to—right sweep and
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right-to-left sweep, all the edges of SPMs are grouped into fields and stored

in the Doubly-Connected-Edge-List (DCEL).

Tracing the type 1 Voronoi arcs and type 2 Voronoi arcs to form the Voronoi
diagram starts from: (1) the h_SPM arcs with the ending points at infinity, or
the type-2 Voronoi arc with one ending point at infinity (these h_SPM arcs and
type 2 Voronoi arcs are saved in Dy (DCEL) during the two sweeps), or from
(2) each newly found type 1 Voronoi arc (found at the time of tracing type 2
Voronoi arc trees and is treated as a starting edge of a type 2 Voronoi arc tree, or
a terminating edge of a type 2 Voronoi arc tree), or from (3) each newly found

type 2 Voronoi arc (three type 2 arcs meet together), and thenfracing into the

areas one after another.

Picking up the starting arc of a Voronoi arc tree from Dy, takes O(1) time.

Fetching the SPM arcs which enclose an area from DCEL (an area is enclosed

by a group of SPM arcs) takes O(1) time.
The total number of SPM arcs in the plane is O(n).

Computing the intersections in each area between a type-2 Voronoi arc and
the enclosing SPM arcs takes O(ny) time where ny is the number of enclosing
SPM arcs. As every SPM arc is used a constant number of time in this way and

Sy = O{n). Finding the intersections for ail the areas takes O(n).
The total number of type 1 Voronoi arcs and type 2 Voronoi arcs in the Voronoi
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diagram is O(n). Therefore, the total time required to trace out all the type 1 and
type 2 Voronoi arcs takes O(n) time. Hence, the total amount of time required to

construct the Voronoi diagrams of a set of n site in L; metric is O(nlogn) [
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Chapter 4 Conclusions

We presented an O(nlogn) time and O(n) space algorithm for the Voronoi
diagram of a set of # sites in L; metrtic using a two plane sweep method. The two
sweeps produce two data structures, called the left—to-right Shortest-Path—Map
(SPM,(S)) and the right-to-left Shortest—Path-Map ( SPM_(S)). Each of
the maps partitions the plane into regions. They contain enough information to
determine the left closest site and right closest site of each point in the plane. Then
by tailoring the two maps with chains of Voronoi adges, the Voronoi diagrams

is constructed.

A method for storing the SPM arcs in groups according to the fields they

belong in the DCEL data structure is used to speed up the process.

A balanced binary research tree (T) is adopted for efficiently updating the

status of the sweepline.

It is interesting to investigate if this technique can be applied to Voronoi

diagrams in other metrics.
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APPENDIX 1 An Algorithm for Constructing the Left
to Right Shortest Path Map (SPMi_.(S))

while (queue is not empty) do

- dequeue the head element s;. /* the sweep line is positioned at event point
T

- Determine the upper boundary v of the initial region A(s;) on the sweep
line /; using a balanced binary search tree (I).

if (v is at infinity) then

There is no horizontal bisector above site s;.
Compuie the type-2 Voronoi arc with one ending point at infinity, and

save it in Dy,
else v, is not at infinity

Computes the bisector By (s;) that starts from vy and ends at -+oo.

Insert By(sy) into T.

endif
* Determine the lower boundary v; of the initial region A(s;) on the sweep
line /; by a balanced binary search tree (7).
if (v; is at infinity) then
There is no horizontai bisector below site s;.
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Compute the type-2 Voronoi arc with one ending point at infinity, and

save it in Dy,
else v; is not at infinity

Computes the bisector By(s;) that starts from v; and ends at +o0.

Insert Bj(s;) into T

endif
» The bisectors truncated by the segment 7w are deleted from the tree (T).

« Save the segment % (including vy, v; at infinity) into two DCEL groups
according to their left side and right side field.

« Save each of the bisectors truncated by the segments %77 into the DCEL
field groups according to their left side field and right side field.

if (s; is not the last element in the ST) then
loop back
else

Save each of the bisectors (their ending point are at +-oc int the tree (T)
into two DCEL groups according to their left side field and right side field.
Save them into Dy (DCEL). /* starting edges for tracing the type 2

Voronoi arc trees */

endif
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endwhile
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APPENDIX 2 An Algorithm for Constructing
the Voronoi Diagram in L; Metric

while ( Dy, is not empty) do
Step 1:

Dequeue ey from Dy, (DCEL) /* ey is an element in Dy, a starting edge for
tracing a type 2 Voronoi arc tree */

if (ey is a type 1 Voronoi arc) then

/* see figure 26 regardless of whatever the ending point is at infinity */
The next area {L, R} where the next edge lies within is determined by

the left side field Fi. and the right side field Fr of ey.
else ey, is a type 2 Voronoi arc

/* that is the situation where three edges meet at a point (see Lemma
3.9). The left side field Fy, and right side field Fgr, that is, the area {L,

R} is known */
endif

Step 2:

if (the bisector of the two sites of the area is a vertical line segment (i.e.

the y-coordinates of the two sites of the area are the same) (figure 4 (h)), or

68



the bisector does not intersect the vertical line passing through the two sites

(figure 4 (a) (b)), then

Get all the edges of the two field groups from D; g (DCEL) and Dg ¢
(DCEL)

Compute the type 2 Voronoi arc in the current area.

Compute the intersection between the type 2 Voronoi arc and edges of
the two field groups from D;_gp (DCEL) and Dg ; (DCEL)

Save the type 2 Voronoi arc in Dy.

else /* the bisector of the two sites of the area intersects the vertical line

passing through two sites (figure 4 (c) (d)) */

Get the edges of one field group from D; g (DCEL) or Dg_t (DCEL)
which opposites the direction of tracing along the type 2 Voronoi arc.
Compute the type 2 Voronoi arc in the current area.

Compute the intersection between the type 2 Voronoi arc and edges of
one field group which opposites the direction of tracing along the type

2 Voronoi arc.

endif

Case 1: the type 2 Voronoi arc meets the h_SPM arc of Agy(sy), (case 2 in

Algorithm and figure 27),
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Get the type 1 Voronoi arc which is part of the h_SPM arc and the next area

in which the next type 2 Voronoi arc lies inside.
if (type 1 Voronoi arc is in Deng (DCEL)) then
Delete type 1 Voronoi arc from D,y (DCEL).

else save it in Dy and D,.
endif

Trace the next type 2 Voronoi arc, go back to the beginning of STEP 2.

endcase 1

Case 2: the type 2 Voronoi arc meets the v_SPM arc of A,,(s;). (see case

3 in Adigorithm and figure 28), the next edge is a type 1 Voronoi arc.
if (the type 1 Voronoi arc is in the Dy) then
delete it from Dy,

else save it into Depg
endif

Go back to the beginning of while do.

endcase 2
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Case 3: the type 2 Voronoi arc meets at the corner of a site field, (cases 5,
6 in algorithmLemma 3.9 and figures 29, 30), the corner is the intersection

of three type 2 Voronoi arcs.
if (this type 2 Voronoi arc is in Dy) then

delete it from Dy /* the other two type 2 Voronoi arc was traced

before */

go back to beginning of while do.

else save one type 2 Voroiwoi arc into Dy, (and Dy), trace the other type

2 Voronoi arc.

endif

Go back to Step 2.

endcase 3

endwhile

)



APPENDIX 3 An Example of Constructing
the Voronoi Diagram in L Metric

The example below illustrates how the left to right sweep and the right to

left sweep work, how the areas are formed by the two sweeps, and how the
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Voronoi args are traced
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