











Fig. 3.5: A new particle filter scheme by improved initialization phase and improved
weighting process

3.5.2 Experiments for Testing Proposed PF scheme

In this experiment, all the algorithms use the same fingerprints database and the
same PDR data. Fig.3.6 shows the pedestrian trajectory estimated by original finger-
printing method. Consecutive estimations are connected by red lines. It can be seen
that the results suffer from inconsistent observations and estimations. In some cases,
the continuous estimations are distant from each other due to the missing value, noisy
data or the similarity of the fingerprints. Fig.3.7 demonstrates the trajectory from
original PDR. In this figure, each red dot represents one step. This approach performs
well during first three hallways and then accumulates large errors. Fig.3.8 shows the
trajectory of proposed method, which combines the information from fingerprinting
and PDR. It is shown that the algorithm fixes the noisy fingerprinting data and PDR
data and improves the final performance.

Proposed PF scheme leverages SLFNs for probability distribution model construc-
tion (Fig.3.5). This surface is employed to perform particles weighting phase. Each

particle is able to acquire a probability based on its location. Those particles with
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higher probability are more likely to be saved after resampling phase.

Table 3.2: Error distance of different methods

\ Average error distance \ Maximum error distance

SVM [14] 3.2 (m) 9.3 (m)
[f;rﬁbablhstlc algorithm 3.4 (m) 11.2 (m)
PDR with probabilistic
algorithm 22 (m) 41 (m)
Proposed method with
SVM 1.2 (m) 2.9 (m)
Proposed method with
probabilistic algorithm 1.3 (m) 3 (m)

As Table 3.2 shows, the average error distances of proposed method with SVM
and probabilistic algorithm are 1.2 (m) and 1.3 (m) respectively. This value is about
1 (m) lower than the value of PDR with SVM. It also shows great improvements
on the maximum error distance. As given in Fig.3.6, at some points the fingerprint-
ing algorithm provides distant estimations, which results in a high maximum error

distance. This phenomenon can not be seen from the trajectory of proposed method.

3.6 Conclusion

In this paper, a new particle filter with a hardware-free initialization phase is pre-
sented to improve the accuracy of indoor location positioning using received signal
strength. The hardware-free initialization is implemented by RANSAC algorithm.
This algorithm filters out outliers from the fingerprinting estimations by a constructed
PDR model. Inliers are remained to acquire the initial point and the current location.
The PF is initializing based on the current location. This initialization phase achieves
1.1 (m) average error distance in the experimental demonstration. For enhancing the
fusion of fingerprinting and PDR, we proposed a SFLNs based model fitting algo-
rithm. The algorithm takes advantage of the probabilities of all the reference points

from fingerprinting method. The algorithm fits a SFLNs model to the probabili-
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Fig. 3.8: Trajectories of proposed method

ties and constructs a probability surface over the interested area. The particles are
weighted by this continuous surface to reduce the error. This approach makes sure
that the particles would not suffer from the similar fingerprints issue. The experi-
mental results show about 1.2 (m) average error distance in compare to 2.2 (m) in

comparative methods.

3.7 References

[1] S. Goswami, Indoor Location Technologies. New York, NY: Springer New York,
2013.

[2] M. A. Youssef, A. Agrawala, and A. Udaya Shankar, “Wlan location determina-
tion via clustering and probability distributions,” in Pervasive Computing and
Communications, 2003.(PerCom 2003). Proceedings of the First IEEE Interna-
tional Conference on, pp. 143-150, IEEE, 2003.

57



3]

G. Deak, K. Curran, and J. Condell, “A survey of active and passive indoor
localisation systems,” Computer Communications, vol. 35, no. 16, pp. 1939-1954,

2012.

R. Harle, “A survey of indoor inertial positioning systems for pedestrians,” Com-

munications Surveys € Tutorials, IEEFE, vol. 15, no. 3, pp. 1281-1293, 2013.

K. Heurtefeux and F. Valois, “Is rssi a good choice for localization in wireless sen-
sor network?,” in Advanced Information Networking and Applications (AINA),
2012 IEEFE 26th International Conference on, pp. 732-739, IEEE, 2012.

P. Bahl and V. N. Padmanabhan, “Radar: An in-building rf-based user location
and tracking system,” in INFOCOM 2000. Nineteenth Annual Joint Conference
of the IEEE Computer and Communications Societies. Proceedings. IEEE, vol. 2,

pp. 775-784, Ieee, 2000.

A. M. Hossain and W.-S. Soh, “A survey of calibration-free indoor positioning

systems,” Computer Communications, 2015.

J. Huang, D. Millman, M. Quigley, D. Stavens, S. Thrun, and A. Aggarwal, “Ef-
ficient, generalized indoor wifi graphslam,” in Robotics and Automation (ICRA),
2011 IEEFE International Conference on, pp. 1038-1043, IEEE, 2011.

D. Zhongliang, Y. Yanpei, Y. Xie, W. Neng, and Y. Lei, “Situation and devel-
opment tendency of indoor positioning,” Communications, China, vol. 10, no. 3,

pp. 42-55, 2013.

H. Leppakoski, J. Collin, and J. Takala, “Pedestrian navigation based on inertial
sensors, indoor map, and wlan signals,” Journal of Signal Processing Systems,

vol. 71, no. 3, pp. 287-296, 2013.

58



[11]

[12]

[13]

[14]

[15]

[16]

[17]

B.-F. Wu and C.-L. Jen, “Particle-filter-based radio localization for mobile robots
in the environments with low-density wlan aps,” Industrial Electronics, IEEE

Transactions on, vol. 61, no. 12, pp. 6860-6870, 2014.

E. D. Sontag, “Feedforward nets for interpolation and classification,” Journal of

Computer and System Sciences, vol. 45, no. 1, pp. 2048, 1992.

M. A. Fischler and R. C. Bolles, “Random sample consensus: a paradigm for
model fitting with applications to image analysis and automated cartography,”

Communications of the ACM, vol. 24, no. 6, pp. 381-395, 1981.

D. Tran, T. Nguyen, et al., “Localization in wireless sensor networks based on
support vector machines,” Parallel and Distributed Systems, IEEE Transactions

on, vol. 19, no. 7, pp. 981-994, 2008.

H. Liu, H. Darabi, P. Banerjee, and J. Liu, “Survey of wireless indoor positioning
techniques and systems,” Systems, Man, and Cybernetics, Part C: Applications

and Reviews, IEEE Transactions on, vol. 37, no. 6, pp. 1067-1080, 2007.

H. Nurminen, A. Ristimaki, S. Ali-Loytty, and R. Piché, “Particle filter and
smoother for indoor localization,” in Indoor Positioning and Indoor Navigation

(IPIN), 2013 International Conference on, pp. 1-10, IEEE, 2013.

J. Seitz, T. Vaupel, and J. Thielecke, “A particle filter for wi-fi azimuth and po-
sition tracking with pedestrian dead reckoning,” in Sensor Data Fusion: Trends,

Solutions, Applications (SDF), 2013 Workshop on, pp. 1-6, IEEE, 2013.

N. J. Gordon, D. J. Salmond, and A. F. Smith, “Novel approach to
nonlinear /non-gaussian bayesian state estimation,” in IEE Proceedings F (Radar

and Signal Processing), vol. 140, pp. 107-113, IET, 1993.

59



[19]

[20]

[21]

[22]

23]

[24]

[25]

[20]

S. Choi, T. Kim, and W. Yu, “Performance evaluation of ransac family,” Journal

of Computer Vision, vol. 24, no. 3, pp. 271-300, 1997.

D. Dardari, P. Closas, and P. M. Djuric, “Indoor tracking: Theory, methods,

7

and technologies,” Vehicular Technology, IEEE Transactions on, vol. 64, no. 4,

pp. 1263-1278, 2015.

M. Youssef and A. Agrawala, “The horus wlan location determination system,” in
Proceedings of the 3rd international conference on Mobile systems, applications,

and services, pp. 205-218, ACM, 2005.

M. Brunato and R. Battiti, “Statistical learning theory for location fingerprinting

in wireless lans,” Computer Networks, vol. 47, no. 6, pp. 825-845, 2005.

T.-F. Wu, C.-J. Lin, and R. C. Weng, “Probability estimates for multi-class
classification by pairwise coupling,” The Journal of Machine Learning Research,

vol. 5, pp. 975-1005, 2004.

C.-C. Chang and C.-J. Lin, “Libsvm: A library for support vector machines,”
ACM Transactions on Intelligent Systems and Technology (TIST), vol. 2, no. 3,
p. 27, 2011.

G. Cybenko, “Approximation by superpositions of a sigmoidal function,” Math-

ematics of control, signals and systems, vol. 2, no. 4, pp. 303-314, 1989.

F. Cao, S. Lin, and Z. Xu, “Approximation capability of interpolation neural

networks,” Neurocomputing, vol. 74, no. 1, pp. 457460, 2010.

60



4 Conclusion and Future Work

4.1 Conclusion

A fast and efficient OISVM scheme integrated with a new parameter selection phase
and a novel under-sampling method is proposed in this thesis. To reduce the compu-
tational complexity compared to traditional SVMs, borderline samples were removed
and the kernel parameter was optimized. Training complexity and testing complexity
were reduced with an improvement on accuracy. Multiple experiments have been
performed. Simulation results and experimental results indicate that the proposed
solution with on-line learning ability reduces the error distance by 0.8m. Meanwhile,
the prediction time is lowered by more than 5 fold as compared to existing methods.
The time consumption of training phase and testing phase is reduced by 10 to 50
times as compared to traditional SVMs.

To enhance the performance of fingerprinting algorithms, the thesis discussed a
novel solution to fuse the IMU data with fingerprinting estimations. A new parti-
cle filter scheme with a hardware-free initialization phase and improved weighting
phase to fuse the fingerprinting estimations and the PDR data is proposed. The
hardware-free initialization takes advantage of RANSAC algorithm, which filters out
outliers from the fingerprinting estimations by a constructed Gaussian PDR model.
Inliers are remained to acquire the initial point and the current location. With the
estimated start location, the PF is initialized faster than traditional global initializa-
tion. The weighting phase of proposed PF scheme make use of SFLNs interpolation,
which normalizes the probability of fingerprinting estimations to a probabilistic sur-
face. The particles are wighted by this probabilistic surface. Experimental results
show proposed initialization algorithm reduces the error distance by 1.6 (m). The
performance of the proposed particle filter scheme shows 1 (m) accuracy improve-

ment and also a stabilized estimation performance. The original contribution of this
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work are as follows:

e On-line independent support vector machine has been introduced in this work
for indoor positioning. This method enables the system to have a higher clas-

sification accuracy and on-line learning ability.

o A v selection algorithm has been used in this work for reducing the training
time of support vector machine. Inter-cluster distance required by this method

is also utilized in the following under-sampling algorithms.

e An under-sampling scheme including Kernelized Cluster Sifting (KCS), Distance-
based Under-Sampling (D-US) and Tomek-link Deleting (TLD) has been intro-
duced. These under-sampling techniques dealt with unbalanced data problem

and also reduced the prediction time and model size.

e A RANSAC based fingerprinting initialization algorithm has been proposed.
With this method, the initialization accuracy is improved so that particle filter

has a faster convergence speed.

e This work presents a new particle filter with a Single-hidden Layer Feedforward
Networks (SLFNs) interpolation based weighting process, which handles the

unique fingerprints assumption required by fingerprinting algorithms.

4.2 Future Work

Proposed method improves the fingerprinting method and particle filter accuracy,
training time, prediction time, model size and robustness. However, to further re-
duce the fingerprints collection time, an accurate crowdsourcing technique is required.
Also, data from inertial measurement unit requires to be processed to reduce the noise.

Specifically, an accurate PDR algorithm can be used both for accurate crowdsourcing
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and for accurate particle filter scheme. PDR algorithm can be improved from different

aspects such as an accurate step sensor or a precise heading estimation algorithm.
Reducing the complexity of the particle filter is also an important requirement.

A lightweight particle filter scheme enables the system to be deployed on portable

devices easily.
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Appendix A Selected Code

% OISVM—based positioning system

function [ClassInterDis]=MyClassInterDist (GAMMA X,Y)

%Compute the average inner distance of class data X

%Input: GAMMA: RBF kernel parameter

%Input: X: positive class

%Input: Y: negative class

%Output: ClassInterDis: inter cluster distance

mX=size (X,1);

mY=size (Y,1);

TempKernelX=zeros (mX, 1) ;

TempKernelXY=zeros (mY,1) ;

for i=1mX

TempKernelX (i )=sum(exp(—1+GAVMMA*sum ( bsxfun (@minus,X,X
(i,:)).72.2)));

TempKernelXY (1 )=sum(exp(—1+#GAMMAxsum ( bsxfun (@Qminus,Y,
X(i,1)).°2,2)));

end

KernelTotalX=sum(TempKernelX) ;

TempKernelY=zeros (mY, 1) ;

for i=1mY

TempKernelY (i )=sum(exp(—1+#GAMMAssum ( bsxfun (@Qminus,Y,Y
(1,:)).72,2)));

end

KernelTotalY=sum(TempKernelY') ;

KernelTotalXY=sum(TempKernelXY) ;

64



ClassInterDis=sqrt (KernelTotalX /(mX"2)+(KernelTotalY
/(mY"2))—(2xKernelTotalXY /(mX«mY) ) ) ;

(V4
(Y

function [OptiGAMMA, IndexOptGAMMA]| =
MyGammaOptimization ( TrainingData ,labels ,range)

%Gamma selection algorithm

%Input: TrainingData: training RSSI matriz

%Input: labels: labels of training value

%Input: range: GAMMA searching range ; Default range
range=—"7:1:7

%O0utput: OptiGAMMA: optimal GAMMA value

PosLabels = unique(labels);

Subdata ={];

for i=1:length(PosLabels)

Index=find (labels==PosLabels(i));

Subdata{i}=[Index TrainingData(Index,:) ones(size
Index ,1) ,1)xPosLabels (i) |;

end

GAMMA=2."range;

for K=1:length (GAMMA)

DistClass =[];

for i=1:length(Subdata)

for j=i:length(Subdata)

DistClass (i, j)=MyClassInterDist (GAMMA(K) ,Subdata{i
}(:,2:(end—1)) ,Subdata{j }(:,2:(end—1)));

end

end
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CombinedClass=tril (DistClass ')+triu(DistClass,—1);%
make lower triangular matriz into a diagonal
matriz

DistMatrix {K}=CombinedClass;% distance matriz under
parameter GAMMA(K); In each cell of DistMatriz the

component(i,j) is distances from class i to class
J.

end ;

%Compute the modified estimated delta4F for each
position (class) with different GAMMA

%deltafF is the indicator of the distance between
positive samples and negative samples(check the
paper)

for K=1:length (GAMMA)

for i=1:length(Subdata)

[AA, Index|=sort (DistMatrix{K}(i,:));

ClassInterDis (K, i)=DistMatrix{K} (i, Index(2));

end

end

for i=1:size(ClassInterDis ,2)

[ ValuelnterDis IndexMax|=max(ClassInterDis (:,1i));
OptiGAMMA (1 )=GAMMA(IndexMax) ;% get optimal GAMMA for
the maximum mean distance between the positive
class and its neaset negative class in feature

space.(decrease the calculation complezity)

IndexOptGAMMA (i )=IndexMax ; %and estimated delta4F

end
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end

%

function IDX=MyFeatureNeighbor (X,Y ,GAMMA)

%find the nearest neighbor of each Y row in X, IDX is
the index of the neighbor in X, and vectors is
corresponding vectors for Tomek Link

%Input: X: all instances in positive (negative) class

%Input: Y: instance in negative (positive) class

%Input: GAMMA: RBF kernel parameter

%Output: IDX index of nearest neighbor

[mx, nx|=size (X) ;

[my,ny]=size (Y);

if (nx"=ny)

error (’'The_column_size_of_X_.and_Y_need_to_be_the.
same ) ;

end

Dist=zeros (my,mx) ;

for i=1:my

Dist (i,:)=sqrt(2—2.x(exp(—1+GAMMA*sum ( bsxfun (@minus, X
Y(1,:)).72,2))));

[M, INDEX]|=sort (Dist (i,:));

vector (i,:)=X(INDEX(2) ,:);IDX(i)=INDEX(2) ; Distance (i)

function trainingDataTLD=MyTomekLinkDeleting (

67



trainingData , trainingDataPositive ,GAMMA)

%Delete Tomek Link for each one wversus all classifier

%Input: trainingData: the RSSI traininig data matrix

%Input: trainingDataPositive: positive class

%Input: GAMMA: RBF kernel parameter

%Output: trainingDataTLD : trainingdata after deleted
Tomek Links

IDX1=MyFeatureNeighbor (trainingData ’,
trainingDataPositive ,GAMMA) ;

).

trainingDataT=trainingData ’;

TomekLinkNegativeClass =[];

for i=1:length (IDX1)

if (y_tr(IDX1(i))==-1)

IDX2=MyFeatureNeighbor (trainingDataT , trainingDataT (
IDX1(1) ,:) ,GAMMA) ;

if (vector2==trainingDataPositive(i,:))

TomekLinkNegativeClass=[TomekLinkNegativeClass ;
trainingDataT (IDX1(1) ,:) IDX1(i)];

end

end

end

trainingDataTemp =[];
iNumber=1;

if isempty(TomekLinkNegativeClass)
trainingDataTemp=trainingData ;
else

for i=1:size(trainingData ,2)
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if “isempty (find (TomekLinkNegativeClass (:,end)));
trainingDataTemp (: ,iNumber)=trainingData (:,1);
iNumber=iNumber-+1;

end

end

end

trainingDataTLD=trainingDataTemp ;

end

o7
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function negativeClassKCS=MyKCS(ALPHA, DistMatrix )

%Kernelized cluster sifting

%Input: ALPHA: parameter for determining the distant
classes; Default ALPHA=3 %Input: DistMatriz:
distance matriz

%O0utput: negativeClassKCS: negative class after
performing KCS

[sortedData , Index|=sort (DistMatrix (j ,:) );%find the
nearest class

Xtemp={];

NearestDistance=DistMatrix (j,Index(2));

for i=2:length(Index)

if (DistMatrix(j,Index(i))<=(ALPHAxNearestDistance))

Xtemp=[Xtemp; Subdata{Index (i) }(:,2:(end—1)) |;

end

end

negativeClassKCS=Xtemp’;

end
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function modelOISVM=MyOISVMTraining (GAMMA, C,
trainingData , label)

%train one class of OISVM model

%Input: GAMMA: kernel parameter of RBF kernel

%Input: C: penalty coefficient

%Input: trainingData: all the traininigData

%Input: label: all the labels of trainingData

%Output: modelOISVM: trained OISVM model

hp.type = 'rbf’; % Gaussian kernel: exp(—gamma | z_i—
vj|"2)

%hp . gamma = OptiGama(j); % parameter of Gaussian
kernel

hp .gamma = GAMMA;

%Inizialize an empty model for training

model_bak = model_init (@compute_kernel ;hp);

model_bak.eta = 0.1;% parameter ’eta’ of the OISVM,
range [0,1],best for [0.01,0.1];

fprintf(’ Training .OISVM..%\n’,j);

modelOISVM = k_oisvm _train (trainingData ,label |
model_bak) ;% training OISVM

fprintf(’Done!\n’);

fprintf( ’Number_of_support_vectors.last._.solution:%d\n
", numel (modelOISVM . beta) ) ;

end

% Particle Filter

classdef pedestrian
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%Particle Filter Class

%Particle Filter properties and methods

%properties :
x=0;
y=0;

orientation =0;
forwardNoise=0;
turnNoise=0;
senseNoise=0;

end

%methods :

function obj=pedestrian (init_x ,init_y ,
init_orientation)

if (nargin>0)

obj.x=init_x;

obj.y=init_y;

obj.orientation=init_orientation ;

obj.forwardNoise=0;

obj.turnNoise=0;

obj.senseNoise=0;

function obj=Set (obj ,newX newY 6 newOrientation)
obj .x=newX;

obj.y=newY;
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obj.orientation=newOrientation ;

end

function obj=SetNoise(obj,newFnoise ,newTnoise,
newSnoise )

obj.forwardNoise=newFnoise;

obj.turnNoise=newTnoise;

obj.senseNoise=newSnoise;

end

function obj= Move(obj ,turn , forward)

if (forward <0)

display ( ’Error , .forward .cannot._be_less _.than.0");

end

orientationLocal=o0bj.orientation+(turn )+normrnd (0, obj
.turnNoise);

orientationLocal=mod(orientationLocal ,2xpi);

dist=(forward )4normrnd (0,obj.forwardNoise)*forward;

deltaX=sin (orientationLocal )xdist ;

deltaY=cos(orientationLocal)xdist ;

X=obj.x+deltaX;

Y=o0bj .y+deltaY ;

obj=obj.Set (X,Y,orientationLocal);

obj=obj.SetNoise (obj.forwardNoise ,obj.turnNoise ,obj.
senseNoise) ;

end

end
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end

%

function finalParticles = particleFilter (
currentParticles ,turnAngle ,distance ,net)

%Main function for running particle filter

%Input: currentParticles:particle object wvector

%Input: turnAngleVector:gyroscope reading

%Input: distanceVector: pedometor reading

%Input: met: neural network object, created by
probabilities interpolation

%O0utput: finalParticles: resampled particles

movedParticles = currentParticles;

finalParticles = currentParticles;

nParticles = length(currentParticles);

weightVector = zeros(1,nParticles);

for i=1:nParticles%total poses—1

movedParticles (i) = currentParticles (i) .Move(
turnAngle , distance);

weightVector (i) = sim(net ,[movedParticles(i).x
movedParticles (i).y]);

end

totalWeight = sum(weightVector);

weightVector = weightVector/totalWeight;

maxWeight = max(weightVector);

%Resampling

beta=0;

index=randi(nParticles —1);
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for i=1:nParticles

beta = beta + rand(1)*2+maxWeight;

while (beta>weightVector (index))
beta=beta—weightVector (index) ;
index=index+1;

if (index = nParticles)

index = 1;

end

end

finalParticles (i)=movedParticles (index);

end
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function net=slfnlnterpolation (hiddenLayerSize
coordinatesVecotor , probabilityVector)

%function for SLFNs based interpolation

%Input: hiddenLayerSize: size of hidden layer,
default :15;

%Input: coordinatesVecotor: coordinates of reference
points on the map, dimension [Nx2];

%Input: probabilityVector: probabilities of every
reference point

%Output: net: the fitted probabilistic model

net=fitnet (hiddenLayerSize);

net.divideParam . trainRatio = 100/100;

net .divideParam.valRatio = 15/100;

net .divideParam . testRatio = 15/100;

[net , tr]=train (net,coordinatesVecotor ',
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probabilityVector 7) ;

%

function [inliers ,model] = RANSAC(estimationVector ,
pdrModel , maxIteration , minPoints ,
modelToleranceFactor ,errorToleranceFactor )

%RANSAG-based initialization algorithm

%Input: estimationVector: fingerprinting estimations

%Input: pdrModel: gaussian pdr model, estimated by

JpdrModel = fit (initSteps_X ,initSteps_Y , "gauss3’);
gauss3 can be changed to

%any gauss model

%Input: mazxlteration: marmum iteration of current
algorithm

%Input: minPoints: minimum initial points

%Input: modelToleranceFactor: threshold for judging
the inliers

%Input: errorToleranceFactor: threshold for judging
the model

%Output: inliers: all the inliers

%Output: model: the initialization model

for i=1:maxIteration

rnd = randperm (length (estimationVector));

rndEstimationVector =[];

nlnliers=0;

inliers =[];

for j=1:minPoints

rndEstimationVector=[rndEstimationVector ;
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estimationVector (rnd (j) ,:) |;

end

syms X;

minDistance=0;

minlndex=1;

ftemp=pdrModel;

for lc=1:length(rndEstimationVector)

ftemp . bl=ftemp.bl4+rndEstimationVector (lc ,1);

ftemp .b2=ftemp .b2+rndEstimationVector (lc ,1);

ftemp . b3=ftemp .b34+rndEstimationVector(lc,1);

ytemp = ftemp.alxexp(—((x—ftemp.bl)/ftemp.cl)"2) +
ftemp . a2xexp(—((x—ftemp.b2) /ftemp.c2) "2) + ftemp.
a3xexp(—((x—ftemp.b3) /ftemp.c3) "2)+
rndEstimationVector (lc ,2) ;

distanceVector=distanceCalc (ytemp,rndEstimationVector
)

sumDistance=sum( distanceVector);

if (le==1)

minDistance=sumDistance

elseif (sumDistance<minDistance)

minDistance=sumDistance

minIndex=lc ;

end

end

ftemp .bl=ftemp.bl4+rndEstimationVector (minlndex ,1) ;

ftemp . b2=ftemp .b24+rndEstimationVector (minlndex ,1) ;

ftemp .b3=ftemp .b3+rndEstimationVector (minlndex ,1) ;
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ytemp = ftemp.alxexp(—((x—ftemp.bl)/ftemp.cl)"2) +
ftemp . a2%exp(—((x—ftemp.b2) /ftemp.c2)"2) + ftemp.
a3xexp(—((x—ftemp.b3) /ftemp.c3) " 2)+
rndEstimationVector (lc ,2) ;

for lc=1:length(estimationVector)

distance=distanceCalc (ytemp, estimationVector (lc ,:));

if distance<modelToleranceFactor
nlnliers=nlnliers+1;

inliers=[inliers ,estimationVector(lc,:) |;

end

end

if nInliers>errorToleranceFactor

model=ftemp ;

break;

end

end
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