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Results from SEE show outstanding accuracy and continuity. Outliers do not

exist in the final results since their detection is avoided inside the process of SEE

as discussed in section 3.1 and they are tackled again outside SEE as shown in

Algorithm 3. The empty sections in the B-Scans where no points are detected are

present mostly in areas of high slope. In those areas, ultrasonic waves are reflected

at a high angle causing no echo from the boundary to be present in the A-Scan,

and therefore, they are not expected to be detected by SEE.

The plot from the curve fitted data is almost indistinguishable from the actual

3-D printed curve in most areas. The areas of the curve fitted data that are not

perfectly aligned with the 3-D printed curve exist mostly in areas of high curvature

and small number of detected points.

Figures 4.9a, 4.9b,and 4.9c show the results from the phantoms manufactured

using the sinusoidal curve shown in equation 4.1 and figure 4.2a. Figure 4.9a

shows the results from phantom A1 which contains 1mm diploe. This phantom

contains 3 areas with no detected points. The missing points all exist in areas of

high slope. Although SEE is unable to detect the points in that area, the curve

fitting function fills in the space to an excellent quality since the points from SEE

are detected to a high accuracy. Figure 4.9b shows the results from phantom A2

which contains 2mm diploe. Although this B-Scan is obtained from a sample

with thicker diploe than the one in 4.9a, more points are detected by SEE. This

is possible since diploe thickness is not the only factor in detection: other factors

include the physical alignment of the probe with the sample and the quality of

coupling. These factors vary from scan to scan and may result in more difficult

phantoms to produce better data if aligned and coupled well. Figure 4.9c shows

the results from phantom A3 which contains 3mm diploe. In this B-Scan, the area

between 10mm and the end of the scan is not detected to a high accuracy. This

might be caused by the slight inaccuracy of the last few detected points in the

B-Scan. However, this inaccuracy is still insignificant since it is less than 0.5mm.
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Figures 4.9d, 4.9e,and 4.9f show the results from the phantoms manufactured us-

ing the randomized curvature shown in figure 4.2b. Figure 4.9d shows the results

from the phantom B1 which contains 1mm diploe. The results from this phan-

tom are the most inaccurate results in the set. Between −13mm and 0mm the

estimated curvature is continuously not consistent with the actual curvature and

the flat region at −3mm is not detected. Since the positive slopes in the profile

are detected while negative slopes are not, the inaccuracy is most likely caused by

the positioning of the probe. However, even with this inaccuracy, the results still

meets the objective of the study. Figure 4.9e shows the results from phantom B2

which contains 2mm diploe. This phantom seems to be well aligned since many

points are detected. However, reverberations from diploe layer may be affecting

the results in the area from the beginning of the scan to −10mm. Finally, fig-

ure 4.9f shows the results from phantom B3 which contains 3mm diploe. This

phantom is considered the most difficult phantom in the set since it contains the

randomized curvature as well as thick diploe. Results from this phantom are still

successful since the detected profile is within 0.5mm of the actual.

4.3 Discussion

Calculations of variation from the original data obtained in section 4.2 are per-

formed similar to the calculations in section 3.2; i.e. results from SEE and results

from curve fitting are compared to the original 3-D printed curvature as follows:

4z = mean(|ẑ − z|) (4.5)

4z = std(|ẑ − z|) (4.6)

where ẑ is the data obtained from the respective method and z is the original 3-D

printed curvature. The results are also displayed as a ratio of the wavelength in
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Table 4.3: Accuracy of detection method with SEE vs with SEE and curve
fitting using experimental data

SEE SEE and curve fitting

∆z ∆zλ ∆z ∆zλ

A1 0.08 ± 0.06 0.14 ± 0.10 0.07 ± 0.05 0.12 ± 0.08

A2 0.16 ± 0.21 0.26 ± 0.35 0.16 ± 0.20 0.27 ± 0.33

A3 0.19 ± 0.15 0.32 ± 0.26 0.20 ± 0.13 0.33 ± 0.22

B1 0.36 ± 0.25 0.60 ± 0.41 0.27 ± 0.16 0.44 ± 0.27

B2 0.24 ± 0.18 0.40 ± 0.30 0.21 ± 0.15 0.35 ± 0.25

B3 0.27 ± 0.23 0.45 ± 0.38 0.25 ± 0.20 0.42 ± 0.34

skull, 4zλ = 4z
λ

. Table 4.3 shows the results for all B-Scans.

The results show that although the transducer has a relatively low sampling rate

compared to the central frequency and bandwidth, the profiles are detected to

the desired accuracy. With SEE alone, the profiles are detected to be within

0.22± 0.18mm or 0.36λ± 0.30λ. After the curve fitting algorithm is applied, the

profiles are detected to be within 0.19 ± 0.15mm or 0.32λ ± 0.25λ. Although, in

some cases, the curve fitting algorithm does not reduce the range as well as it did

in simulations, it does however, interpolate the results in areas with no detected

points to an outstanding accuracy.

Sources of error in the results stem from the experimental setup and the materi-

als used. Highest error occurs from the positioning of the probe relative to the

sample. Since the highest reflections occur at normal incidence, the more parallel

the surface of the probe is to the sample, the more accurate the results. Another

source of error stems from coupling the transducer to the delay line and the delay

line to the sample. It is important that coupling is done properly and the coupling

gel contains no air bubbles. It is assumed that for the scans presented in the

previous section that the coupling is done successfully since an image is received

in each scan. Other sources of error could rise from inaccuracy in the measured
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acoustical properties of the skull and coupling medium used in the calculations.

Those effects are minor except for the effect of the speed of sound. Since the speed

of sound is the key property used to convert the units in the scans from temporal

to spatial, inaccuracy in the speed of sound may cause the collective thickness of

skull to be altered. For the purpose of this thesis, this effect is negligible since

the properties of the phantoms are well known. Finally, the discretization of the

received signal may cause slight variations in the results. The signal is sampled

at a mere 25MHz, which is above the Nyquist frequency for the central frequency

of 5MHz. With this sampling rate, the signal is segmented into 0.12mm sections,

meaning the profile detection from SEE is limited to that accuracy.



Chapter 5

Conclusion

Medical Ultrasonic Imaging is an outstanding tool used by clinicians to image

the body for diagnosis. Ultrasonic Imaging relays on the difference in acoustical

properties in the target media to distinguish different types of tissue. This comes as

a drawback when the imaging area of the body is covered by bone such as the brain.

Bone tissue has significantly different acoustical properties than soft tissue causing

a variety of distorting effects and limiting imaging in that area. Finding solutions

for such limitation would bring tremendous benefits for trauma diagnosis and

therefore has been a popular area of research in the ultrasonic imaging community.

Transcrainial imaging has been a sought out application in ultrasound for decades.

Many methods have been proposed over the years to accommodate for the skull’s

distortive effects and topography. In some cases, such as adaptive beamforming

methods [16–27], transcranial imaging requires an accurate measurement of the

skull’s profile. The skull is composed of three layers, the innermost and outermost

layers are composed of compact bone that can be considered a dense and homo-

geneous tissue. The middle layer, however, is composed of a highly porous and

non-homogeneous material which causes scattering, phase aberration, and attenu-

ation. Thus, conventional ultrasonic scans of human skull do not correlate directly

to its actual structure.

81
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A new post-processing technique referred to as the Selective Echo Extraction al-

gorithm (SEE) has been developed and reported for accurate human skull profile

extraction via ultrasonic phased arrays. The objective was to develop a technique

applied to ultrasonic RF signals to accurately extract the curvature of the skull’s

inner boundary such that it lies within ±0.5mm of the actual undulating thickness.

The developed method can also be utilized to determine the averaged attenuation

coefficient of the skull.

The proposed method is based on an adaptive filtering model. In order to extract

the curvature of the skull from a B-Scan through SEE, each A-Scan is processed

independently. Each A-Scan along with the transducer’s specifications and a rough

estimate of the major acoustical properties of the skull are input into SEE. The

algorithm extracts the portions of the A-Scan which represents the innermost

and the outermost boundaries of the skull by minimizing an error function as ex-

plained in section 3.1. The algorithm generates each value of the error function by

proposing a solution to the A-Scan and comparing it to the original A-Scan. The

solution, which produces a global minimum in the error function, is the correct

estimation of the reflectivity function corresponding to the innermost and outer-

most boundaries. A custom-designed curve fitting algorithm was also developed

to further enhance the accuracy of the results and produce a continuous skull pro-

file. The curve fitting algorithm is performed in three steps: results from SEE

are divided into small segments, simple polynomial curve fitting is applied to each

segment, then the results from all segments are combined to produce a complete

skull profile.

SEE can further be utilized to determine the attenuation coefficient of the skull us-

ing a secondary process. Since attenuation is a key factor for the accuracy of SEE,

varying it will influence the results. By quantifying the accuracy of the results,

SEE can be tested against different attenuation coefficient values to determine the

one that most effectively produces accurate results. The attenuation value which
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optimizes the results of SEE is postulated to be the actual attenuation coefficient

value of the sample.

The proposed method is verified in simulations for single A-Scans with varying

applied noise in section 3.1. It is also verified for skull curvature and attenuation

coefficient determination in simulations in section 3.2 and section 3.3, respectively,

and for skull curvature and attenuation detection in experiments in section 4.2.

Results from simulations show that the algorithm is effective for noiseless A-Scans

as well as A-Scans with the following types of noise and noise levels: additive

noise ≈ 6dB/sample and ≈ 12dB/sample SNR in the A-scan, convoluted noise ≈

6dB/sample and ≈ 12dB/sample SNR in the reflectivity function, and convoluted

noise ≈ 12dB/sample SNR in the reflectivity function combined with additive

noise ≈ 12dB/sample SNR in the A-Scan. For single A-Scans, the algorithm

detects the innermost boundary of the skull to an accuracy of 0.23λ ± 0.20λ or

0.14± 0.12mm.

When applied to simulated skull profile B-Scans with an attenuation coefficient

of 20.8dB/cm at 5MHz, the algorithm proves effective for the same types of noise

mentioned above with an accuracy of 0.31λ ± 0.18λ or 0.19 ± 0.11mm. The ap-

plication of curve fitting for the same simulated B-Scans results in an accuracy

of 0.15λ± 0.11λ or 0.09± 0.07mm. The noisy B-Scans are further used to verify

the attenuation determination algorithm. The results are shown to converge to a

value of 20.8dB/cm in every simulation.

The experimental setup used for verification was composed of the data acquisi-

tion system, OmniScan, a 5MHz 64-element IMASONIC linear phased array, a

delay line, and custom ordered skull phantoms. The phantoms were made using

two known curvatures which were 3-D printed into molds and used for precise

manufacturing the phantoms.
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In general, the proposed process to determine the skull’s curvature from a B-Scan

is comprised of three major steps. In the first step, the attenuation coefficient de-

termination algorithm is used to find the attenuation coefficient of the skull. This

value as well as each A-scan extracted from the B-Scan are inputted into SEE to

produce two measurements that show the skin/skull boundary and the skull/brain

boundary. The results are then curve fitted using a customized method to show a

smooth curvature representing the inner compact bone boundary. It is worth not-

ing that the original attenuation determination algorithm discussed in section 3.3

was further enhanced for better accuracy in the experiments. Enhancing the algo-

rithm included adding a portion to remove outliers and considering more factors

in the Effectivity function.

Results from experiments show that the attenuation coefficients of the phantoms

are determined within the error range and the curvatures of the phantoms are

detected to a better accuracy than proposed in the objectives of this thesis in

section 1.6. The attenuation coefficient values are found to be within 9.6% of

the actual attenuation values. With SEE alone, the curvatures are detected to

be within 0.36λ ± 0.30λ or 0.22 ± 0.18mm . After the curve fitting algorithm is

applied, the curvatures are detected to be within 0.32λ± 0.25λ or 0.19± 0.15mm.

Although the curve fitting algorithm does not reduce the range in experiments as

well as it did in simulations, it does however, interpolate the results in areas with

no detected points to an outstanding accuracy.

Sources of error in the experiments stem mostly from the experimental setup and

instrumentation. Major error in the results is caused by the misalignment of the

probe with the phantoms. This misalignment might cause maxima and minima of

the phantom to not be detected to a high accuracy, thus, altering the results from

curve fitting. Another source of error is caused by imperfections in coupling of the

array to the delay line and the delay line to the sample. However, this source of

error had negligible impact on the reported results in this study. The sampling

frequency on the acquisition system is also a limitation to the observed data.
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The sampling frequency was limited to 25MHz for the 5 MHz probe used in the

experiments. This means the A-Scans are segmented to 0.12mm sections, limiting

the resolution of acquisition. Ideally, the sampling frequency is much higher.

Finally, the estimation of the acoustical properties of the media that are input to

SEE can contribute to errors in the results. The density of the media will have

minimal effects since it is not a major contributer to the equations determining

the error function in SEE. However, variations in the speed of sound can cause the

highest amount of error in the results. The speed of sound in the skull is used to

convert the scaling in the A-Scan from time-based to spatially-based. Therefore,

variations in the speed of sound will change the total thickness of the probed area.

This source of error has been avoided in the thesis, since the speed of sound in the

phantoms is well known but has to be further investigated for other applications.

In conclusion, the reported results from both simulations and experiments show

that the proposed Selective Echo Extraction algorithm (SEE) is highly effective

for human skull attenuation coefficient estimation and accurate profile extraction.

Recommendations for future work include further testing the algorithm’s applica-

bility with varying probe frequencies and bandwidths. Applying this method for

C-Scans obtained from matrix array and 3-D skull phantoms; and finally, incor-

porating this method with in-vivo applications in transcrainial imaging.
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