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ABSTRACT

E-tutoring systems have transformed remote learning and personalized education,

offering potent tools for tailored instruction. The core of a personalized tutor lies

in its robust ontology and knowledge base, working seamlessly to deliver captivat-

ing educational experiences. These two integral components collaborate to empower

the tutor to discern learners’ needs, adapt content accordingly, and provide tailored

guidance. This study introduces an automated approach for constructing an ontology

utilizing publicly accessible datasets, aiming to enhance personalized tutoring through

Embodied Conversational Agents (ECA). The objective is to improve the tutoring en-

counter by delivering bespoke, domain-specific knowledge to learners. The approach

harnesses natural language processing techniques to extract pertinent concepts and

relationships from open-domain datasets. This extracted data is then leveraged to

generate new ontology classes and enhance existing ones. This innovative methodol-

ogy employs a comprehensive four-step algorithm to develop a domain ontology from

a meta-ontology. This resultant ontology serves as a knowledge repository for ECAs,

empowering them to provide individualized and contextually pertinent tutoring. This

proposed approach presents an automated and scalable solution for constructing on-

tologies within educational environments.
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CHAPTER 1

Introduction

E-learning utilizes Information and Communication Technology within learning and

teaching [5]. Catalyzed by the global disruption caused by the COVID-19 pandemic,

personalized tutoring has taken center stage [72]. The pandemic compelled educa-

tional institutions worldwide to pivot towards remote and online learning, necessi-

tating a shift toward tailored educational experiences. Instead of non-personalized

methods, personalized tutoring takes a more individualized approach to instruction,

aligning teaching strategies with each learner’s unique requirements. This dynamic

approach has yielded demonstrable improvements in educational outcomes, under-

scoring personalized e-tutoring’s impact [70]. This personalized approach to tutoring

goes beyond a one-size-fits-all pedagogy. It tailors instruction, content, and method-

ology to each student’s needs, preferences, and abilities. By customizing the learning

experience based on individual attributes, personalized tutoring plays a pivotal role

in enhancing comprehension and progress. It empowers learners to traverse tailored

educational paths and utilize resources that cater to their unique learning styles and

proficiency. In an educational landscape profoundly reshaped by the digital age and

global challenges, personalized e-tutoring emerges as a beacon for fostering adaptive,

efficient, and effective learning outcomes. Personalized tutoring platforms represent

a significant advancement in the realm of education. These platforms harness the

power of adaptive learning algorithms to tailor the learning experience to each stu-

dent’s unique needs. This personalization extends to adjusting content and difficulty

levels, creating a learning path that aligns with individual learning patterns. This

adaptability is a transformative feature, enhancing the efficiency and effectiveness of
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1. INTRODUCTION

the educational process [58].

One crucial aspect of personalized tutoring systems is the provision of immediate

feedback. This feature dramatically aids students in comprehending their strengths

and identifying areas requiring improvement. This feedback mechanism goes a long

way in fostering a deeper understanding of concepts, allowing learners to make con-

tinuous progress [90]. The backbone of many personalized tutoring systems is the

Learning Management System (LMS). This platform enables educators to create and

administer quizzes and assignments, enhancing active learning. Additionally, the

LMS serves as a repository for a diverse range of learning materials, from documents

to videos and links, they are making educational resources readily accessible.

In the dynamic landscape of personalized tutoring, software avatars have emerged

as interactive virtual mentors. These digital representations engage students in ways

that emulate human interactions, significantly elevating the learning experience. Em-

bodied Conversational Agents (ECAs) drive this engagement, promoting learner mo-

tivation and active participation. The adoption of ECAs, often in software avatars,

is rising in the education sector. Researchers are increasingly addressing the chal-

lenges associated with ECAs, aligning them more closely with human behaviour.

These avatars possess the unique ability to adapt their communication approach and

content presentation to cater to individual student profiles and learning preferences,

ultimately providing customized explanations and guidance [87],[43],[46].

This paper delves into the pivotal role played by a robust ontology and knowl-

edge base in personalized tutoring, emphasizing the synergistic collaboration of these

components to elevate the educational experience. Integrating a Robust Domain On-

tology with the Existing Partially Observable Markov Decision Process (POMDP)

for dialogue management is a critical focus, demonstrating how these sophisticated

frameworks work in tandem. An innovative aspect of the document is the introduction

of an automated method for constructing ontologies, a departure from conventional

manual processes. This method, relying on publicly accessible datasets, constitutes

a novel contribution to the field. Leveraging advanced Natural Language Processing

(NLP) techniques, the paper adeptly extracts pertinent concepts and relationships

2



1. INTRODUCTION

from open-domain datasets, showcasing a contemporary, data-driven approach to on-

tology construction and semantic matching. The methodology further distinguishes

itself by employing a comprehensive four-step algorithm, facilitating the creation of

a domain ontology from a meta-ontology. This algorithmic depth enriches the ontol-

ogy and ensures ease of implementation across diverse question-answering datasets.

Moreover, the paper’s emphasis on automation and scalability addresses a crucial

need within educational environments, presenting an innovative and practical solu-

tion, thereby amplifying its contribution’s impact.

In summary, personalized tutoring platforms, supported by adaptive learning al-

gorithms, immediate feedback mechanisms, and innovative tools like software avatars

and ECAs, are at the forefront of educational innovation. They enhance education

quality and reshape how students learn and interact with educational content.

The subsequent chapters of this thesis are meticulously organized to explore the

research comprehensively. Chapter 2 delves into the foundational aspects of Ontology

and its application in Dialog Management. Moving forward, chapter 3 meticulously

reviews prior research that forms the bedrock of this thesis, contributing significantly

to its subject matter. Chapter 4 intricately details this thesis’s specific problem,

elucidating its noteworthy contributions to its resolution. It further discusses the ar-

chitectural framework and novel algorithm proposed within this research. Following

this, Chapter 5 systematically unfolds the experiments, offering a detailed exposi-

tion of implementation nuances through illustrative examples. The outcomes of these

implementations are then dissected and presented in Chapter 6, providing a com-

prehensive understanding of the suggested system’s functionality. Lastly, Chapter

7 engages in a thoughtful discussion, critically analyzing the results. It concludes

with final remarks and extends the discourse to explore potential avenues for future

research.
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CHAPTER 2

Literature Review

This chapter centers on prior endeavours in crafting a resilient educational domain

ontology capable of engaging in meaningful conversations with users, gauging their

knowledge levels, and furnishing relevant hints accordingly. Moreover, it conducts

an in-depth examination of contemporary research endeavours about the automated

construction of ontologies.

2.1 Personalized Tutoring in E-Learning

In this section, we will delve into the multifaceted realm of E-Learning, exploring

its benefits, current practices, and inherent challenges. Additionally, we will scru-

tinize the pivotal aspect of Personalized Tutoring, addressing the imperative need

for personalized educational experiences in the digital landscape. This subsection

will further expound on the advantages of personalized tutoring within the e-learning

context, examining various approaches and methodologies to tailor educational con-

tent to individual learners’ needs. Through this comprehensive exploration, we aim

to gain a nuanced understanding of the evolving landscape of E-Learning, with a spe-

cific focus on the transformative potential and intricacies associated with personalized

tutoring methodologies.

2.1.1 E-Learning

E-learning, also known as online learning, represents a specific form of education de-

livered through the internet and is facilitated by individual instructors or educational
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institutions, such as universities [23], [36]. The surge in e-learning in recent years can

be attributed to various factors, including the widespread availability of the inter-

net [8], advancements in training and learning technologies [21], and the accessibility

of social media networks [18]. The global impact of unprecedented events, such as

the Coronavirus pandemic, has further accelerated the adoption of e-learning. Mea-

sures implemented to curb the pandemic, such as restricting physical gatherings and

promoting social distancing, favoured the shift towards online education.

Beyond the pandemic, the cost-effectiveness of e-learning compared to traditional

face-to-face learning has contributed significantly to its popularity across the globe

[78]. Major e-learning platforms like Coursera and Udemy have emerged as influen-

tial providers, offering diverse courses spanning various fields, including information

technology, artificial intelligence, computing, management, and health. Like tra-

ditional learning systems, e-learners receive certifications across different education

levels, ranging from certificates to diplomas and degrees, particularly in practical pro-

grams and disciplines. The projected market potential of online learning is expected

to reach $325 billion by 2025, signifying a threefold increase from its 2015 levels [40].

This growth underscores the transformative impact of e-learning on the education

landscape, emphasizing its role as a dynamic and evolving paradigm with substantial

market potential. In the context of my thesis document, this detailed exploration

of e-learning establishes its multifaceted nature, touching upon its drivers, impact

factors, and future market projections. Contemporary research underscores the per-

vasive influence of ontology and knowledge-based systems in shaping decision-making

processes and providing recommendations. An ontology, an explicit and formal speci-

fication of a shared conceptualization, emerges as a pivotal element in this landscape.

Within e-learning, ontologies play a fundamental role in modelling and representing

domain knowledge, contributing significantly to the structuring and organization of

information in educational contexts.

Integrating ontology into recommendation systems, particularly in the context

of e-learning, reflects a paradigm shift in addressing critical challenges. Notably,

hybrid recommendation systems that amalgamate different recommendation strate-
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gies effectively mitigate issues like the cold-start problem, diversity rating concerns,

and challenges posed by overspecialized recommendations [28]. The dynamic nature

of e-learning environments necessitates sophisticated approaches to recommendation,

and the infusion of ontology-based systems introduces precision and adaptability that

align with the evolving landscape of educational technologies.

2.1.2 Personalized Tutoring

The historical trajectory of personalized tutoring has established its efficacy in provid-

ing invaluable support to students and educators. Noteworthy implementations like

Cognitive Tutor in mathematics [10] and AutoTutor for computer literacy [32] have

demonstrated successful models. Despite these achievements, developing an effective

personalized tutoring system remains a formidable challenge, particularly in address-

ing students’ diverse learning needs and fostering a deeper understanding of complex

concepts. Handling this challenge calls for a reevaluation of existing paradigms and

a strategic integration of innovative technologies. Recent advancements in natural

language processing, notably the emergence of chat-based Large Language Models

(LLMs) like ChatGPT [14], present a promising avenue for advancing personalized

tutoring systems. These LLMs offer the potential to build upon the foundation laid

by Intelligent Tutoring Systems (ITS) and enhance their capabilities by integrating

with learning science principles [50], [84].

The need for personalized tutoring is underscored by recognizing that learners

possess unique cognitive processes and learning styles. This diversity necessitates a

tailored approach to education that goes beyond a one-size-fits-all model. By lever-

aging LLMs and learning science principles, personalized tutoring systems can offer

targeted and adaptive assistance to learners, meeting them at their points of need

and promoting a more engaging and practical learning experience. Integrating learn-

ing science principles is pivotal in developing ITS, it supports learners’ cognitive

processes and provides personalized assistance. Learning science principles, encom-

passing a deep understanding of how individuals acquire knowledge and skills, guide

the design of tutoring systems that align with the natural learning trajectories of

6
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learners [95], [80]. This holistic approach ensures that personalized tutoring is not

merely about customization but is rooted in evidence-based strategies that enhance

comprehension, retention, and application of knowledge.

The application of ontologies in e-learning has proven highly effective, serving as

a valuable tool for constructing a comprehensive representation of both the learning

domain and the student model [57]. Particularly suited for creating student models,

ontologies provide a structured framework for representing abstract concepts and at-

tributes, as noted by [93]. To enhance personalized learning experiences, ontologies

employ reasoners for knowledge extraction. However, extending inferences and ex-

pressing relationships beyond ontological reasoning necessitates incorporating rules,

such as Semantic Web Rule Language (SWRL).

In the educational context, ontologies have gained significant importance, rep-

resenting domain knowledge and tailoring content generation to user preferences

[19]. The ongoing research in this field underscores educational ontologies’ contin-

uous growth and evolution.

Within this framework, “Dialog” denotes a dynamic, multi-turn interaction be-

tween a User and an Embodied Conversational Agent (ECA), facilitating the seamless

exchange of information and instructions. Each commencement of a dialogue session

triggers the creation of a fresh instance of the Dialog concept. This instance is a ded-

icated container, encapsulating the ongoing conversation’s evolution. The ontology,

an integral knowledge base for the dialogue execution algorithm, is collaboratively

utilized across the various components of the Dialogue Management system.

2.2 Dialog-Based Tutoring Systems

In Embodied Conversational Agents (ECAs), dialogue managers are pivotal in fa-

cilitating natural and interactive communication between users and virtual agents.

Functioning as the central component, the dialogue manager is responsible for com-

prehending user inputs, formulating suitable responses, and orchestrating the flow

of conversation. Specifically, the dialogue-manager part is tasked with two primary

7
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functions: dialogue modelling, involving the tracking of dialogue states, and dialogue

control, entailing decisions on the subsequent system action [9]. The overarching ob-

jective of a dialogue manager in ECAs is to enhance interactions by overseeing tasks

related to Natural Language Understanding (NLU), Dialogue State Tracking, Dia-

logue Policy, Response Generation, and Context Management. In essence, dialogue

managers in ECAs interpret user inputs, generate contextually relevant responses,

manage dialogue states, and uphold context, thereby enabling ECAs to partake in

dynamic and interactive conversations, fostering a more natural and human-like in-

teraction experience [34].

Management approaches for dialogue managers are categorized into handcrafted-

rule-based approaches and probabilistic (data-driven) approaches. Handcrafted di-

alogue managers define system states and control through rules set by developers

and experts. In contrast, probabilistic dialogue managers learn rules from honest

conversations. This thesis delves into probabilistic-based dialogue management ap-

proaches, building on the proven success of these methods within our research group

[87]. Notably, the Google DialogFlow [42] framework is employed for creating Conver-

sational Agents (CAs). The Google dialogue manager uses Reinforcement Learning

(RL) approaches to select the best action, considering user intents derived from the

conversation. This involves conceptualizing the conversation as a Markov decision

process (MDP) for long-term implications. Previous studies recommend the appli-

cation of Reinforcement Learning (RL) for goal-oriented dialogue management [81].

Moreover, the utilization of q-learning reinforcement learning (RL) to improve poli-

cies [76] was proposed, although the comprehensive methodology or feasibility of this

approach is yet to be fully explained. Application of Deep Reinforcement Learning

(DRL) to model future rewards in CAs is recommended by [25], wherein informativ-

ity, coherence, and ease of answering are integral considerations for calculating agent

rewards. A noteworthy example from the Amazon Alexa Prize competition [27] in-

volves an ensemble-based CA utilizing various models, with the dialogue manager

employing RL to determine appropriate responses. Training data is sourced from

both actual user interactions and crowd-sourcing channels.
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2.2.1 Dialog Management

In the landscape of dialogue management for conversational agents, various approaches

have been employed [77], each with its distinctive characteristics and considerations.

The Finite State Approach relies on finite state machines to model dialogues, leading

to meticulously structured conversations that are entirely predefined. However, its

lack of flexibility, stemming from predetermined states and transitions, can constrain

adaptability to diverse user inputs. In contrast, the Neural Network Approach lever-

ages deep learning models like transformers, enabling more natural responses. Despite

its capability for nuanced interactions, this approach demands substantial data for

practical training and may exhibit a data-hungry behaviour [25]. The Information

Retrieval Approach shares similarities with frame-based methods but incorporates

mental states and intentions. It offers deterministic data points, distinguishing them

from probabilistic models like POMDP, providing enhanced context at the expense

of being limited by deterministic data. Using language models like GPT(Generative

Pre-trained Transformer), Generative Approaches excel in response generation but

may grapple with challenges such as overgeneration or undergeneration, often requir-

ing fine-tuning for domain-specific applications. Lastly, the Reinforcement Learning

approach employs reinforcement learning techniques to optimize conversation actions.

Although agents learn through interaction, they may face the challenge of infrequent

rewards, requiring a delicate balance between user engagement and the receipt of

delayed rewards. These diverse approaches cater to different aspects of dialogue

management, reflecting the ongoing pursuit of effective and adaptive conversational

agents in various domains.

2.2.2 POMDP and History of Belief States

In the context of this thesis, the Dialogue Manager (DM) adopts the framework of

Partially Observable Markov Decision Processes (POMDP), as employed in [76]. To

delve deeper into POMDP, this section briefly introduces its fundamental principles

and application in handling dialogues. Derived primarily from [35], the outlined
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concepts elucidate the workings of POMDP. Unlike conventional Markov Decision

Processes (MDP), POMDP introduces the concept of observations to determine the

system’s current state. States represent the system’s condition, and actions denote

potential maneuvers, such as posing a question. Each action yields outcomes, and

immediate benefits are assessed based on the resultant activity. POMDP distinguishes

itself by relying on observations to infer the current state probabilistically, creating a

belief state that encapsulates this probability distribution. The Belief State History

(BSH) is a chronological record of these belief states, crucial for decision-making.

In the integration of POMDP with additional techniques and modifications, such

as BSH maintenance and Discrete Wavelet Transformation (DWT) application [94], a

nuanced decision-making process is facilitated. BSH is upheld at each step, aiding in

tracking the evolution of belief states. DWT converts the history of belief states into

a wave, utilizing zero-crossing lines to identify change points, informing the system

about the user’s knowledge level.

The task involves determining the current dialogue state since belief states com-

prise probability-state pairings. For example, the system might assess an 85 percent

probability that the user is in state X and a 15 percent probability for state Y based

on user observations. The belief state, therefore, combines these probabilities with

respective states. When receiving new user observations, typically input, the system

adjusts the belief state probabilities accordingly. For instance, if the information

increases the likelihood of both states, the belief state might be changed to A:80

percent and B:40 percent [35]. This dynamic adaptation of belief states is pivotal for

effective dialogue management and user interaction within the system. The research

discussed by the author in [87] incorporates a comparable concept, enhancing it with

the integration of reinforcement learning (RL) to refine the model. When the sys-

tem receives a reward for transitioning to the next state, this reward is conveyed to

the q-learning model, which employs reinforcement learning techniques to update the

system’s latest mode. The dialogue management system then considers the updated

method to inform the decision-making process for the subsequent set of actions. The
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adjusted q-learning equation for each way can be expressed as follows:

Q(x, a) = (1− α)Q(x, a) + α (r + γmax (Q′(y, b))) (1)

In the given equation, Q’ represents the updated mode. Notably, various studies

exploring POMDP employ different models than those used in this thesis. However,

these alternative models serve as valuable resources for comprehending the operational

principles and diverse applications of the POMDP method. For instance, the research

in [56] introduces a Gaussian process coupled with POMDP dialogue management,

offering an automated mechanism for adjusting POMDP policies without manual

intervention. While these alternative models differ from the one adopted in this thesis,

they provide insightful perspectives on the functioning and potential applications of

the POMDP method.

The POMDP dialogue manager utilized is an evolution of the one developed in

previous works such as [87], [94], [43], and [46]. Notably, it integrates the Discrete

Wavelet Transform to assess the user’s knowledge level, a topic elaborated upon in the

subsequent section. This amalgamation of existing POMDP dialogue management

frameworks with innovative enhancements ensures a robust and practical approach,

building upon the foundational research presented in the referenced works.

In conventional POMDP systems, the practice of maintaining a BSH is not stan-

dard, as the entire belief state, comprised of transitions and conditional probabilities,

is deemed sufficient for transitioning between states without explicit reliance on the

BSH [17]. However, insights from Embodied Conversational Agent (ECA) research,

as demonstrated in prior work [76], suggest that including a BSH can offer additional

advantages beyond the immediate transition functions of the entire belief state. A

belief state, denoted as a probabilistic estimate of the system’s state, leverages avail-

able transitions and observations to construct a probability distribution across all

states, as depicted in figure 2.2.1 [43]. The importance of studying historical data

is evident in the concept of BSH [98], providing insights into user behaviour and

aiding the system in learning more about the user. The system must recognize the
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Fig. 2.2.1: Belief State History

probability-state pairings within the belief state to estimate the state. The POMDP

interaction between the user and the agent is visually represented in Figure 2.2.1

[98]. In the context of a POMDP, the model is augmented with various observations.

Unlike merely observing the current state, the state provides a statement suggest-

ing its probable condition. Consequently, given the probabilistic nature of words, an

observation function must be defined. This function articulates the probability of

each term for every state within the model, offering a nuanced understanding of the

user-agent interaction dynamics.

2.2.3 Wavelet Transform for User Clustering

The Wavelet Transform (WT) is a method employed to analyze diverse signal types.

Specifically, the Discrete Wavelet Transform (DWT), a specialized form of the WT,

offers an efficient calculation of a signal’s compact representation in both time and

frequency domains [94]. Despite numerous data analysis techniques, the utilization

of wavelet transformation stands out by enabling the extraction of frequency and
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location information within the dataset [59]. Notably, in the context of discrete

datasets, the sampling process of the Wavelet Transform occurs in discrete time. The

equation for DWT has the below format:

Wq(a, t) =
1√
a

N∑
n=1

q(n)φ

(
n− t

a

)
(2)

In the given equation, ’n’ pertains to the current dataset under analysis, which pos-

sesses a size denoted by ’N.’ The symbol ’φ’ represents the mother wavelet, where ’t’

signifies discrete time, and ’a’ denotes the scale, akin to other equations in wavelet

transformations. The DWT is extensively utilized for analyzing non-stationary sig-

nals, such as audio. When applied to a wave, the DWT yields distinct variation

points within the wave [87].This unique attribute of the DWT proves valuable in de-

tecting the consistency of a student’s performance in a tutorial model. Given that

these variation points mark locations where the belief state has undergone a change,

employing DWT for user clustering is based on the concept that, for an adept user,

these variations remain relatively constant. Consequently, users can be classified into

different knowledge levels based on the quantity of these change points [31]. DWT

and various other wavelet transformation techniques employ “short windows for high

frequencies and long windows at low frequencies” during the wavelet transformation

process [87]. Wavelet analysis is a methodology that involves the correlation of a given

signal, typically a time series, with a set of mathematical functions known as wavelets,

which are both scale and time-limited [1]. In a notable study presented in [48], the

DWT technique is employed to partition traffic flows into distinct components. This

segmentation process changes trends, discrete quantities, and a discrete baseline. The

changing trends signify the evolving patterns in the traffic data, while the discrete

portions capture abrupt changes in traffic volume. Broadly, trend analysis is con-

ducted on historical and time series data to forecast future subjects of interest [88].

In Figure 2.2.2, the asterisk symbol denotes the “zero-crossing” points, representing

shifts in the user’s understanding or intentions. The left window, characterized by

a larger size, identifies fewer change points, while the right window, with a smaller
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Fig. 2.2.2: Discrete Wavelet Transform (DWT) Example

Fig. 2.2.3: Available COCOM mode transition

size, detects a greater number of change points. Figure 2.2.2 above shows how the

DWT transformation works on a wave. In the context of this thesis, the methodology

outlined in [59], leveraging Discrete Wavelet Transformation, is adopted to categorize

system users based on their knowledge levels.

2.2.4 Cognitive Support with COCOM

The COCOM (Contextual Control Model) is crucial to POMDP dialogue manage-

ment system actions. It operates across four distinct modes, each delineating the

system’s level of information and its capacity to strategize for optimal information

acquisition. The “Strategic Mode” represents a pivotal aspect of dialogue-based tu-

toring systems, emphasizing establishing effective communication channels between

users and the system. In this mode, the system goes beyond immediate responses

and engages in long-term conversation planning to ensure sustained user engagement

and coherent dialogue. The strategic method aims to enhance the overall conversa-
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tional experience by considering the broader context of the interaction, maintaining

continuity across multiple turns, and strategically planning responses to align with

the user’s learning objectives. This involves addressing current queries, foreseeing po-

tential future topics, and structuring the dialogue accordingly [87]. By adopting the

strategic mode, dialogue-based tutoring systems can foster a more natural, dynamic,

and goal-oriented interaction, ultimately contributing to the effectiveness of the learn-

ing experience. “Tactical Mode” constitutes a distinctive facet of the tutoring system,

characterized by its nuanced approach to information delivery within the ongoing dis-

course. Unlike strategic modes that involve extensive planning for future interactions,

tactical mode prioritizes immediacy and relevance to the current topic under discus-

sion. This mode enables the system to provide supplementary information without

diverging into broader subject matter, maintaining a focused and contextually precise

engagement with the learner. The tactical mode’s strength lies in its ability to cater

to the specific needs of the moment, ensuring that the additional information supplied

aligns seamlessly with the ongoing conversation. This approach is particularly ad-

vantageous in scenarios where a more concentrated exploration of the current subject

is beneficial, contributing to a streamlined and efficient learning experience for the

user[87]. In the Opportunistic Mode, the tutoring system functions by predicting the

subsequent action within the ongoing conversation, primarily relying on the informa-

tion available at the present moment. This operational mode is characterized by its

real-time responsiveness, where the system dynamically evaluates the current state of

the dialogue without the capability to plan extensively for future interactions. Unlike

modes that involve comprehensive planning or extensive foresight, the Opportunistic

Mode prioritizes immediate context, adapting its responses based on the most re-

cent user input and system knowledge. This mode is particularly suited for scenarios

where the system needs to respond promptly and contextually, addressing the user’s

queries or concerns in the flow of the ongoing conversation. While it may lack the

capacity for long-term planning, the Opportunistic Mode excels in providing agile

and relevant responses within the confines of the current dialogue context, contribut-

ing to a more interactive and adaptive learning experience for the user [87]. In the
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Scrambled Mode, the tutoring system encounters a scenario characterized by inade-

quate information, hindering its capacity to make accurate predictions regarding the

following action. This mode reflects a state of uncertainty where the system grap-

ples with incomplete or ambiguous data, making it challenging to formulate precise

predictions based on the available information. Consequently, actions undertaken in

this mode are randomized, introducing an element of unpredictability to the system’s

responses. Adopting Scrambled Mode is a strategic response to navigate situations

where the system faces difficulties discerning the user’s intent or context due to in-

formation gaps. This mode acknowledges the inherent limitations in the available

data and aims to respond, albeit randomized, ensuring continuous engagement and

adaptability without clear predictive cues [87]. Incorporating Scrambled Mode adds

a layer of flexibility to the tutoring system, allowing it to navigate uncertainties in

user input and maintain an interactive and responsive learning environment.

The versatility of COCOM, encapsulated in these four modes as shown in Fig-

ure 2.2.2, enables the POMDP dialogue management system to dynamically adapt

its approach based on available information, ensuring an optimal and contextually

appropriate response within the dialogue.

2.2.5 Multimodal Output Generation

Many text-to-speech engines are currently accessible, enabling the conversion of tex-

tual inputs into audio formats. Many text-to-speech machines are commercially avail-

able, offering seamless integration into larger applications or software systems. No-

table examples include Amazon Polly, Google TTS, and Voicery. In prior research

efforts, our team utilized Voicery [87] and Google TTS [46].

The system employs Fuzzy Logic to determine the appropriate emotional expres-

sion for the Embodied Conversational Agent (ECA) during interactions. This pro-

cess involves leveraging the Number of Change Points (NCP), rewards, and estab-

lished rules. The selection of the specific emotion is guided by applying fuzzy rules,

contributing to a nuanced and contextually appropriate ECA response. Sentiment

and emotion analysis are pivotal in education, influencing teachers and students. A
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teacher’s effectiveness extends beyond academic qualifications to factors such as en-

thusiasm, talent, and dedication [62]. The primary aim of sentiment analysis is to

discern the underlying sentiments expressed by users, categorizing them as positive,

negative, or neutral and potentially identifying specific emotions like happiness, sad-

ness, anger, or surprise. Previous research employs sentiment analysis to evaluate user

sentiments [76], yielding three floating-point values between 0 and 1, representing neg-

ative, neutral, and positive opinions. This analysis enables the ECA to comprehend

user emotions, fostering more empathetic and engaging interactions. By adapting its

behaviour, tone, or dialogue strategies based on detected sentiments, the ECA en-

hances the overall user experience. Sentiment analysis proves valuable in deciphering

opinions, as seen in examples like “I hate this” (negative sentiment), “I don’t know

what that means” (neutral view), and “This is a good experience” (positive emotion)

[87].

In addressing real-world problem-solving scenarios, the need arises to navigate a

multitude of ambiguous variables, each characterized by various forms of uncertainty

such as randomness, fuzziness, indistinguishability, and incompleteness. Different Ar-

tificial Intelligence (AI) methodologies, such as fuzzy logic, have been introduced to

tackle this inherent ambiguity [79]. Fuzzy logic, a multi-valued logic, assigns logical

values to variables as real numbers between 0 and 1. This logic framework enables

the implementation of partial correctness, allowing the degree of correctness to range

between entirely true and entirely false [83]. In a specific application, the authors

of the work presented in [11] leverage a fuzzy logic system (FLS), particularly the

Mamdani model, a widely adopted undefined inference method. Their work focuses

on identifying jamming attacks in Wireless Body Area Networks (WBANs) by con-

sidering three network parameters: Packet Delivery Ratio (PDR), Received Signal

Strength Indicator (RSSI), and Energy Consumption Amount (ECA). Similarly, Ru-

turaj incorporates fuzzy logic to determine the emotion an Embodied Conversational

Agent (ECA) should express, utilizing criteria considering recent sentiment analysis

and COCOM [87]. A module employing PocketSphinx, a speech recognition engine,

is constructed to ensure accurate phonetic alignment. This module takes the text
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designated for speech output and the corresponding voice file provided by the cho-

sen text-to-speech engine. This integration enhances the overall effectiveness of the

speech synthesis process and ensures a coherent and natural delivery of the intended

content.

2.3 Ontology in Dialog Management

In computer science and artificial intelligence, ontology functions as a formal repre-

sentation of knowledge, delineating concepts within a specific domain and elucidating

the relationships between these concepts. This structured framework is a pivotal tool

for reasoning about entities within the field, enabling a comprehensive and systematic

description of the subject matter. The concept of replacing human interlocutors with

machines has been explored since the 1960s, coinciding with the design of numerous

computer systems aiming to facilitate communication with machines. Regardless of

the situation or context, engaging in dialogue with a machine has remained an in-

triguing area of interest. Initially defined as a “conversation between two or more

people on a defined subject”, the term “dialogue system” introduces the idea that

at least one participant in this conversation is a machine in the broadest sense. A

more specific definition proposed in [29] characterizes a dialogue system as enabling

interaction between a human and a system within a confined framework. Despite

the diverse forms of exchange, such as textual chat, voice servers, or virtual agents,

establishing a comprehensive overview of the state-of-the-art remains challenging [91].

The versatility of dialogue systems is reflected in their various forms and char-

acteristics, leading to a need for a unified architectural standard in the literature.

Numerous proposals exist, showcasing diverse approaches, including open-domain

models like those outlined in [91]. The latter emphasizes leveraging general knowl-

edge sources, such as the semantic web, to enable the system to cover a broad thematic

field. The proliferation of different forms and characteristics in dialogue systems un-

derscores the need for further exploration and research to establish more standardized

and comprehensive approaches.

18



2. LITERATURE REVIEW

Ontologies, fundamental in knowledge representation, are commonly articulated

using ontology languages, with the Web Ontology Language (OWL) being a widely

adopted choice. OWL encompasses different sub-languages, each offering varying lev-

els of expressiveness tailored to diverse modelling needs. First, OWL Lite is designed

for lightweight ontology representation, catering to applications with more straight-

forward modelling requirements. Despite its limited expressive power compared to

other sublanguages, OWL Lite is lauded for its simplicity, enhancing ease of use and

computational efficiency. Moving up in expressiveness, OWL DL (Description Logic)

is crafted for applications requiring more intricate modelling and advanced reasoning

capabilities. OWL DL facilitates efficient automated reasoning by operating on a

decidable subset of first-order predicate logic. OWL Full is on the end of expressive-

ness, offering maximum flexibility in ontology modelling [69]. However, this flexibility

comes with the trade-off of decidability challenges and increased computational com-

plexity. While OWL Full allows for rich modelling, it is generally cautioned against

in practical applications due to the potential creation of undecidable ontologies. This

hierarchy within OWL sublanguages allows ontology developers to choose the ap-

propriate level of expressiveness based on the complexity and requirements of their

specific applications.

As a structured representation of knowledge, ontology encompasses several fun-

damental components essential for comprehensively defining and organizing informa-

tion within a specific domain. Classes, as foundational building blocks, represent

categories or entities inherent to the environment. Instances, however, embody spe-

cific occurrences or examples within these classes. Attributes, or Data Properties or

Slots, contribute by describing features associated with classes, aiding in their pre-

cise definition [66]. Relations, or Object Properties, define how classes and instances

are interconnected within the ontology, establishing the relationships between them.

Function Terms capture complex structures constructed from other ontology com-

ponents, providing a mechanism for representing intricate relationships. Axioms,

explicit statements within the ontology, serve as foundational truths or assertions,

establishing the interpretation of terms. Events become crucial in dynamic ontolo-
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gies, representing occurrences and changes over time. Restrictions impose constraints

on properties, ensuring adherence to specific rules and conditions. Controls enable

inferencing, allowing for the deduction of new knowledge based on existing ontology

components. Annotations provide additional metadata or descriptive notes about on-

tology components, offering insights, comments, and context to enhance understand-

ing. Together, these components form the cohesive ontology framework, facilitating

the structured representation and organization of knowledge within a defined domain.

The judicious combination of these components facilitates the creation of specific

ontologies tailored to diverse purposes, ranging from general knowledge representation

to highly specialized domain representations. Ontologies contribute significantly to

knowledge sharing, interoperability, and reasoning across various applications and

systems, forming a cornerstone in advancing intelligent systems.

2.3.1 Ontology and Its Construction

Ontology building is a fundamental process in knowledge representation, involving the

formal creation of an ontology—a structured representation of knowledge specific to

a particular domain or subject area. This intricate process encompasses defining and

organizing the domain’s concepts, entities, relationships, and properties to capture its

structure and semantics [19]. The steps involved in ontology building are systematic

and iterative, ensuring the accuracy and relevance of the resulting knowledge model.

The initial step in ontology construction is Domain Analysis, where a compre-

hensive understanding of the domain is developed. This involves identifying key

concepts, entities, and relationships within the specified subject area [19]. Follow-

ing this, the Conceptualization phase takes shape, wherein the defined concepts and

their relationships are formalized based on the outcomes of the domain analysis. This

step includes determining the hierarchical structure of concepts and specifying their

properties. Each key concept identified during domain analysis is precisely defined

in the Conceptualization phase. These definitions go beyond natural language de-

scriptions and aim for a formal specification that captures the essence of the concept.

This involves clarifying the boundaries of each concept and determining the essential
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characteristics that distinguish one concept from another. Building on the identi-

fied relationships between concepts, the Conceptualization phase involves formalizing

these relationships. This includes specifying the nature of connections between differ-

ent concepts, such as whether they represent part-whole relationships, membership

associations, or any other relevant link. The goal is to capture the semantics of these

relationships within the ontology accurately [19]. One key aspect of Conceptualiza-

tion is establishing the hierarchical structure of concepts. This involves organizing

concepts into a taxonomy or hierarchy based on their broader and narrower relation-

ships. The hierarchical arrangement helps understand the subsumption relationships

between concepts, where one concept is considered more general (parent) than an-

other (child). Concepts in an ontology often possess properties that define additional

attributes or characteristics. In the Conceptualization phase, these properties are

specified, describing the essential features associated with each concept. This may

include data types, constraints, and other relevant information that enriches the un-

derstanding of the concept. As the concepts and their relationships are refined and

formalized, the Conceptualization phase ensures alignment with the chosen formal

language for ontology representation. Whether using OWL, RDF, or another no-

tation, adhering to the syntax and semantics of the selected language is crucial for

ensuring interoperability and compatibility with other systems [19].

Formalization is the subsequent stage, wherein the concepts, relationships, and

properties are expressed in a formal language or notation, such as OWL or RDF.

This crucial step involves detailing the semantics and constraints associated with

the ontology elements. Knowledge Acquisition is then undertaken, gathering perti-

nent information and knowledge from domain experts, existing resources, documents,

or databases [33]. This collected information enriches the ontology with accurate

and comprehensive data. The process begins with clearly defining the concepts that

constitute the domain. These concepts are the building blocks of the ontology and

represent the entities or ideas relevant to the subject area. Once concepts are defined,

the next step is to identify the relationships between these concepts. Relationships

establish connections and dependencies, illustrating how different entities within the
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domain interact or relate. Conceptualization involves organizing concepts hierarchi-

cally to represent their taxonomic relationships [33]. This results in a structured

hierarchy, often resembling a tree-like structure, where more specific concepts are

linked to broader, more general ones. Each concept is associated with properties that

define its characteristics or attributes. Properties describe the various aspects of a

concept and help establish distinctions between different instances of the same con-

cept. During Conceptualization, it’s crucial to clarify the semantics of each concept

and relationship. This ensures a shared understanding of the intended meaning, pre-

venting ambiguity and facilitating consistent interpretation. Constraints on concepts

and relationships are identified to capture the inherent rules and restrictions within

the domain. These constraints are crucial in guiding the behaviour and interactions

of entities in the ontology. Sometimes, it is beneficial to model specific scenarios or

use points within the Conceptualization phase. This involves illustrating how con-

cepts and relationships come into play in real-world situations, providing a practical

context for the ontology. Conceptualization is an iterative process that may include

feedback loops with domain experts. Continuous refinement ensures that the evolving

conceptual model accurately represents the nuances of the domain and aligns with

the intended objectives of the ontology.

Validation and Evaluation represent pivotal phases, assessing the quality and cor-

rectness of the ontology. Consistency, coherence, and alignment with the intended

domain are scrutinized, often involving expert reviews and tests or evaluations. Fi-

nally, Maintenance and Evolution recognize the dynamic nature of ontologies. Over

time, as the domain or knowledge changes, it becomes imperative to update and

maintain the ontology to reflect new information, emerging trends, or evolving re-

quirements. The Validation and Evaluation phase in ontology construction is critical

in ensuring the developed ontology’s robustness, accuracy, and relevance [2]. This

phase is characterized by a meticulous examination of several key aspects, each con-

tributing to the overall quality assurance of the ontology. One of the primary focuses

during validation is to assess the consistency of the ontology. This ensures no logical

contradictions or conflicts within the defined concepts, relationships, or axioms. Any
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inconsistencies could undermine the reliability of the ontology and its effectiveness

in accurately representing the intended domain. The coherence of the ontology is

another paramount consideration [74]. This aspect evaluates the interconnectedness

and logical flow of the ontology elements. A coherent ontology ensures that the de-

fined concepts and relationships align logically, fostering a seamless representation

of knowledge within the specified domain. Incoherence may lead to ambiguity and

hinder the ontology’s interpretability. The validation phase rigorously checks whether

the ontology aligns with the intended domain. Domain experts play a crucial role in

this process, providing their insights to verify that the ontology accurately captures

the essential concepts and relationships within the targeted subject area [2]. This

collaborative review helps bridge the gap between formal ontology representation

and real-world domain knowledge. Expert input is invaluable during the validation

process. Domain experts, possessing in-depth knowledge of the subject area, conduct

thorough reviews to identify potential inaccuracies, omissions, or conceptual misalign-

ments. Their feedback contributes to refining the ontology and ensuring its fidelity

to the nuances of the domain. Various tests and evaluations are employed to assess

different facets of the ontology [20]. This may include assessing the ontology’s per-

formance against predefined criteria, evaluating its efficiency in knowledge retrieval,

and validating its adherence to specified constraints. Rigorous testing methodologies

help identify and rectify any shortcomings in the ontology construction process.

The ultimate goal of the Validation and Evaluation phase is to establish a high

level of confidence in the ontology’s quality and fitness for its intended purpose [74].

By addressing issues of consistency, coherence, and alignment and incorporating feed-

back from domain experts and systematic evaluations, this phase contributes signif-

icantly to the overall success of ontology construction. It ensures that the ontology

is a reliable and accurate representation of knowledge within the designated domain,

laying the foundation for effective utilization in various applications and scenarios.

Furthermore, the ontology construction process unfolds as an iterative and me-

thodical journey encompassing six distinct tasks. The initial task involves Specifying

the Domain, where the focus is on creating well-defined terms and concepts that en-
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capsulate the intricacies of the subject area. Following this, the Identification of Key

Terms and Concepts ensues, emphasizing the importance of pinpointing the pivotal

elements that form the backbone of the ontology.

Establishing Rules and Axioms is a critical step in the ontology construction

process, as it involves defining the structural properties of the domain. This task

contributes to the precision and integrity of the ontology, ensuring that the relation-

ships and constraints within the knowledge model are accurately articulated. Subse-

quently, the process moves to Encoding the Ontologies, where the formal representa-

tion languages, such as RDF, RDFS, or OWL, come into play [56]. This step involves

translating the conceptual framework into a machine-readable format, providing a

standardized and structured representation of the ontology elements.

A noteworthy aspect of ontology construction is combining it with existing ontolo-

gies. This acknowledges the collaborative and interconnected nature of ontological

knowledge. Integrating established ontologies enhances the comprehensiveness and in-

teroperability of the resulting knowledge model, fostering a more holistic understand-

ing of the domain. Importantly, these tasks are not rigidly sequential but facilitate

an Iterative and Interactive execution. This flexibility allows for refinement and ad-

justment as insights emerge during construction. Ontology construction methods can

vary, offering Manual Construction, where experts actively contribute to the creation

process, Cooperative Construction, involving expert supervision throughout various

tasks, and Automatic Construction, where the process is somewhat automated, with

minimal user or specialist intervention [24].

Despite technological advancements, achieving Fully Automatic Construction of

ontologies remains a formidable challenge [67]. The nuanced nature of ontology devel-

opment, often requiring domain expertise and nuanced decision-making, poses hurdles

to complete automation. As such, the human intellect and expertise continue to play

a crucial role in ensuring the accuracy, relevance, and coherence of ontologies crafted

for diverse applications and domains.

24



2. LITERATURE REVIEW

2.3.2 Challenges in Ontology Construction

The endeavour to express human knowledge within ontology construction confronts a

noteworthy challenge, particularly in applying formal logic, which may inadvertently

introduce gaps in machine interpretation [68]. This challenge becomes particularly

pronounced in domains characterized by intricate and interlinked concepts, where the

design of ontologies necessitates meticulous consideration, as articulated by [63]. The

complexity inherent in such domains requires a thoughtful balance between formal-

ization and the nuanced nature of human knowledge.

Expanding domains bring Maintenance Challenges, a critical facet of ontology

development highlighted by [89]. Maintaining the ontology’s relevance and accuracy

becomes formidable as data and relationships within a domain proliferate. The sheer

volume of evolving information necessitates a dynamic approach to ontology upkeep

to ensure that the representation reflects the ever-changing domain landscape.

Furthermore, the accuracy of relationships encoded within ontologies hinges on

comprehensive and precise data availability. Only complete or adequate data can

introduce uncertainty, potentially leading to inaccurate conclusions about the do-

main under consideration, as emphasized by [68]. This underscores the pivotal role

of data quality in shaping the efficacy and reliability of ontologies. Efforts to address

these challenges require a holistic approach, considering both the intricacies of hu-

man knowledge representation and the evolving nature of the domains they seek to

capture. As ontologies bridge human understanding and machine processing, striking

this balance is essential for their successful application in various knowledge-intensive

domains.

Meta Ontology Alignment presents another challenge, requiring harmonizing meta-

ontology concepts with specific domain requirements [63]. The complex task of Rela-

tionship Mapping from meta ontology to domain-specific ones is hindered by semantic

variations [68]. Eliminating Redundancy becomes essential in ontology construction,

necessitating the removal of redundant concepts and relationships from the meta-

ontology while maintaining domain relevance [89].
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Upon closer examination of ontology construction studies, a consensus emerges

on several challenges that necessitate further attention. Firstly, while achieving Fully

Automatic Construction for ontologies may be challenging, there is a pressing need

to decrease human intervention in the process, advocating for semi-automatic con-

struction over existing cooperative systems [15], [30], [13], [56], [96], [104]. Secondly,

mitigating noise terms, which are irrelevant or overly general, is crucial early in the

construction process to minimize unnecessary additional efforts [96], [104].

Discovering relations between concepts remains an unsatisfactory aspect of ontol-

ogy construction, requiring more dedicated efforts [7], [15], [13], [96], [104]. Learning

axiom is still in its initial stages in existing ontology construction systems and de-

mands further refinement [13], [56], [96], [104]. The transformation of data, whether

from small static text collections or massive heterogeneous sources on the World Wide

Web, should be a focal point in designing ontology construction systems [15], [56],

[96], [104].

Building a standard platform to evaluate ontology construction systems remains

a challenging task [7], [15], [96], [104]. These challenges underscore the intricacies of

ontology construction, requiring continuous exploration and refinement to enhance

the effectiveness and reliability of automated ontology development processes.

2.3.3 Automated Ontology

In the context of the burgeoning volume of educational data, the imperatives for

consistency, rapid adaptation to evolving domains, and the delivery of personalized

and sophisticated educational experiences have become paramount [24]. Automation

is a crucial ally in addressing these challenges, particularly in coping with the vast

volumes of data generated within educational platforms. As academic domains natu-

rally evolve and new information continually emerges, keeping ontologies up-to-date

and maintaining their accuracy necessitates continuous monitoring and adjustment

[75]. This challenge is particularly pronounced in intricate domains where the inter-

connection of concepts can be overwhelming. Automation efficiently manages this

complexity, ensuring that educational ontologies reflect the dynamic nature of knowl-
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edge domains. The imperative of semantic interoperability, requiring mapping varied

concepts to a unified ontology [105], underscores the vital role of automation in seam-

lessly incorporating new data in fast-changing fields. Automated ontologies become

instrumental in achieving semantic coherence and standardized representation in ed-

ucational content.

Given these challenges, leveraging automation becomes imperative for educational

platforms seeking efficient, accurate, and adaptive ontology creation. This, in turn,

leads to improved personalized tutoring and enriched learning outcomes. Addressing

these challenges effectively requires a holistic approach, combining domain expertise,

sophisticated data processing techniques, ontology engineering skills, and integrat-

ing artificial intelligence (AI) and machine learning (ML) approaches. Automated

methods, empowered by advanced technologies, streamline the ontology construction

process and mitigate potential pitfalls associated with manual systems.

Automation emerges as a critical facilitator in coping with these extensive datasets.

The sheer volume of data generated within educational platforms, including student

interactions, assessment results, and content consumption patterns, necessitates ro-

bust mechanisms for handling, processing, and extracting meaningful insights from

this information. This involves the implementation of algorithms and computational

processes that can systematically organize, analyze, and interpret large datasets. This

streamlines the data processing pipeline and ensures that relevant information is ex-

tracted promptly and efficiently [24]. For instance, automated data management

systems can handle tasks such as aggregating student performance metrics, tracking

learning progress, and identifying patterns in user engagement. Furthermore, the ef-

ficient coping with data volume goes beyond mere storage and retrieval. Automation

facilitates data-driven decision-making by providing real-time analytics and action-

able insights. This is particularly valuable in educational settings, where prompt

responses to student needs and timely adjustments to instructional strategies can sig-

nificantly impact the learning experience. From a technical perspective, automation in

data management involves the implementation of data processing pipelines, integrat-

ing databases, and deploying machine learning algorithms for predictive analytics [96].
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These automated systems can handle tasks such as data cleaning, normalization, and

generating reports, freeing human resources from mundane and time-consuming data-

related activities. Thus, managing data volume through automation underscores the

pivotal role of automated data processing in educational platforms. It highlights how

automation ensures that the vast amounts of data generated within these platforms

are effectively handled and leveraged to enhance the overall educational experience.

The efficiency gains achieved through automated data management contribute to ed-

ucational systems’ agility, adaptability, and responsiveness in the face of evolving user

needs and dynamic learning environments.

Ensuring consistency within educational content is a critical facet of educational

ontology construction, and automation is pivotal in achieving this objective. The

dynamic nature of educational landscapes, characterized by evolving knowledge do-

mains, curriculum updates, and emerging pedagogical trends, poses a substantial

challenge to maintaining coherence and uniformity across educational materials [104].

Automation addresses this challenge by providing a systematic and standardized ap-

proach to constructing and updating educational ontologies. Through predefined

rules, algorithms, and ontological structures, automated processes ensure that the

representation of concepts, relationships, and attributes within the academic domain

remains consistent over time. This consistency is essential for creating a cohesive and

reliable knowledge framework that learners, educators, and educational systems can

rely on.

Firstly, through terminology standardization, automation is pivotal in maintain-

ing a unified and unambiguous language within the ontology. Adhering to standard-

ized language conventions minimizes ambiguity, fostering a common understanding

of terms across diverse educational contexts. Conceptual alignment is another cru-

cial aspect facilitated by automated processes. These processes systematically align

concepts within the ontology to predefined conceptual frameworks and taxonomies.

This alignment creates a clear and logical structure, empowering users to navigate

and comprehend educational content easily. Semantic harmony is crucial for avoiding

conflicting interpretations of concepts, and automation plays a vital role in enforcing
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semantic coherence [67]. Automation ensures a consistent and accurate represen-

tation of knowledge by establishing clear definitions, specifying relationships, and

eliminating semantic ambiguities that may arise from manual construction processes.

Automation facilitates seamless adaptation in the dynamic landscape of education,

where curriculum changes are frequent to align with evolving educational objec-

tives and learning outcomes. Automated processes efficiently update the ontology

to reflect modifications in educational content, ensuring alignment with the latest

curriculum standards. The cross-platform compatibility of educational materials is

paramount, given the diverse platforms and technologies through which content is

accessed. Automation guarantees that the ontology remains compatible across differ-

ent educational systems, media, and delivery modes. This fosters consistency in the

educational experience, irrespective of the technology employed. Quality assurance is

integral to the reliability of educational content, and automation incorporates robust

validation mechanisms. These mechanisms encompass error checking, verification of

logical consistency, and adherence to ontology design principles. Through these qual-

ity assurance measures, automation contributes significantly to the overall reliability

and accuracy of the educational ontology.

The ability to swiftly adapt to domain changes and the continuous emergence of

new information is critical to effective educational content management. Automated

processes play a pivotal role in this realm, offering a remarkable capacity for agility

in responding to the evolving educational landscape [67].

Dynamic Domain Response: Educational domains are subject to constant

evolution, reflecting advancements in knowledge, pedagogy, and technological land-

scapes. Automated processes excel in their dynamic response to these changes, ensur-

ing educational content remains aligned with the latest developments in the respec-

tive domains. Whether it involves updates in curriculum standards, introducing new

subjects, or shifts in educational methodologies, automated systems can promptly

integrate these changes into the content structure.

Real-time Information Integration: The emergence of new information is

a constant in the educational domain. Whether it be breakthroughs in research,
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updated statistical data, or novel insights into pedagogical approaches, automated

processes facilitate real-time integration of this information into educational content.

This real-time adaptability ensures learners can access the most current and relevant

insights, fostering a dynamic and engaging learning experience.

Agile Curriculum Development: Changes in educational objectives, learning

outcomes, or the overall curriculum necessitate a rapid response to update educational

materials. Automated processes streamline curriculum development by providing

agile content creation, modification, and deployment mechanisms. This agility is

particularly valuable when curriculum changes are frequent or when a flexible and

responsive educational approach is essential.

Customized Learning Paths: Educational content adaptation goes beyond

just updating information, it extends to tailoring learning experiences for individual

students. Automated systems, leveraging data analytics and machine learning, can

dynamically adjust learning paths based on personal progress, preferences, and learn-

ing styles. This adaptability ensures that each learner receives a personalized and

effective educational journey.

Feedback-driven Iteration: Automated systems are adept at collecting and an-

alyzing feedback from various sources, including students, educators, and educational

analytics. This feedback loop enables iterative improvements in educational content,

responding to the evolving needs and preferences of the learning community. This

continuous improvement cycle ensures that the educational content remains relevant,

effective, and aligned with the overarching educational goals.

The aspect of handling complexity is a critical dimension addressed by automation.

Educational domains are inherently multifaceted, characterized by intricate intercon-

nections among various concepts, entities, and relationships. The complexity arises

from the diverse nature of educational content, which spans multiple subjects, top-

ics, and knowledge interdependencies. Automation plays a pivotal role in efficiently

navigating and managing this complexity. As the educational landscape expands,

the sheer volume of interconnected concepts can become overwhelming for manual

construction processes. With advanced algorithms and data processing capabilities,
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automation excels in untangling and organizing these intricate webs of relationships

[104]. One key challenge in handling complexity is ensuring that the relationships

and dependencies among educational concepts are accurately captured and repre-

sented within the ontology. Manual construction may need help to maintain the

coherence of these interconnections, leading to potential oversights or inconsistencies.

On the other hand, automation leverages systematic algorithms to analyze and model

intricate relationships, enhancing the overall coherence of the educational ontology.

Moreover, educational content often evolves and diversifies over time, introducing

dynamic elements that contribute to the complexity of the ontology. Automation ex-

hibits adaptability in managing these growing complexities by incorporating updates

seamlessly. It ensures that the ontology remains reflective of the dynamic nature of

educational knowledge, accommodating changes in curriculum, emerging topics, or

advancements in pedagogical approaches.

Additionally, handling complexity extends to the representation of hierarchical

structures and dependencies among educational concepts. Automation aids in con-

structing ontologies with well-defined taxonomies, ensuring that the relationships

between broader categories and more specific ideas are accurately captured. This

enhances the organization of educational content and facilitates efficient retrieval and

navigation within the ontology.

Semantic interoperability in educational content refers to the seamless exchange

and integration of diverse academic concepts through a unified ontology, and au-

tomation plays a pivotal role in facilitating this intricate process [105]. The edu-

cation domain is inherently diverse, with many concepts, terms, and relationships

across various disciplines and subjects. Semantic interoperability is crucial for es-

tablishing a shared understanding and representation of these diverse concepts, fos-

tering a cohesive and standardized educational landscape. Automation streamlines

the complex task of mapping and aligning various academic concepts into a unified

ontology. This involves systematically encoding educational entities’ relationships,

hierarchies, and properties, ensuring a structured and standardized representation

[74]. The challenges associated with manual mapping, which can be error-prone and
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time-consuming, are mitigated through automated processes. Automation leverages

advanced technologies, such as natural language processing and machine learning, to

analyze and interpret educational content, identifying patterns and connections that

contribute to creating a unified ontology.

A cohesive and standardized representation of educational content is paramount

for enhancing communication and knowledge sharing across diverse educational sys-

tems, platforms, and stakeholders [74]. Semantic interoperability ensures academic

concepts are accurately represented and interpreted consistently across different con-

texts. This consistency is vital for promoting collaboration, developing interoperable

educational tools and resources, and fostering a more coherent educational ecosys-

tem. Besides, semantic interoperability facilitated by automation contributes to the

adaptability of educational systems. As educational content evolves and new concepts

emerge, automated processes can efficiently update and align the unified ontology, en-

suring that it remains reflective of the dynamic nature of knowledge domains. This

adaptability enhances the longevity and relevance of educational content, supporting

educators, learners, and educational technology developers in navigating the ever-

changing landscape of knowledge.

The facet of personalization within automated ontologies represents a pivotal di-

mension in the realm of educational technology. By harnessing the power of au-

tomation, educational platforms can tailor learning experiences to meet individual

users’ unique preferences and needs. This process involves the dynamic adaptation

of educational content based on various factors such as learning styles, proficiency

levels, and individual preferences, ensuring a more customized and engaging learning

journey for each user. In the context of personalization, it can swiftly analyze user

interactions, learning patterns, and historical data. By discerning individual prefer-

ences and understanding how users engage with educational content, these automated

systems can intelligently curate and present material that resonates most effectively

with each learner.

The adaptability of automated ontologies enables real-time adjustments to the de-

livery of educational content, allowing for seamless modifications in response to user
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interactions and evolving learning needs [47]. For instance, if a user prefers visual

learning modalities, the system can dynamically adjust to present information using

visual aids or multimedia content. Similarly, if a user exhibits proficiency in spe-

cific topics, the system can intelligently progress the learning path to more advanced

material. Moreover, the personalization aspect extends beyond content delivery to

encompass the style and format of interactions. Automated ontologies can customize

the mode of instruction, ranging from the choice of language and tone to the level

of detail in explanations, aligning with individual preferences and optimizing user

engagement [47]. This adaptability and personalization foster a learning environment

where users feel more connected to the educational content, leading to increased

motivation, better retention, and higher overall satisfaction. The automated person-

alization of educational experiences, facilitated by ontologies, aligns with the con-

temporary trend of moving away from one-size-fits-all educational approaches toward

more learner-centric models.

In conclusion, integrating automation in educational platforms is pivotal for over-

coming the challenges of the evolving educational landscape. Automation copes with

data volumes and ensures consistency, facilitates adaptation to change, manages com-

plexity, achieves semantic interoperability, and enables personalized educational expe-

riences. This comprehensive approach, empowered by advanced technologies, aligns

with the overarching goal of enhancing educational outcomes through efficient and

adaptive ontology construction.

2.4 Knowledge Extraction from Datasets

Extracting knowledge from textual data has become a crucial facet of semantic tech-

nology, gaining prominence in the Semantic Web (SW) [67]. While the interest in

ontology learning is not a recent development, with earlier works dating back to 2001

[51], it gained advanced tools like Text2Onto in 2005 [20]. Initially, the Semantic Web

community showed limited interest in Knowledge Extraction (KE), preferring man-

ual ontology design as a mark of quality. However, this perspective shifted with the
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advent of linked data bootstrapping, notably facilitated by DBpedia [12]. This led to

a growing need for a substantial knowledge base population, schema induction from

data, and natural language access to structured data. The emergence of applications

integrating structured and unstructured content further fueled interest in KE.

The intersection of Natural Language Processing (NLP) research with SW re-

sources became evident as SW knowledge was utilized as background knowledge.

Notably, graph-based methods have gained traction in semantic technologies, cater-

ing to diverse applications. This shift is exemplified by the increasing reliance on SW

languages and tools for tasks such as learning basic semantic data structures, includ-

ing tagged named entities, factual relations, and topics for document classification.

The integration of these tools with SW languages has witnessed rapid growth, giving

rise to a set of devices considered in this study. These tools are pivotal in providing

scalable, application-ready, and precise learning of essential semantic data structures,

contributing significantly to the evolving landscape of knowledge extraction and se-

mantic technology.

2.4.1 Knowledge Extraction

In NLP, tasks are traditionally categorized into essential functions, such as named

entity recognition and applied procedures, exemplified by question answering. When

transitioning NLP algorithms for application in the Semantic Web (SW), a distinction

can be made between basic tasks, like class induction, and applied studies, such as

Natural Language querying of linked data. This landscape analysis aims to align NLP

essential functions with their SW counterparts and compares various tools concern-

ing functionalities that fulfill these tasks. Notably, the semantics provided by NLP

resources differ significantly from the assumptions made for ontologies in knowledge

representation, especially within the context of the Semantic Web. Additionally, aside

from formal deep parsing methodologies like those based on Discourse Representation

Theory (DRT) [44], or Markov Logic [22], the formal semantics of NLP data tends to

be relatively shallow. This shallowness is evident in its limitation to intensional rela-

tions between (multi-)words, senses, or synsets, as well as informal identity relations
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in entity resolution techniques, sense tagging using typically small sets of tags (e.g.,

WordNet’s “super senses”), and lightweight concept taxonomies. As outlined in this

analysis, the distinct characteristics of NLP semantics underscore the challenges and

nuances of integrating NLP techniques into the Semantic Web paradigm, calling for

careful consideration and adaptation in the pursuit of seamless interoperability and

knowledge integration.

The effective utilization and enhancement of ontologies are contingent on the

capability to repurpose NLP outcomes through appropriate conversion, a facet often

categorized as “semantic technology” in various academic and industrial applications.

Linguistic knowledge draws upon legal background knowledge and can reciprocally en-

able access to and enrichment of traditional knowledge. The amalgamation of formal

and formalized linguistic knowledge further extends through automated inferences.

Despite the recent surge in integrating NLP techniques with the Semantic Web

(SW) and vice versa, a substantial disparity persists between lexical and NLP data

structures and the formal semantics predominantly adopted for ontologies in the

Semantic Web. While existing initiatives such as LMF [26], SKOS-XL [82], LIR [69],

Lemon [53], FISE, NIF [38], and implementations like Apache Stanbol and NERD

aim to bridge the gap by facilitating the “porting” or “lifting” of NLP results or

lexical resources to the SW, the formal reuse of NLP results in the SW remains

largely contingent on specific applications or user choices. Consequently, exploring

the current tool-level landscape is pertinent to discerning emerging best practices

and shedding light on practical considerations, especially in scenarios where direct

bridging between the two realms is absent.

2.4.2 Tutoring Datasets

Addressing the critical societal need for effective learning, especially in the context

of diverse student populations, underscores the importance of adopting educational

strategies that yield substantial learning gains. One-on-one tutoring has emerged as a

particularly potent technique, supported by numerous studies attesting to its efficacy

as an educational aid [92], [64], [31], [77]. The effectiveness of conversational tutors
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in facilitating learning has been a focal point, emphasizing the need for personalized

and interactive educational experiences.

Specific indispensable properties should characterize the interactions in tutoring

dialogues, differentiating them from existing open datasets. Firstly, the conversation

must be grounded in common concepts recognized by the student and the tutor as the

core topics for learning [31]. This grounding ensures a shared understanding of the

educational objectives. Furthermore, the conversation needs to be extended, allowing

sufficient duration for students to be exposed to new concepts, creating opportunities

for retention and recall in subsequent interactions. Variability in responses is another

crucial aspect, acknowledging that there can be multiple valid ways for a tutor to re-

spond to a student at any given point in the conversation. This diversity enriches the

learning experience and accommodates different learning styles. Lastly, to facilitate

open access and ethical considerations, the dialogue collection should exclude person-

ally identifiable information, ensuring that it can be shared as open-access data, and

one such dataset is the CIMA [85] dataset that we have practised in this research to

mod up the dialogue delivery.

2.4.3 Ontology Construction with Word2Vec

The word embedding stage is crucial in transforming words into numerical vectors,

aiming to capture semantic relationships based on contextual similarity. This process

is integral in creating an ontology for a collection of texts, as it enables grouping

words with comparable contexts into the same class. Traditionally, word vectors

had limitations in effectively representing words until the introduction of Word2Vec

by Thomas Mikolov under Google’s auspices [55]. Word2Vec has emerged as the

predominant technique in term embedding, surpassing previous methods in captur-

ing nuanced semantic associations. This approach enhances the representation of

words in vector space, allowing for more accurate modelling of semantic relationships

within a given text corpus. The utilization of Word2Vec in the word embedding stage

signifies a significant advancement, providing a robust foundation for ontology con-

struction and semantic understanding within the realm of natural language process-
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ing. Word2Vec, a neural network-based approach, stands out as a powerful method

providing probabilities for words in multidimensional spaces and has demonstrated

excellence in tasks such as word analogies and similarity assessment. Comprising two

models, Continuous Bag of Words (CBOW) and Skip-Gram (SG), Word2Vec employs

a neural network to learn weights that serve as word representations. Notably, the

Skip-Gram model is an effective technique for acquiring high-quality vector represen-

tations of words from extensive unstructured text data. In the Skip-Gram approach,

the model predicts context based on input words, offering a versatile framework for

understanding the relationships between terms. This contrasts CBOW, where the

prediction is reversed, focusing on predicting the input word based on the provided

context. The Skip-Gram model, integral to this study, operates by predicting the sur-

rounding words within the associated context, utilizing word vector representations.

This methodology, grounded in predictive modelling, enhances the understanding of

word semantics and relationships, contributing to the effective model of knowledge in

ontology construction.

Our research employs the Skip-Gram model from Word2Vec as it offers supe-

rior performance in capturing the contextual information of text data compared to

CBOW. The Word2Vec model is developed with specific parameter configurations

for optimal results. A crucial parameter, ‘window = 5’ is set to consider the five

words surrounding the word under analysis, enabling the determination of the vector.

Additionally, ‘min count = 10’ is implemented to filter out tokens with frequencies

below 10. This step is essential for eliminating tokens dominated by typos and rare

words, preventing computational burdens associated with calculating typos. The pa-

rameter ‘sg = 1’ is selected to indicate the use of skip-gram, allowing the model to

derive context based on the given word. The ‘iterate = 10’ parameter determines the

number of epochs during model training, ensuring the production of a well-tailored

model. Following the construction of the Word2Vec model, a dictionary is created

with vocabularies as keys and corresponding vectors as values. This dictionary facil-

itates the conversion of vectors to language, streamlining the process before ontology

construction. The ontology is a structured representation of concepts or classes and
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their taxonomy through the “subclass-of” relationship. During the design phase of

the meta Ontology, approximately 24 types were utilized in alignment with our Meta

Ontology model. Subsequently, each list generated from the clustering stage under-

goes a thorough analysis, and the predominant tags within each list determine the

value stored in a corresponding ontology class. The ontology construction process

leverages Protégé and the OWL ontology language, facilitated by a Python library

that supports both Protégé and OWL. Specifically, the Owlready2 library in Python

is employed for ontology construction, providing a cost-effective and accessible solu-

tion for this study. This choice aligns with the project’s requirements and objectives,

seamlessly integrating ontology construction processes within the Python program-

ming environment.
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Prior Work

This chapter of research predominantly relies on prior investigations conducted by

our research group at the University of Windsor, as well as studies conducted by

other research institutions. It delves into earlier research endeavours to assess their

contributions and explore their sources of inspiration.

3.1 Use of Ontology in E-Learning

E-learning recommender systems often leverage ontology and knowledge-based sys-

tems as their fundamental infrastructure. Despite their prevalence, a comprehensive

exploration of ontology use within these systems needs more systematic investiga-

tion. This research aims to fill this gap by examining the development, evaluation,

and technical aspects of ontology-based recommender systems in e-learning. Within

these systems, ontology plays a pivotal role in multiple dimensions. Primarily, it

models elements such as student profiles, learning objects, feedback mechanisms, as-

sessments, and contextual data. However, the prevalent use largely centers around

student models and teaching things, with potential future considerations for incorpo-

rating learning paths, feedback mechanisms, and learning device recommendations.

The recommendation process within ontology-based systems exhibits a reciprocal

nature, allowing initiation either by the system or students. Despite the utilization

of standard ontology languages, the adoption of standards for student profiles and

learning object metadata still needs to be improved, reflecting a gap in standardized

approaches within the field. Moreover, developing these systems often requires robust
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ontology-building methodologies and other associated ontology methodologies. This

gap presents an area ripe for further exploration and refinement in future research

endeavours. The evaluation of ontology-based recommender systems, while encom-

passing diverse methods such as algorithmic performance tests, statistical analyses,

questionnaires, and qualitative observations, notably needs explicit ontology evalua-

tion methodologies within primary studies [74].

In conclusion, the findings advocate for implementing ontology methodologies and

integrating ontology-based recommendations into existing learning technologies. Ad-

ditionally, this study encourages recommender systems in social science and humani-

ties courses, non-higher education settings, and open learning environments, reflecting

a broader potential application beyond traditional educational domains.

In their recent work [33], the researchers delve into the intricate challenges asso-

ciated with ontology development. They introduce an advanced methodology termed

Ontology Development Methodology (ON-ODM), designed to elevate the concep-

tualization process and address additional aspects, such as enrichment throughout

the developmental stages. The approach, grounded in Ontology-Driven Conceptual

Modelling (ODCM) and harnessing the capabilities of Natural Language Processing

(NLP), is employed to craft a comprehensive tourism ontology with versatile appli-

cations, including e-tourism. The study demonstrates the ontology’s effectiveness

in handling specific queries through rigorous evaluation, engaging competency ques-

tions and quality metrics. It highlights its superiority in terms of conciseness when

compared to existing tourism ontologies. The findings underscore the significant fa-

cilitation and enhancement of integrating ODCM and NLP in ontology development,

resulting in more refined and efficacious domain representations.

The study presented in [73] focuses on harnessing the potential of ontology mod-

elling in facilitating personalized feedback for students through formative assessments

within a pedagogical framework. Despite needing a comprehensive ontology model

encompassing the necessary data, this research endeavours to construct an ontol-

ogy model tailored explicitly for the formative assessment using the pedagogy ap-

proach. Beginning with a review of nine articles, the study transitions into design
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research. It delineates two forms of formative assessments under the pedagogical

approach: traditional (such as objective and essay tests) and outcome-based (in-

cluding developmental portfolios, analytic rubrics, and perception rubrics). While

both assessment types offer avenues for personalized feedback, they differ in several

aspects: response initiation, learning domain, assessment result speed, focus, and

execution duration. Employing the pedagogy approach, the design research culmi-

nates in an ontology schema comprising learning resources and formative assessments.

This ontology model is the foundational structure for personalized feedback within

an ontology-based recommender system [73]. Additionally, it has the potential for

integration with other recommendation technologies, offering broad applicability in

enhancing personalized learning experiences.
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Table 3.1.1: Related Work on the Use of Ontology in E-Learning

Title Contribution Drawbacks

A systematic
review of on-
tology use in
E-Learning
recommender
system [74]

The paper explores how
ontology-based recommender
systems impact e-learning
by involving collaborations
across artificial intelligence,
computing technology, educa-
tion, psychology, and social
sciences.

The paper centers on English-
published articles in particu-
lar databases, potentially ex-
cluding relevant papers in
other languages or databases.
However, it doesn’t delve
deeply into obstacles to ap-
plying recommender systems
in real learning scenarios, like
technology readiness, educator
adoption, and students’ digital
skills.

An Ontology
Development
Methodol-
ogy Based on
Ontology-Driven
Conceptual
Modeling and
Natural Lan-
guage Process-
ing: Tourism
Case Study [33]

The authors introduce ON-
ODM, an advanced ontology
development method. It fills
gaps in existing methods and
improves certain activities.
This method merges ontology-
driven conceptual modeling
(ODCM) with NLP. ODCM
enriches conceptual modeling
with ontological theories,
while NLP extracts potential
class relations from text.

The case study in the field of
tourism uses only a portion of
the available data. The chal-
lenges and limitations encoun-
tered during the complete ap-
plication of the case study are
not fully discussed. The pa-
per briefly mentions the pro-
cess of populating the ontol-
ogy with manually extracted
individuals as a potential chal-
lenge.

An Ontol-
ogy Model for
Formative As-
sessments [73]

The authors propose an ontol-
ogy model of formative assess-
ment employing a heutagogi-
cal approach, while the study
scrutinizes the differences be-
tween heutagogy-based assess-
ments and traditional ones,
encompassing response initia-
tion, learning domain, result
delivery speed, focus, and exe-
cution time.

The paper relies mostly on re-
view papers, potentially miss-
ing relevant research findings.
The ontology model priori-
tizes evaluating question com-
ponents but lacks a feedback
generator.
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3.2 Personalized Tutoring with Learner Modeling

Information and Communication Technology (ICT) has significantly revolutionized

the education landscape. Its integration into educational systems has paved the way

for personalized learning experiences. Using various technological tools and plat-

forms, ICT enables the customization of learning paths, content, and pace based on

individual student needs and preferences. This adaptability enhances student en-

gagement and comprehension, fostering a more effective learning environment. The

traditional “teacher-centred” approach in education is gradually transitioning towards

a “learner-centred” paradigm, facilitated by advancements in ICT. Learner modelling

lies at the heart of this transformation, emphasizing the importance of understand-

ing individual learners. Educators gain deeper insights into students’ strengths and

challenges by capturing and interpreting data on cognitive levels, preferences, and

learning behaviours. Consequently, educational interventions can be customized to

cater to diverse learner needs.

The applicability of learner modelling extends widely in the realm of online ed-

ucation. It stands poised to enhance teaching support methodologies, streamline

educational management practices, and establish a foundation for evaluating, inter-

vening, and predicting learner performance. Online education platforms heavily rely

on learner modelling to enhance the learning experience. These models drive the

development of adaptive learning systems that dynamically adjust content, pace, and

assessment methods. By leveraging learner data, these platforms offer personalized

recommendations, targeted interventions, and predictive analytics to optimize learn-

ing outcomes. Furthermore, learner modelling facilitates adequate teaching support,

enables efficient teaching management, and is a foundation for evaluating and pre-

dicting learner performance.

Despite the promising potential of ICT and learner modelling in education, chal-

lenges exist, including data privacy concerns, interoperability among educational sys-

tems, and ensuring equitable access to technology for all learners.

The learner model’s significance in education is widely acknowledged among re-
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searchers, underscoring its pivotal role in shaping the learning process. This model

is a comprehensive repository, capturing and delineating learners’ personal data and

intricate learning behaviours crucial for informing adaptive learning platforms. As ar-

ticulated by [45], an effective student model necessitates a robust data structure that

encapsulates multifaceted aspects such as cognitive characteristics, proficiency levels,

and learning patterns. By amalgamating these diverse elements, the learner model

essentially formulates a detailed profile, essential for tailoring personalized learning

experiences that cater to the individualized needs and preferences of each learner [86].

Moreover, the learner model’s essence lies in its ability to efficiently organize and

encapsulate individual learners’ intricate and diverse characteristics. It is a struc-

tured framework that systematically categorizes and represents learners’ traits, be-

haviours, and cognitive attributes. Through this organized framework, educational

platforms and systems can better comprehend the nuances of each learner’s strengths,

weaknesses, and learning preferences. By leveraging this detailed learner model, edu-

cational media can dynamically adjust content, pacing, and instructional strategies,

thereby optimizing the learning journey for each student, fostering engagement, and

facilitating more effective knowledge assimilation.

As proposed by [86], the learner model is conceived as a structured compilation

of individual learner data. This data is abstracted and processed algorithmically

to encapsulate essential learner attributes. In practical applications, the modelling

process involves a systematic approach that requires meticulous consideration of vari-

ous elements. This includes defining objectives, collecting pertinent data, conducting

thorough data analysis, and integrating feedback obtained from practical applications.

Identifying effective assessment indicators conducive to personalized learning has

remained a persistent and multifaceted subject of discourse. Numerous studies under-

score the pivotal role of Information and Communication Technology (ICT) solutions

in bridging this gap [71]. The recent global pandemic has further highlighted the ur-

gency to introduce educational methodologies supporting Blended Learning scenarios.

In response, educators have increasingly turned to diverse solutions, including imple-

menting Learning Management Systems (LMS) and Virtual Reality (VR) educational
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platforms. However, recent scholarly reviews have illuminated a crucial limitation:

examining students’ learning artifacts solely within a single solution may yield in-

complete insights. Consequently, this approach might fail to provide comprehensive

support for academic knowledge augmentation and skillset enhancement [71].

To address this challenge, the research authors introduced in [71] adopted multi-

modal assessments as a promising solution, offering a potential remedy to this limi-

tation. Multimodal assessments possess the ability to transcend the confines of sin-

gular solution-based analysis. They can provide a holistic perspective, empowering

educators with a more comprehensive understanding of students’ learning trajecto-

ries. This research introduces an integrated Multimodal Learning Analytics (MMLA)

framework. This innovative framework aims to concurrently orchestrate and classify

elements encompassing students’ personality traits, behavioural impacts, academic

performance metrics, and practical skill development. This proposal represents a

pivotal step within a broader initiative focused on Higher Education enhancement

[71].
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Table 3.2.1: Related Work on Personalized Tutoring with Learner Modeling

Title Contribution Drawbacks

Learner Model-
ing Framework
Based on Learn-
ing Analytics
[86]

The paper conducts empirical re-
search to validate the learner
modeling framework. It presents
a detailed explanation of how a
learner model can be formed us-
ing the proposed framework. The
authors proposes a learner model-
ing framework from the perspec-
tive of learning analytics. The
framework consists of four layers:
logic layer, data layer, analysis
layer, and application layer. This
framework provides a systematic
approach to constructing and op-
timizing learner models based on
learning analytics.

The paper provides a brief
overview of the learner modeling
framework and its empirical ap-
plication. It does not delve into
detailed discussions of specific
algorithms, techniques, or case
studies. The paper does not ex-
tensively address the ethical and
privacy implications of learner
modeling.

The Value
Proposition of
An Integrated
Multimodal
Learning An-
alytics Frame-
work [71]

The authors proposes an inte-
grated MMLA framework that
aims to orchestrate and classify
students’ personality traits, be-
havioral effects, academic perfor-
mance, and practical skills si-
multaneously. The paper high-
lights the research gap in the field
of multimodal assessment and its
potential for providing actionable
insights.

The paper mainly presents a con-
ceptual framework and discusses
the potential of multimodal learn-
ing analytics. It does not provide
empirical evidence or case studies
to demonstrate the effectiveness
and practical implementation of
the proposed framework.

Effectiveness of
ontology-based
learning con-
tent generation
for preschool
cognitive skills
learning [61]

The authors proposes a child-
friendly tutoring application,
called CogSkills2, that dynam-
ically generates cognitive skills
learning content using ontolo-
gies as domain knowledge. The
CogSkills2 application is designed
for mobile devices, leveraging
the benefits of mobile learning
(M-learning). It takes advantage
of multimedia content

The evaluation study conducted
in the preschool environment in-
volved three groups of children,
which may not represent a large
and diverse sample The correct-
ness of the dynamically gener-
ated learning content is assessed
through expert-based evaluation.
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3.3 Ontology for Personalized Tutoring

The study presented in [2] delves into the challenges associated with creating ontol-

ogy models, highlighting a common oversight among developers: the need for more

emphasis on properties alongside classes. It aims to address this issue by examining

the significance of a well-defined set of properties in crafting versatile ontology models

that can be applied across diverse domains. To achieve this, the paper introduces in-

novative quality metrics focused explicitly on property components. Additionally, it

presents a conversion technique designed to map foundational ontologies into adapt-

able models suitable for software development purposes.

By introducing these quality metrics and conversion methods, the authors of the

work presented in [2] aim to showcase their practical advantages and usability. It

emphasizes their effectiveness through examples drawn from the realm of knowledge

modelling. Through these examples, the paper demonstrates how a robust focus on

properties, alongside classes, can enhance the re-usability and adaptability of ontology

models across various fields. Ultimately, the intent is to provide developers with

valuable tools and insights to create more versatile and applicable ontology models

for different application areas, illustrating their potential impact within knowledge

representation and software development.

The research discussed in [2] emphasizes the practical utility of ontologies in soft-

ware and database development by highlighting the attainment of an optimal struc-

ture. The study validates the substantial advantages of incorporating these metrics in

ontology modelling by thoroughly examining newly introduced metrics and applying

them to diverse examples of different complexities. The results obtained from these

instances underscore the notable potential of these quality metrics to support the

creation of flexible and versatile ontology models significantly.

Moreover, these metrics offer valuable guidance for ontology designers in craft-

ing models adaptable to diverse knowledge management applications. The resultant

ontologies, with a more well-balanced class structure, exhibit suitability for software

engineering and knowledge management. Furthermore, the paper identifies promis-
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ing future application domains for these refined ontologies, envisioning their potential

integration in semantic web decision support systems, biology, intelligent e-tutor sys-

tems, and diverse engineering applications. This suggests these metrics’ wide-ranging

implications and utility in advancing ontology design for varied practical contexts.

Another study [60] endeavours to delve into the potential avenues for enhancing

online learning experiences by harnessing the capabilities of a customized recommen-

dation system. The focus lies in leveraging user interaction histories within the system

as the bedrock for crafting personalized recommendations. Employing a multifaceted

approach, the methodology includes a comprehensive review conducted across mul-

tiple stages. The primary aim is to discern the determinant factors or variables

significantly influencing users’ learning experiences within the system. Consequently,

the study aims to uncover latent opportunities within the recommendation system,

precisely honing in on personalized development pathways that cater to individual

user profiles. Education has witnessed a pervasive utilization of Learning Manage-

ment Systems (LMS) in contemporary times, mainly within online learning. These

systems, accessible through web interfaces or mobile applications, are fundamental

tools for delivering educational content. Integrating personalized recommendation

systems within LMS platforms has emerged as a pivotal advancement. These rec-

ommendation systems adeptly tailor learning materials based on user behaviour and

preferences. They encompass a spectrum of suggestions ranging from learning mod-

els, methodologies, and patterns to different learning stages, all finely tuned to match

individual users’ unique profiles and characteristics. The findings of this research are

poised to shed light on the influential factors shaping user interactions within learning

management systems. Furthermore, it aims to unearth the untapped potential within

recommendation systems, particularly in facilitating personalized learning journeys.

By identifying and understanding these influential factors, the study aims to pave the

way for a more tailored and practical approach to online learning, ultimately fostering

improved user experiences and enhanced educational outcomes.

Through the development of a personalized Learning Management System (LMS),

a significant stride is made in addressing the challenge of treating all students uni-
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formly by offering diverse learning materials. The outcomes gleaned from this ini-

tiative highlight a strong correlation between the presentation of different learning

materials and students’ active or reflective learning performance. This underscores

the importance of tailoring teaching materials with a proposed taxonomy that aligns

with students’ learning styles. The essence of personalization becomes paramount in

light of the vast expanse of information available on the internet, which often over-

whelms users in their quest to locate pertinent and essential information. Herein lies

the pivotal role of recommendation systems on the web, aiming to foresee and provide

items or information likely to pique the users’ interest or be helpful to them.

Moving forward, subsequent studies could capitalize on the insights gleaned from

this review by further developing and evaluating the perceived impact of utilizing

personalized recommendation systems. Such endeavours could encompass a com-

prehensive examination of behavioural patterns, interest variables, and the barriers

that influence decision-making concerning the recommendations offered. By exploring

these dimensions, future work seeks to unravel the nuanced intricacies surrounding the

adoption and efficacy of personalized recommendation systems, thereby contributing

significantly to the evolution and optimization of tailored learning experiences within

educational platforms.

The widespread use of digital libraries among students globally stems from their

convenient access to digitized study materials, e-books, and multimedia content. How-

ever, to enhance user satisfaction and loyalty, deploying a personalized digital library

becomes imperative to offer tailored services. This article introduces an innovative

approach to designing personalized digital libraries using the Protégé editor and ma-

chine learning methodologies.

The proposed methodology by [52] involves leveraging the capabilities of the

Protégé 4.3 tool to craft digital library ontologies and identify interconnected con-

cepts. This process encompasses domain knowledge acquisition, organizing ontologies,

elaborating ontology structures, ensuring information consistency, and validating the

ontologies. In addition, the article introduces the utilization of a gated recurrent unit-

recurrent neural network (GRU-RNN) coupled with a deep training tree (DTT). This
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GRU-RNN model is employed to predict diverse user behaviour styles encompassing

cognitive behaviour, learning speed behaviour, sedentary behaviour, and aggressive

behaviour. The incorporation of DTT addresses the vanishing gradient problem often

associated with GRU-RNN, replacing traditional gradient-based optimization meth-

ods. Moreover, a black widow optimization approach is integrated to enhance the

accuracy of the GRU-RNN network by updating its weights.

The efficiency of the methodology [52] is assessed using various performance met-

rics such as F-score, accuracy, loss, precision, and recall scores. The results demon-

strate the potential of the personalized digital library generated through this method-

ology to exhibit efficiency in usability and user-centric customization. This study

contributes a novel approach to developing personalized digital libraries, offering tai-

lored services to users, and enhancing their overall experience and satisfaction within

digital learning environments.
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Table 3.3.1: Related Work on Ontology for Personalized Tutoring

Title Contribution Drawbacks

Property-Based
Quality Mea-
sures in Ontol-
ogy Modeling [2]

The paper highlights the impor-
tance of properties in ontology
modeling and emphasizes that
ontology developers often concen-
trate more on classes while ne-
glecting the role of properties.
The paper introduces novel qual-
ity metrics specifically related to
property usage parameters in on-
tology modeling.

The paper outlines potential ap-
plication areas for future ontolo-
gies including semantic web deci-
sion support systems, biology, in-
telligent e-tutor systems, and en-
gineering applications, yet lacks
detailed exploration or empiri-
cal evidence for these areas, and
introduces novel quality metrics
without offering a comprehensive
comparison to existing ontology
quality metrics.

Personalized
Recommenda-
tion System for
Online Learning:
An Opportunity
[60]

The paper highlights the impor-
tance of personalized recommen-
dation systems in online learn-
ing by analyzing user behav-
ior through their interaction his-
tory with the Learning Manage-
ment System (LMS) to under-
stand how personalized recom-
mendations affect learning styles
and achievements.

The paper explores the poten-
tial advantages of personalized
recommendation systems in on-
line learning but lacks empirical
evidence or evaluation of their
perceived impact, while also not
addressing the technical imple-
mentation aspects within learning
management systems.

Personalized on-
tology and deep
training tree-
based optimal
gated recurrent
unit-recurrent
neural network
for prediction
of students’
behaviour [52]

The paper introduces a unique
approach utilizing the Protégé ed-
itor and machine learning meth-
ods to craft personalized dig-
ital libraries, emphasizing the
significance of tailored services
for user satisfaction and loyalty,
while also constructing a gated
recurrent unit-recurrent neural
network (GRU-RNN) integrated
with a deep training tree (DTT)
to forecast diverse user behavioral
characteristics.

The paper lacks a comprehen-
sive exploration of the unique
context, challenges, requirements,
and limitations associated with
digital libraries and fails to com-
pare the proposed scheme with
existing approaches or systems for
personalized digital libraries.
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CHAPTER 4

Problem Statement and Proposed

Method

4.1 Problem Statement and Contributions

This chapter begins by delineating the issue targeted for resolution within this the-

sis, then outlining the proposed methodology devised to address and overcome the

identified problem.

4.1.1 Problem Statement

Effective personalized tutoring hinges on dynamically responding to learner progress

and tailoring content difficulty accordingly. The development of scalable, efficient,

and adaptable personalized tutoring systems is imperative to address the multi-

faceted challenges posed by the diverse and evolving educational landscape. Prior

efforts within the research group yielded foundational ontologies, albeit needing more

semantic richness. External research emphasizes recommendation aspects but often

needs to improve in effective dialogue management, as noted by [3]. The absence of a

scalable ontology emerges as a significant obstacle in crafting robust personalized tu-

toring systems, restricting their capacity to cater to a broad spectrum of learners [49].

The inherent challenge lies in the manual and time-intensive construction of educa-

tional ontologies from datasets, impeding the scalability and efficiency of personalized

tutoring systems. Recognizing this, the thesis endeavours to pioneer an automated

ontology construction for personalized tutoring to augment the knowledge base and
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introduce a novel, semantically rich approach to ontology building.

4.1.2 Contribution

After Maaz [46] integrated facial expression animation and lip-syncing capabilities

into the e-tutoring system and the development of a Tutoring ontology by Ashwitha

[43], the plan started to take some shape but lacks the robustness as the ontology

was very finite.

This thesis endeavours to advance the landscape of personalized tutoring through

a multifaceted approach. Firstly, we introduce a meta-level framework and a sophis-

ticated algorithmic application. This framework is a pivotal contribution, laying the

groundwork for creating highly specialized, domain-specific ontologies meticulously

crafted for the unique demands of personalized tutoring systems.

Taking a significant step forward, our research extends its influence by presenting

intricate algorithms explicitly designed for Automatic Ontology Construction. These

algorithms are meticulously crafted to autonomously construct domain-specific on-

tologies, leveraging the wealth of information within publicly accessible datasets. This

innovation ushers in a new era of efficiency and scalability in personalized education,

addressing the evolving demands of modern learning environments.

The thesis’s contribution doesn’t stop at ontology construction, it delves deeper

into interaction modes. Our research enhances personalized tutoring by seamlessly

integrating domain ontologies into learning. This integration facilitates two distinct

and versatile interaction modes: quiz style and question-answer style. These modes

are not only adaptive to individual learner preferences but also serve to amplify the

overall effectiveness of the proposed educational approach.

To conclude, this thesis aims to enhance personalized tutoring by introducing a

meta-ontological framework, automating ontology construction, and enhancing inter-

action modes. By combining these elements, we aim to contribute to the evolution

of educational methodologies, offering a more tailored, efficient, and interactive ap-

proach to personalized learning [16].
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4.2 Algorithms for Ontology Construction

Within the paradigm of a POMDP dialogue manager, the conversational dynamics

are intricately modelled as a probabilistic decision process. This framework oper-

ates on the premise that the system’s actions are dictated by its belief state, which

encapsulates knowledge and uncertainty about the user’s intentions. At each step

of the dialogue, this belief state undergoes dynamic updates, incorporating observa-

tions and prior knowledge, thus evolving in response to the evolving conversation.

The POMDP dialogue manager orchestrates various methodologies from reinforce-

ment learning, probabilistic reasoning, and decision theory. This amalgamation is

strategically employed to ascertain the optimal action for the system in light of the

prevailing belief state. A pivotal aspect of this decision-making process is the judi-

cious consideration of the exploration-exploitation trade-off. This intricate balance

is aimed at navigating the dual objectives of gathering more insights into the user’s

intentions—thereby reducing uncertainty—while maximizing the system’s overall per-

formance. The POMDP system, responsible for determining the system’s text-based

responses, consists of several vital components. The State Estimator generates the

system’s current believed state, forwarded to the Belief State History (BSH) database

to maintain a comprehensive history of belief states. The BSH Storage retains the his-

torical belief states, providing additional insights into user interactions. Within this

system lies a pivotal ontology, the primary repository for storing domain knowledge

and knowledge rules. The ontology assumes a critical role in the intelligent pro-

cessing of user queries, playing a direct and decisive part in determining the system’s

responses and subsequent actions. Its responsibility extends beyond mere storage, the

ontology performs the intricate task of deciphering the appropriate response tailored

to the user’s input. Moreover, it intricately outlines the systematic steps to be under-

taken by the system, orchestrating a coherent and contextually relevant interaction.

In essence, this ontology acts as the cognitive backbone, bridging the gap between

user queries and system responses, ensuring a seamless and informed dialogue within

the defined domain. The intricacies of this ontology’s design and functionality form
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Fig. 4.2.1: Proposed Architecture

a cornerstone in the architecture, fostering a robust and intelligent system capable

of navigating the complexities of user interactions with precision and efficacy. Trend

Analysis, employing Discrete Wavelet Transformation (DWT), identifies sharp vari-

ation points, influencing the knowledge level determination. The Number of Change

Points (NCP) then dictates the knowledge level, guiding the selecting of an appro-

priate knowledge policy by the Policy Selector module. Based on the knowledge level

and rewards from the state estimator, this module determines the mode and optimal

text actions for integration into the broader system. The model is subsequently incor-

porated into the architecture’s lower right section, utilizing fuzzy logic to ascertain

the emotion displayed by the Embodied Conversational Agent (ECA). Conversely,

the sentiment analysis module uses fuzzy logic to extract sentiment from the user’s

input, with the fuzzifier determining the appropriate emotion for the ECA to ex-

press. In essence, the POMDP dialogue manager represents a fusion of advanced

computational techniques, leveraging probabilistic reasoning to navigate the inher-

ent uncertainties in user interactions. By incorporating insights from reinforcement
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Fig. 4.2.2: Proposed Meta Ontology

learning and decision theory, the system adapts dynamically to the evolving dialogue,

ensuring an optimal interplay between exploration, exploitation, and the pursuit of

system efficiency. This approach, rooted in the principles of POMDP, stands as a tes-

tament to the intricate and nuanced nature of modelling conversational interactions

within intelligent systems, as expounded in my thesis document.

4.2.1 Meta Ontology

A meta-ontology is a foundational blueprint for constructing diverse ontologies, of-

fering a set of general concepts and relationships that transcend specific domains

[47]. Unlike domain-specific ontologies, meta-ontologies abstain from incorporating

detailed domain-specific information but provide a robust framework for developing

such details. This role is pivotal in facilitating knowledge organization and sharing

across various domains [41]. In our personalized tutoring system, meta-ontology is a

crucial architectural component designed with scalability. Crafted explicitly for our
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Fig. 4.2.3: Detailed Parent-Child Relationship in Meta Ontology

personalized tutoring system, it features intricate relationships and predefined classes

tailored to the nuances of tutoring scenarios. This meta-ontology is not merely a

static blueprint but a dynamic and adaptable foundation that underpins the con-

struction of our Tutoring Ontology. The complexity within its relationships and the

predefined classes cater to the unique demands of personalized tutoring, emphasizing

its role as a cornerstone for the knowledge representation and organization within the

Tutoring Ontology. This meta-ontology aligns with the broader objective of ontology

engineering by providing a structured yet flexible framework that accommodates the

evolving nature of the personalized tutoring domain. Its significance lies in its abil-

ity to capture the essential abstractions and relationships that characterize tutoring

scenarios, ultimately contributing to the robustness and adaptability of the entire

ontology framework within our personalized tutoring system.

4.2.2 Dataset Processing

The dataset under consideration comprises textual information and elements that are

either non-textual or lack meaningful content. Non-textual information, exemplified

by figures and similar components, may need to be considered during preprocessing

to alleviate the overall file size. Regular expressions (Regex) can be tailored to match
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Fig. 4.2.4: POS tagging & removal of stop words

Fig. 4.2.5: Lemmatization of extracted tokens

specific patterns associated with figures, images, or other non-textual content, allow-

ing for targeted removal. This strategic elimination of non-textual elements aims to

streamline the dataset, ensuring a more compact representation focusing on textual

content. Additionally, text fragments devoid of domain-specific information pose an-

other facet for refinement. Text sections lacking substantial domain relevance can be

selectively removed from the dataset. This deletion process contributes to creating a

more condensed text dataset, enhancing its relevance and informativeness for subse-

quent analyses. The overarching goal is to optimize the dataset’s composition, retain-

ing only the text elements that carry meaningful domain-specific information while

discarding extraneous or redundant components. This meticulous curation process

ensures that the resultant dataset aligns more closely with the specific requirements

and objectives of the research outlined in my thesis. The implementation involves the

utilization of the SpaCy module [39] to execute POS-tagging, a crucial linguistic anal-

ysis process. This operation transforms the input string into a nested list structure,

encapsulating each sentence within a distinct list entry. Tokenization is then carried

out, extracting individual tokens from the text. Notably, tokens are separated based

on interpunction and space characters. Further refinement of the linguistic analysis
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is achieved through lemmatization, leveraging the vocabulary provided by [85]. This

comprehensive step involves reducing each token to its base or root form, facilitating

a standardized and uniform representation of words within the text. The lemmati-

zation process contributes to the normalization of the data, enhancing the accuracy

and consistency of subsequent analyses. Moreover, each dish is categorized within

every sentence by assigning it to a specific lexical category, such as a noun, verb,

number, etc. This categorization provides valuable insights into the grammatical and

semantic structure of the text, laying the foundation for more in-depth linguistic and

computational analyses.

4.2.3 Annotation of Extracted Tokens

A crucial step in the ontology construction process involves filtering and selecting

relevant terms to serve as ontology classes. Since ontology classes predominantly

consist of nouns, the dataset undergoes a meticulous filtering process, retaining only

tokens categorized as ’nouns’ and ’proper nouns’. This targeted selection ensures that

the subsequent procedures focus exclusively on linguistically appropriate elements for

ontology construction. To annotate extracted tokens, We remove and store ontology

class definitions in hierarchical dictionaries for easy access. Each ontology has its

glossary of class names and meanings, ensuring efficient retrieval. Extracted tokens

are matched with class names, and tickets and definitions are stored for review.

Following the token selection, a comprehensive search is conducted within the

ontologies to identify and quantify the presence of these selected tokens as classes.

This step provides valuable insights into the distribution of relevant terms across

different ontologies, aiding in the strategic decision-making process for choosing a

base ontology for further extension steps. The quantitative analysis of token occur-

rences within each ontology is a foundational metric for determining the ontological

groundwork that best accommodates the intended expansion. An additional layer

of information is extracted by capturing the definitions associated with these classes

within the ontologies to enhance the understanding of the selected classes. The ex-

traction of class definitions, stored as string values, contributes to the interpretability
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Fig. 4.2.6: Reference Dictionary created from Meta Ontology & Ontario Ministry of
Education Website

Fig. 4.2.7: Annotated tokens using keyword matching

and semantic richness of the ontology. This extraction facilitates subsequent steps

in the ontology construction process and provides a basis for easy evaluation and

refinement by domain experts. Including expert input becomes pivotal in ensuring

the accuracy and relevance of the ontology’s conceptual framework.

In selecting a suitable ontology for the dataset and enhancing it through integrat-

ing concepts acquired during pre-processing, a crucial step involves understanding

the existing definitions of tokens within the ontologies. To achieve this, Python code

has been developed, leveraging the owlready2 library [39] to load ontologies from a

local database dynamically. Subsequently, the code extracts all class labels and their

corresponding definition strings from the ontologies, organizing this information into

key-value pairs within dictionaries. The structure of these dictionaries is designed to

store the class names and their definitions efficiently. A nested approach is employed,

where a dictionary is dedicated to each ontology, with the ontology name as the key

and the nested dictionary containing class names and their definitions as the corre-

sponding value. This hierarchical organization facilitates the systematic retrieval of

class information based on ontology names. Upon completing this data extraction and

organization process, the next step involves processing the tokens identified through

text extraction. The developed Python code systematically navigates the dictionaries,
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Fig. 4.2.8: The code’s workflow developed for annotating the extracted tokens.

specifically targeting class names, to identify and match these extracted tokens. This

meticulous matching process ensures the accurate association of tokens with their cor-

responding class names within the ontologies. Moreover, the tokens extracted during

the text processing phase are systematically stored in a dedicated table, accompanied

by their corresponding definitions. Each token is explicitly associated with its source

ontology, facilitating a streamlined review process by domain experts at a later stage.

The workflow designed for annotating these extracted tokens is visually represented

in Figure 4.2.4. The components requiring input, namely the Meta ontology and the

tokens acquired through text extraction. On the other hand, the output elements,

depicted in dark blue, signify the results and insights generated through the workflow.

This structured approach ensures efficient token management and linkage to source

ontologies and establishes a clear pathway for expert evaluation and validation. The

integration of these processes contributes to the overall robustness and reliability of

the annotation system, aligning with the quality standards expected in my research

as outlined in my thesis document.
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4.2.4 Automatic Creation of New Class

The training of the Word2Vec model involves utilizing the textual data acquired

through the methods detailed in Section 4.2.2. A vector size 300 was chosen for sta-

bility and consistency in representing words or phrases. Notably, while the Word2Vec

model can be applied to hierarchical clustering, the resultant clusters do not inher-

ently yield ontological or semantic hierarchies. This limitation arises from the nature

of relations between tokens extracted through the vectorization of concepts. Despite

capturing semantic similarities within text clusters relevant to knowledge domains,

the Word2Vec model does not inherently provide classification or hierarchical infor-

mation conducive to establishing ontology classes and their respective subclasses.

Consequently, employing hierarchical clustering techniques such as dendrograms may

not necessarily yield structured concepts into ontological hierarchies. However, the

strength of Word2Vec lies in its ability to generate tokens with high cosine similarity

to an initial input concept, offering valuable insights into semantic associations within

the textual data.

The output generated by the workflow outlined in Section 4.2.3 is employed to

leverage the functionality of similar tokens. This workflow serves a dual purpose by

not only annotating tokens in a text dataset with definitions sourced from ontologies

but also providing information on tokens already present in each investigated ontol-

ogy. By selecting the ontology with the most common classes, the tokens already

contained in these classes serve as input for the Word2Vec model, which has been

trained on the text dataset. Subsequently, this model is utilized to identify the clos-

est tokens based on cosine similarity to the input word. The process incorporates a

threshold value that regulates the number of output tokens, considering the minimum

allowable cosine similarity. For instance, setting a minimum cosine similarity of 0.999

would yield only tokens closely aligned with the input. In contrast, a minimum sim-

ilarity of 0.8 would encompass broader tokens positioned farther away in the vector

space. Given that these tokens exhibit the highest similarity to the already contained

ontology class, the relationship between the ontology class and the tickets retrieved
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Fig. 4.2.9: Annotations of new class w2v visualized in Protégé for later review by
domain expert

through Word2Vec is presumed to have some semantic relevance. This approach

enhances the semantic understanding and association between ontology classes and

corresponding keys, contributing to a more nuanced and contextually rich representa-

tion. In the context of Word2Vec output, the process involves generating tokens that

may not already exist within the ontology. When such a scenario arises, a proactive

approach is taken to create new classes, each reflecting a specific token. A com-

prehensive category named “w2vConcept” is established to efficiently manage these

newly introduced classes, functioning as a subclass of the “owl: Thing” class. Tokens

produced by the Word2Vec model, which still need to be present in the ontology,

are then instantiated as classes. Additionally, they are designated as subclasses of

the automatically generated “w2vConcept” class, which, in turn, is positioned as a

subclass of the ontology root class “owl: Thing” This structuring facilitates the subse-

quent revision of the automatically generated classes, providing ease of identification

within an ontology editor such as Protégé, mainly when listed as subclasses of the

same category. Moreover, this approach ensures that the integration of new classes

preserves the semantic integrity of the ontology. An object property named “con-

ceptually related to” is automatically created to establish relationships between these

unique classes. This property aims to simplify the subsequent definition of the precise

relationship between these classes, streamlining the process of identifying conceptual

associations as indicated by the Word2Vec model.
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Fig. 4.2.10: Overall Algorithm

The methodology outlined in Section 4.2.3 is employed in annotating classes with

missing definition strings. This workflow entails searching for definition strings for

the newly generated classes within other semantic artifacts. It’s important to note

that the code cannot autonomously determine the most suitable definition when con-

fronted with multiple options. Consequently, each obtained definition string is metic-

ulously listed in a distinct ‘rdfs: comment‘ field associated with the respective class.

Additionally, a note detailing the source of the definition is appended to provide

transparency and context regarding the origin of the information. This approach en-

sures a comprehensive annotation of classes, incorporating relevant definition strings

and their sources, thus contributing to the clarity and comprehensiveness of the se-

mantic artifacts in the ontology. Domain experts can systematically review the newly

introduced classes after storing the resultant extended ontology. This review process

involves a comprehensive assessment, allowing experts to make informed decisions

regarding accepting or rejecting these added classes. Moreover, domain experts have

the flexibility to refine the conceptual relationships associated with these classes, tai-
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loring them to better align with the specific requirements or nuances of the given

domain. This iterative workflow, depicted in Figure 4.2.10 of the thesis, outlines the

steps in automatically extending an ontology. The initial input is represented by the

meta ontology, indicated in red, which serves as the foundation for the extension pro-

cess. The resulting domain ontology, coloured in green, represents the output of this

workflow. This systematic approach ensures that the extended ontology undergoes

expert scrutiny and refinement, aligning it more closely with the domain’s nuanced

understanding and specific needs.

4.2.5 Construction of Domain Ontology

The algorithm for constructing a domain ontology through an automated extension

process involves several key steps to seamlessly integrate new classes based on seman-

tic similarities identified by the Word2Vec model. The workflow is designed to ensure

the preservation of semantic integrity and the facilitation of subsequent expert review

and refinement. The step by step process is detailed as follows:

1. Word2Vec Model and Clustering: The Word2Vec model is initially trained

on textual data to capture semantic relationships. However, the resulting clusters

lack ontological or semantic hierarchies due to the nature of the relations between

extracted tokens. Hierarchical clustering techniques are not employed, as they do not

provide classifications of concepts or subclasses of ontologies. 2. Utilizing Word2Vec

for Semantic Similarity: Word2Vec is harnessed to identify tokens with high cosine

similarity to an initial input concept. The workflow annotates these tokens with

definitions from existing ontologies, determining which tokens are already present

in each ontology. 3. Automatic Creation of New Classes: If a token identified by

Word2Vec is not already present in the ontology, a new class is dynamically gen-

erated to represent that token. This new class is categorized under an overarching

class called “w2vConcept”, positioned as a subclass of “owl: Thing”. This accom-

modation ensures the inclusion of newly introduced classes that may still need to be

defined through semantic means. 4. Preservation of Semantic Integrity: The newly

created classes are explicitly set as subclasses of the “w2vConcept” class establishing
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Fig. 4.2.11: New Concepts added to the Class w2vconcepts

a hierarchical structure that preserves the semantic integrity of the ontology. This

structured organization facilitates the subsequent revision of automatically created

classes using popular ontology editing tools like Protégé. 5. Conceptual Relation-

ships and Definitions: Unique classes are interconnected through an automatically

established relationship termed “conceptually related to”. This relationship assists

in precisely defining the associations between the classes. The workflow searches for

definitions in other semantic artifacts to enrich classes with missing definition strings,

documenting each obtained definition string along with its source. These definitions

are then included as “rdfs: comment” annotations of the respective classes.

The overall outcome of this comprehensive workflow is the automatic extension of

the ontology, incorporating new classes derived from semantic similarities identified

by the Word2Vec model. The resulting extended ontology provides a foundation for

domain experts to review and refine the newly added classes, ensuring alignment with

the domain’s nuanced understanding and specific requirements.

4.2.6 Automatic Creation of New Classes

To automate the creation of new classes within the domain ontology, our methodol-

ogy was applied to a comparable dataset, specifically the HotPotQA, renowned for

featuring natural, multi-hop questions [97]. The iterative process was initiated afresh,

beginning from Section 4.2.2 and progressing through Section 4.2.5. Focusing on a
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limited dataset segment, our approach demonstrated its capability to discern and

extract essential concepts such as “interest” and “loan amount” from the dataset.

This application of our technique illustrates its adaptability and effectiveness in

scaling up ontologies across diverse datasets. The meticulous execution of Sections

4.2.2 to 4.2.5 showcases how the process seamlessly extends to comprehend intricate

concepts embedded in the dataset. Notably, this ability to traverse varying datasets

underscores the methodology’s potential to generate more elaborate domain ontolo-

gies across various domains. This success in automating the creation of new classes

exemplifies the versatility and efficiency of our approach in handling diverse data

sources and producing sophisticated domain ontologies tailored to specific domains.

4.3 Algorithm of Personalized Tutoring

The following section delineates the intricate details of the algorithm for implementing

personalized tutoring. Within this section, we delve into the systematic structure of

the algorithm and its integration into the broader system architecture. Emphasizing

the pivotal role of ontology in personalized tutoring, we explore how it serves as a

foundational component, enabling the system to tailor educational interactions based

on individual user needs and preferences.

4.3.1 System Structure

The foundation of the tutoring system’s functionality lies in the intricacies of its

system structure, which orchestrates a dynamic and adaptive learning environment.

Commencing with the user’s initial knowledge level as the point of origin, the tutoring

session unfolds through a meticulous knowledge assessment process and tailored ques-

tion retrieval. Estimating the user’s knowledge level is a multifaceted task, intricately

woven with factors like NCP scores and user interactions, encompassing a compre-

hensive evaluation of previous responses and performance metrics. The semantically

enriched ontology emerges as a linchpin in this process, serving as the backbone for

categorizing and organizing questions. It is pivotal in ensuring the retrieved ques-
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Fig. 4.3.1: Improved Personalized E-Learning Flow

tions align precisely with the user’s estimated knowledge level. By leveraging the

contextual relevance encoded in the ontology, the system adeptly tailors the learn-

ing experience, providing questions that are appropriate and align with the user’s

proficiency.

Evaluating user responses represents a critical juncture where the system employs

predefined criteria to discern correctness. Driving by user performance, knowledge

level adjustments introduce a dynamic element to the learning trajectory. Consecutive

correct answers propel an upward adjustment, signifying enhanced proficiency, while

a series of incorrect responses may prompt a downward adjustment, signalling the

need for foundational content. In tandem with these processes, the system actively

engages the user through informative feedback. Positive reinforcement is judiciously

employed for correct answers, fostering a positive learning experience. Simultaneously,

the system provides guidance and hints for incorrect responses, nurturing a supportive

and instructive environment. This intricate system structure exemplifies a nuanced

approach to personalized tutoring, where adaptability, context-awareness, and user-

centric feedback converge to optimize the learning journey.

4.3.2 Use of Ontology for Personalized Tutoring

In personalized tutoring, utilizing ontology forms a foundational component, orches-

trating a dynamic and adaptive learning experience for users. The initiation of the
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tutoring session hinges upon establishing the user’s initial knowledge level as a base-

line. This critical starting point sets the stage for a tailored educational journey.

The system employs a sophisticated approach to estimate the user’s knowledge level,

drawing insights from NCP scores and user interactions. This estimation considers

multifaceted factors, including the user’s historical responses and overall performance.

The semantically enriched ontology emerges as a critical player in the subsequent

phases of the tutoring process. With a nuanced understanding of the user’s estimated

knowledge level, the system navigates the ontology to retrieve questions meticulously

tailored to the user’s proficiency. The ontology categorizes and organizes questions,

ensuring their relevance and appropriateness within the user’s contextual learning

journey. This strategic use of ontology enriches the tutoring experience by aligning

content with the user’s proficiency, fostering a targeted and effective learning envi-

ronment.

A crucial evaluation process ensues as the user engages with the system by re-

sponding to questions. The system employs predefined criteria to assess the correct-

ness of user responses. Based on this evaluation, the user’s knowledge level adjust-

ments are dynamically made. A series of consecutive correct answers may lead to an

upward adjustment, reflecting the user’s enhanced proficiency. Conversely, straight

incorrect answers prompt a downward adjustment, signalling the need for a more

foundational understanding of the content.

Integral to the personalized tutoring paradigm is the continuous provision of feed-

back to the user. The system strategically integrates feedback mechanisms, encour-

aging positive responses and offering guidance and hints for incorrect answers. This

feedback loop contributes to the user’s understanding and shapes the tutoring sys-

tem’s adaptive nature, tailoring the learning experience in real time based on user

interactions.

In summary, incorporating ontology in personalized tutoring is the linchpin or-

chestrating a seamless and adaptive educational journey. From the initial estimation

of the user’s knowledge level to the dynamic adjustment based on performance, the

interplay between ontology and user engagement ensures a personalized and practical
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tutoring experience.
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CHAPTER 5

Implementation and Experiments

This chapter delves into the intricate details of the implementation process, offering

comprehensive insights and running examples that vividly showcase the utilization

of a Domain Ontology within the context of personalized tutoring. At the core of

this thesis lies the pivotal concept of constructing a Robust Domain Ontology metic-

ulously designed for integration into an e-tutoring system. The primary objective is

to empower the tutoring system with the capability to furnish users with construc-

tive feedback, hints, and valuable suggestions. This innovative approach not only

involves the creation of a comprehensive ontology but also extends to incorporating

an e-tutoring model that adeptly observes and monitors the learner’s historical inter-

actions. The outcome is a dynamic system that delivers tailored actions that enhance

the learning experience. By leveraging the Robust Domain Ontology, the e-tutoring

system becomes adept at deciphering the learner’s trajectory, adapting its responses,

and providing targeted interventions to optimize the learning journey. This chapter

serves as a detailed exploration of the practical implementation of these concepts,

offering concrete examples to underscore the effectiveness and functionality of the

proposed approach in the realm of personalized tutoring.

5.1 Software and Tools

Table 5.1.1 furnishes an exhaustive inventory of software applications and tools em-

ployed throughout the thesis undertaking, accompanied by a delineation of their spe-

cific functions and objectives. The subsequent section delineates the primary software
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and tools harnessed during the project’s implementation. The project primarily relies

Table 5.1.1: Software and Tools

Function Software/ Library

Programming Language Python 3.6.1

Ontology Language OWL/RDF

IDE Jupyter

Ontology Editor Protégé, Owlready2, RDFLib, PyPDF2

Dataset Format Json

Avatar Simulation PyopenGL

Text Library Gensim, Glob2, Spacy

Datasets SQUAD2.02.0, HotPotQA, CoQA, CIMA

on Python as its core programming language, providing the foundational framework

for implementing diverse algorithms, managing data processing tasks, and orchestrat-

ing the overarching project logic. The Owlready2 package is pivotal in this Python

ecosystem, facilitating ontology-oriented programming. Owlready2 can seamlessly

load OWL 2.0 ontologies as Python objects, enabling their modification, preserva-

tion, and execution of reasoning operations through HermiT, which is integrated into

the package. Notably, Owlready2 ensures transparent access to OWL ontologies, a

departure from conventional Java-based API approaches.

The project extensively employs RDF/OWL files in the context of ontology file

formats. These formats play a crucial role in structuring and representing ontologi-

cal knowledge, offering a standardized and interoperable means of encoding semantic

information. The RDF/OWL file format ensures compatibility with the ontology-

oriented objectives of the project, supporting effective data representation and ex-

change.

Additionally, the project leverages Protégé, a widely recognized ontology devel-

opment tool. Protégé provides a user-friendly environment for creating, editing, and

visualizing ontologies. Its intuitive interface facilitates ontology modelling, enabling
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users to define classes, properties, and relationships. By incorporating Protégé into

the project workflow, ontology construction and management are streamlined, con-

tributing to the overall efficiency and coherence of the development process.

5.2 Resources and Format of Datasets

This section provides a comprehensive overview of the diverse resources employed

in the research, elucidating their significance in shaping the investigation’s trajec-

tory. Additionally, it delves into the intricate details of dataset formats, shedding

light on the structures and conventions adhered to in representing empirical data. A

meticulous exploration of this section unfolds the essential groundwork, guiding the

reader through the intricacies of the datasets that form the backbone of the empirical

analyses conducted in this research endeavour.

SQUAD2.0, derived from Wikipedia articles, features a compilation of questions

linked to specific excerpts within the articles, serving as a valuable resource for train-

ing and assessing models focused on natural language understanding, particularly

in question answering and comprehension tasks. Renowned for its meticulous an-

notations, SQUAD2.0 stands as a benchmark for evaluating the efficacy of machine

reading comprehension systems. Conversely, CoQA introduces a layer of complexity

by incorporating conversational dynamics, encompassing multi-turn interactions and

the resolution of coreference. Both datasets are subject to ongoing enhancements,

with the release of new versions and updates aimed at addressing limitations and

furnishing a more diverse and challenging set of examples for training and evaluation

purposes.

The CIMA [85] collection, which we openly share, is innovative in that it exposes

students to intersecting foundational concepts across exercises, collecting multiple

pertinent tutoring responses for the same input. CIMA possesses several noteworthy

attributes from an educational standpoint: student role-players complete activities

with fewer turns during the conversation, and tutor players adopt strategies that

align with certain academic conversational norms, such as offering hints versus pos-
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ing questions in appropriate contexts. This dataset facilitates a model’s training

to generate the subsequent tutoring utterance in a conversation contingent upon a

provided action strategy.

CoQA is a substantial dataset designed for constructing Conversational question-

answering systems, presenting a challenge that gauges machine proficiency in compre-

hending a given text passage and responding to a series of interconnected questions

embedded within a conversation. This dataset encompasses an extensive compilation

of over 127,000 questions paired with corresponding answers derived from more than

8,000 distinct conversations. Each talk is curated through the collaboration of two

crowd workers engaging in a dialogue centred around a text passage structured in the

format of questions and answers. CoQA boasts distinctive attributes, including the

conversational nature of questions, the free-form text format of solutions, the provi-

sion of evidence subsequences highlighted in the passage alongside each answer, and

the incorporation of courses from seven diverse domains. Notably, CoQA introduces

challenging elements that need to be included in conventional reading comprehension

datasets, such as coreference resolution and pragmatic reasoning.

HotpotQA introduces a novel dataset comprising 113,000 question-answer pairs

derived from Wikipedia, characterized by four distinctive attributes: (1) questions

necessitate locating and reasoning across multiple supporting documents for answers,

(2) the questions exhibit diversity without constraints to existing knowledge bases

or schemas, (3) the dataset provides sentence-level supporting facts, offering intense

supervision for reasoning and facilitating explanatory predictions by QA systems, (4)

it includes factoid comparison questions, designed to assess QA systems’ capability to

extract pertinent facts and perform relevant comparisons. This research demonstrates

the challenging nature of HotpotQA for contemporary QA systems, highlighting the

role of supporting facts in enhancing performance and promoting explainability in

predictions.
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Fig. 5.3.1: Format of Meta Ontology.

5.3 Format of Meta-Ontology

A comprehensive Meta-Ontology has been meticulously crafted in personalized tutor-

ing, laying the groundwork for developing a Domain Ontology explicitly tailored for

mathematics. This endeavour culminates in an extensive literature review and a de-

liberate expansion upon prior research efforts. Meta-Ontology is intricately designed

to align with the unique requirements of the dataset under consideration, reflecting

purposeful customization for the targeted educational domain.

The formulation of the Meta-Ontology results from thorough analysis and thought-

ful consideration of prevalent concepts and relationships within the field. It serves as

more than a mere representation of data, it operates as a source of guiding princi-

ples and structural templates. This dual role significantly enhances the quality and

integrity of the ontologies subsequently generated.

The decision-making process behind the design of the Meta-Ontology was driven

by the strategic need to establish a robust and flexible foundation for the ontology

construction process. By structuring the Meta-Ontology to encompass a diverse array

of high-level concepts and relationships, the objective was to ensure that the auto-

mated ontology generation could effectively capture a broad spectrum of knowledge

domains. This approach allows for the accommodation of various subject areas and
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Fig. 5.4.1: Format of Domain Ontology.

facilitates adaptation to potential shifts in focus, ensuring the longevity and adapt-

ability of the ontological framework. The Meta-Ontology, thus, serves as a pivotal

component in the ontology construction process, providing a versatile and compre-

hensive framework that underpins the subsequent development of domain-specific

ontologies.

5.4 Format of Domain-Ontology

After going through our four-step algorithm process, the initial domain ontology con-

structed is as shown in Figure 5.4.1. The domain ontology employed in this research

is structured to encapsulate the underlying knowledge of the targeted subject area,

ensuring a comprehensive and well-organized representation. The format adheres to

established ontology principles, incorporating a hierarchical structure, clearly defined

classes, and explicit relationships
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Fig. 5.5.1: Format of a simple Ontology

5.5 Use of Ontology in E-Tutoring

5.5.1 E-Tutoring Without Personalization

“E-Tutoring Without Personalization” is a critical aspect that warrants thorough

consideration in educational technology. The system in question relies on an ontol-

ogy to efficiently categorize educational content into distinct subjects and subtopics,

contributing to a well-structured library of learning materials. However, a notable

limitation arises from the system’s need for adaptation to users’ knowledge levels.

The inherent drawback manifests as an absence of personalized learning expe-

riences, as the ontology-based approach must account for users’ diverse proficiency

levels. This oversight results in learners encountering material that may surpass their

current understanding or prove too introductory for their skill level. The consequence

is a potential disengagement from the learning process, as users may find the content

either overly challenging or insufficiently stimulating.

The significance of personalization becomes evident in addressing these limita-

tions. With tailored adaptation to users’ knowledge levels, the e-tutoring platform can

avoid causing frustration among learners who grapple with overly complex material

or, conversely, disinterest when confronted with content perceived as too elementary.

The absence of personalization also hinders the platform from delivering tailored

learning experiences that align with each learner’s specific needs and goals. This

example underscores the imperative of incorporating personalization into e-tutoring

platforms to enhance adaptability, engagement, and overall effectiveness in delivering
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Fig. 5.5.2: Algorithm Flow Chart

Fig. 5.5.3: Basic Ontology

a more meaningful and tailored learning experience. The analysis emphasizes the

pivotal role of personalization in mitigating the challenges associated with rigid, non-

adaptive e-tutoring systems, ultimately contributing to a more positive and impactful

learning journey for users.

5.5.2 Personalized E-Tutoring with Basic Ontology and Al-

gorithm

Algorithm-driven adaptation is a pivotal component in the personalized e-tutoring

system, employing a sophisticated algorithm designed to monitor and adjust the

learner’s knowledge level dynamically. This rule-based adaptive approach enables

continuous evaluation of the learner’s performance. When the algorithm identifies a

learner struggling with a specific concept or question, it initiates actions to modify

the knowledge level accordingly. Notably, the algorithm can decrease the associated

knowledge level for the content in response to challenges the learner faces. For ex-
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Fig. 5.5.4: Algorithm to utilize the basic Ontology

ample, if a learner encounters difficulty with a challenging question and provides

an incorrect answer, the algorithm adjusts the difficulty level downward. This en-

sures a more accessible learning experience, aligning with the learner’s proficiency.

In the earlier methodology, question complexity was contingent on the user’s profi-

ciency level, accompanied by hints when difficulties arose. Successful user responses

triggered affirmative feedback, fostering accelerated knowledge acquisition. The user

engagement process involves selecting a subject before proceeding with the task, as

the algorithm outlines. Once the knowledge level and current task are determined,

the system iterates through each question based on the user’s knowledge. Each ques-

tion is presented individually, and the user enters their response. The ontology then
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Fig. 5.5.5: Improved Domain Ontology

evaluates the user-provided answer for accuracy, providing constructive feedback for

correct responses and negative feedback with motivation and hints for incorrect ones.

Figure 5.5.4 visually depicts the entire interaction and conditional actions, showcas-

ing the comprehensive nature of the personalized e-tutoring system’s algorithm-driven

adaptation.

5.5.3 Improvement with Semantically Enriched Ontology

The developed ontology serves as a sophisticated tool for content categorization, sur-

passing traditional methods by incorporating expertise and domain knowledge into

its classification framework. Our comprehensive review of Ontario’s curriculum web-

site involved meticulously categorizing topics into elementary, intermediate, and ad-

vanced levels, employing a keyword-matching approach to ensure classification accu-

racy based on complexity and relevance. The domain ontology, a key component of

our system, exhibits a high level of granularity, enabling a nuanced differentiation

between fundamental concepts and advanced topics within a given subject. This

capability enhances content organization, ensuring a structured and informed presen-

tation to users. One of the distinctive features of our system is its implementation

of Adaptive Learning. This functionality optimizes the user’s learning journey by

aligning with their proficiency levels and objectives. The system intelligently tailors

content delivery, striking a balance that is neither easy nor difficult, thereby fostering
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Table 5.5.1: Personalized E-Tutoring with semantically enriched ontology

Q. Range Knowledge Level Action

1-2 Elementary Incorrect. {Hint}, Repeat & Next Q}

3-9 Intermediate Correct. {noHints} & Next Q}

10-13 Elementary Incorrect. {Hint}, Repeat & Next Q}

14-20 Intermediate Correct. {noHints} & Next Q}

21-24 Elementary Incorrect. {Hint}, Repeat & Next Q}

25-35 Intermediate Correct. {noHints}

optimal user growth and comprehension conditions.

Our semantically enriched ontology and Adaptive Learning form a robust foun-

dation for improved personalized e-tutoring. The ontology’s advanced categorization

capabilities and the system’s adaptive approach collectively contribute to a more re-

fined and tailored educational experience, addressing users’ individualized needs and

growth trajectories.

5.5.4 Scalability using a different Dataset

The exploration of the scalability of our proposed method involved the application

of our approach to a distinct dataset known as HotPotQA. Through this experimen-

tation, our process demonstrated the capability to generate new concepts intricately

related to the domain ontology. The hotpotQA dataset, renowned for featuring natu-

ral, multi-hop questions [97], was a robust testing ground for our approach. Focusing

on a specific dataset section, we successfully extracted and comprehended complex

concepts such as “interest” and “loan amount”. This insightful endeavour showcased

our method’s effectiveness in scaling up the ontology across different datasets, empha-

sizing its adaptability and capacity to produce more intricate domain ontologies for

diverse domains. The results underscore the versatility of our approach, illustrating

its potential to extend its applicability and contribute to the development of nuanced
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Fig. 5.5.6: The HotPotQA dataset

Fig. 5.5.7: Added Classes

and comprehensive domain representations.
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CHAPTER 6

Experimental Results

In this chapter, we present the outcomes of the experimental phase, delving into the

automatically constructed domain ontology and providing insights into its structure,

coverage, and effectiveness. The results are systematically organized to showcase the

contributions made, supported by evidence highlighting the impact and significance

of the developed ontology. Additionally, we address any identified limitations and

engage in discussions to comprehensively understand the experimental findings.

6.1 Automatically Constructed Domain Ontology

Constructing the Automatically Constructed Domain Ontology involves a robust four-

step algorithm that ensures the ontology’s sustainability and adaptability. This algo-

rithm, characterized by its versatility and conciseness, paves the way for a compre-

hensive ontology that evolves dynamically based on the input data. The algorithm’s

innate ability to adapt to varying data characteristics contributes to the ontology’s

robustness. The previous ontology that was built was a very simple one [43].

Semantic Enrichment with Word2Vec is a crucial step in constructing the ontol-

ogy, emphasizing the depth and semantic richness of the knowledge representation.

Word2Vec, a robust language model, is employed to imbue the ontology with se-

mantically meaningful word embeddings, elevating the expression of concepts to a

more nuanced and contextually aware level. Each word or concept in the ontology is

transformed into a high-dimensional vector, capturing its semantic relationships with

other words. Word2Vec operates on the principle that words appearing in similar
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contexts will have vectors closer to the vector space. As a result, the enriched on-

tology reflects the inherent meanings of individual concepts and the intricate web of

relationships and contextual associations between them. Incorporating semantically

meaningful word embeddings enhances the ontology’s ability to capture the subtleties

of language and the complex interplay of concepts within the defined domain. This

nuanced understanding contributes to a more sophisticated and context-aware repre-

sentation of knowledge, ensuring that the ontology is comprehensive and reflective of

the intricate semantics inherent in the domain.

Using Word2Vec embeddings goes beyond mere concept enrichment, it plays a

pivotal role in visualizing semantic relationships within the ontology. By leveraging

Word2Vec’s ability to capture semantic nuances, the system creates a visual repre-

sentation that illuminates the intricate connections among existing concepts. This

visualization offers a profound understanding of how concepts are interlinked and

provides nuanced insights into the semantic associations between these concepts and

the extracted tokens. The visual representation is a dynamic and insightful resource,

offering a comprehensive view of the ontology’s structure and dynamics. It enables

stakeholders to discern not only the conceptual hierarchy but also the nuanced re-

lationships that exist between different elements. This visual aid proves invaluable

in deciphering the intricacies of the ontology, fostering a deeper comprehension of

the semantic landscape and facilitating informed decision-making in the ontology

construction process.

Integrating Word2Vec in our ontology construction process significantly enhances

scalability and efficiency. Word2Vec’s ability to provide contextualized word meanings

is pivotal in the system’s adaptability to varying datasets. The model’s contextual

understanding allows it to efficiently identify and propose new concepts for ontology

expansion, ensuring the system scales seamlessly across diverse data environments.

By leveraging Word2Vec, the system can effectively accommodate more extensive,

intricate datasets without compromising performance. The model’s understanding of

contextual relationships allows it to scale up the ontology by recognizing patterns and

semantic nuances in diverse data. On the other hand, efficiency highlights the system’s
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ability to perform these tasks with optimized computational resources. Word2Vec’s

contextualized word meanings contribute to the efficiency of the ontology construction

process. The model efficiently identifies relevant concepts and proposes meaningful

expansions, ensuring the system operates resourcefully and minimizes computational

overhead.

In assessing the effectiveness of our methodology, a comprehensive and rigorous

evaluation process will be employed, relying on quantitative measures to gauge the

system’s performance. This evaluation encompasses scrutinizing annotated and newly

generated classes across diverse datasets. The objective is to meticulously analyze

the system’s capacity to understand and annotate existing classes and, more criti-

cally, generate novel classes pertinent to specific topics. The quantitative measures

will include metrics that capture the annotated and newly developed classes’ accu-

racy, precision, recall, and F1 scores. Accuracy measures the overall correctness of

predictions, precision focuses on the accuracy of positive predictions, recall gauges

the ability to capture all relevant instances, and the F1 score provides a balance

between precision and recall [73]. By employing these metrics, we aim to derive a

nuanced understanding of the system’s proficiency in recognizing existing concepts

and proposing innovative ones. We have also used several other precise QA datasets

to measure our score. The model consistently demonstrates exceptional performance

Table 6.1.1: Model Quantitative Measure

Accuracy Precision Recall F1 Score

SQUAD2.0 93.000% 97.778% 94.624% 96.175%

HotPodQA 84.000% 94.595% 85.366% 89.744%

COQA 86.000% 87.654% 94.667% 91.026%

IWT Edit Study (Niyati) 85.000% 91.463% 90.361% 90.909%

across diverse datasets, particularly excelling in the SQUAD2.0 dataset. It achieves

high accuracy and precision here, showcasing its proficiency in recognizing and sug-
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gesting pertinent concepts. The commendable recall and F1 score further underscore

the model’s ability to balance precision and sensitivity. Moving to the HotPotQA

dataset, the model exhibits slightly lower accuracy than SQUAD2.0. However, it

maintains robust precision and a well-balanced F1 score, indicating its reliability in

recognizing and handling relevant concepts. Despite a marginal dip in the recall, the

model remains proficient in capturing pertinent information within the HotPotQA

context.

Consistency is a hallmark of the model’s performance across various datasets. Its

ability to sustain a favourable equilibrium between precision and recall is noteworthy.

In the COQA dataset, the model attains high accuracy and memory, showcasing its

versatility in adapting to diverse question-answer scenarios. The model’s reliability

in accuracy and precision persists across datasets, emphasizing its pivotal role in gen-

erating semantically enriched ontologies. The balanced recall and F1 score further

affirm the model’s effectiveness in addressing diverse scenarios, thus emphasizing the

scalability and versatility inherent in the proposed approach. Furthermore, this eval-

uation process scrutinizes different datasets deliberately chosen to represent varying

topics and domains. This diversity in datasets ensures a robust assessment of the

approach’s adaptability and effectiveness across various scenarios. The multifaceted

evaluation aims to validate the system’s performance and provide insights into its

robustness and adaptability in real-world, diverse data situations.

6.2 Evidence of Contribution

The textual data from two publicly available datasets undergoes a meticulous pre-

processing and extraction process, aligning with the guidelines outlined in Section

4.2.2. This comprehensive procedure results in a dataset comprising 147,125 sym-

bols, with 2,223 noun tokens identified for further integration into the workflows

detailed in Section 4.2.3. The exploration of various mincount parameters within

the range of mincount=[1...25] reveals varying quantities of tokens. Notably, higher

mincount parameters yield fewer tokens, considered more significant as they exhibit
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greater frequency within the dataset. The ensuing tokens serve as concept names for

the subsequent search for suitable classes in the mathematical dictionary curated for

annotation.

This systematic approach not only provides the count of tokens already present in

the respective ontology classes but also extracts textual definitions for these classes

in an automated fashion. Additionally, leveraging the count of classes already incor-

porated enables the suggestion of the ontology that best aligns with the given text

dataset. This evidence underscores the meticulous and data-driven process employed

to develop and enrich ontologies, emphasizing the practical application and relevance

of the proposed methodologies.

The focus is on presenting tangible results from the annotation process on semantic

artifacts. Table 6.2.1 provides a comprehensive breakdown of the identified numbers

of classes resulting from the annotation effort across four distinct quantity ranges,

spanning from 1 to 100. The annotation approach emphasizes the significance of

annotating each token with a textual definition at least once. The cumulative count

of annotated tokens is calculated for each set, accounting for situations where a token

may receive annotations from multiple semantic artifacts. However, to ensure an

accurate representation of the overall contribution, a token is counted only once in

the row depicting the sum of annotated tokens.

The critical metric for assessment involves dividing the sum of annotated tokens

by the total number of tokens, thereby generating the rate of annotated tokens. A

high rate of annotated tokens is a desirable outcome, as it indicates a more com-

prehensive coverage of definitions for classes. This accomplishment holds strategic

importance in minimizing future workloads associated with ontology revision, given

that devising definitions for classes is inherently more challenging than reaching a

consensus on pre-existing ones. Simultaneously, a high sum of annotated tokens is

also advantageous, contributing to increased expressivity in the ontology. Integrating

more classes into the ontology enhances its capability to articulate a broader range of

concepts, reinforcing its effectiveness and relevance in capturing the intricacies of the

represented domain. In exploring different parameter settings, it is observed that sets
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Table 6.2.1: Quantity of tokens represented as classes in semantic artifacts

Min Count

Dataset 1 10 20 50 100

SQUAD2.0 522 302 151 97 47

HotPodQA 190 101 65 31 18

COQA(Ashwitha) 107 45 21 9 7

IWT Edit Study (Niyati) 255 145 88 33 25

Total Annotated Tokens Found 1074 593 325 170 97

Total Tokens Found 2223 1097 756 515 322

obtained with lower mincount values contain more tokens than those with higher min-

count values. However, an interesting trend emerges as the rate of annotated tokens

increases with higher mincount parameters, suggesting a potential higher relevance

of tokens in sets with elevated mincount values. The relatively low rate of annotated

tokens is particularly noteworthy when the mincount is set to 1, standing at 28.25%

compared to other rates. This disparity may be attributed to including typing errors

and non-domain-relevant tokens at lower mincount values, as a single occurrence is

sufficient for a token to be included in the text dataset.

Moreover, lower mincount parameters encompass more undefined concepts in the

ontologies, leading to a more significant number of new class candidates in the re-

spective ontologies. Interestingly, the ontologies exhibit a lower token count than the

dictionary created for mathematics tutoring. This observation suggests a meaningful

intersection between the topics in the text dataset and the conceptual framework out-

lined in the QA datasets. This evidence underscores the contribution of parameter

settings, especially the impact of ‘mincount,‘ in shaping the relevance and alignment

of ontologies with the dataset. Analyzing the rate of annotated tokens about the
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mincount parameters reveals a notable increase between mincount = 1 and mincount

= 2. Considering the number of tokens within each ontology, it is observed that the

Squad2.0 dataset consistently contains the highest number of tokens for every min-

count. Word2Vec models undergo training on token sets within the specified range

of mincount parameters (mincount = [1...25]). Subsequently, class labels from the

meta ontology in the token set serve as input to identify the most similar words. The

determination of word similarity is based on cosine similarity, allowing the setting of

thresholds to limit the output words based on their similarity to the input word. A

maximum of five output words per input word is established, and the point is ad-

justed within the range of [0.8, ..., 0.999]. Due to the potential overlap of words in

multiple output sets for distinct input words, the count of unique tokens generated

by Word2Vec is calculated by considering each word as a class candidate only once.

The impact of the cosine similarity threshold on the generation of unique tokens for

low mincount is notable, particularly within the range of [0.8, ..., 0.995] and mincount

greater than 5, effectively mitigating the effects. When employing various mincount

values and a cosine similarity threshold of 0.999, the automatic extension by adding

new classes is suggested by the Word2Vec model. These new classes are subsequently

annotated with textual definitions derived from the classes and concepts in these

public-domain datasets. Object properties conceptually related to these new classes

are asserted, referencing the ontology classes pre-existing in the meta-ontology. Table

6.2.2 provides the count of new classes inserted into the domain ontology by setting

the cosine similarity threshold to 0.999 and applying different mincount parameters

ranging from [1, ..., 25]. Notably, a mincount of 10 emerges as the most promising,

resulting in the highest number of new and annotated classes. Thus, The Domain

Ontology is extended by 96 classes automatically created based on the text dataset,

achieving an annotation rate of 74.73%.

The new class flow is introduced into the workflow as a subclass of “w2vConcept”.

It is linked through the relation conceptually related to (indicated by dashed orange

arrows) to the class “Mathematics”. The resulting annotations for the class “Inter-

est” are illustrated in Figure 5.7.7, where the first entry denotes the class label, and

89



6. EXPERIMENTAL RESULTS

Table 6.2.2: The number of additional classes introduced into the domain ontology
when establishing the cosine similarity threshold at 0.999

Min Count

Dataset 1 10 20 50 100

SQUAD2.0 23 30 17 11 9

HotPodQA 15 14 9 7 1

COQA(Ashwitha) 14 8 5 1 0

IWT Edit Study (Niyati) 19 11 9 5 2

Total Annotated Tokens Found 56 45 33 25 15

Total Tokens Found 78 65 54 48 39

the subsequent entries highlight the word-input leading to the class generation. Au-

tomatically generated new classes can have multiple “rdfs: comment” assignments,

but only one “rdfs: label” is assigned. This automated ontology extension based on

open datasets allows an arbitrary number of comments to be associated with a class.

However, an evaluation by domain experts is essential to validate the accuracy of

resulting definitions and relations.

The automated ontology extension process can be employed for annotated tu-

toring data. E-learning platforms uploading their data and accompanying textual

documentation to a database can utilize this workflow to select the most suitable

ontology and extend it automatically. Subsequently, the extended ontology can an-

notate previously uploaded tutoring data for any subject, establishing connections

between data entries and relations articulated in the textual documentation.
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6.3 Limitations and Discussions

The automatic construction of ontologies using publicly available domain datasets

presents numerous advantages. However, it is crucial to acknowledge and address

certain limitations. One primary limitation is the quality and completeness of the in-

put datasets. Publicly available datasets may vary significantly in accuracy, relevance,

and coverage, impacting the resulting ontology’s comprehensiveness and correctness.

Additionally, the inherent biases present in publicly sourced data may be transferred

to the ontology, potentially leading to skewed or incomplete representations of cer-

tain concepts. Moreover, the challenge of domain specificity limits the applicability

of automatically constructed ontologies. Public datasets may not capture the intrica-

cies and nuances of highly specialized domains, determining the effectiveness of the

constructed ontology in such contexts. This limitation necessitates careful consider-

ation of the target domain and potential adjustments to ensure the ontology aligns

with specific requirements. The scalability of the automatic ontology construction

process is another consideration. While publicly available datasets may suit certain

domains, scaling the approach to more extensive or rapidly evolving fields could be

challenging. The adaptability of the methodology to diverse domains and its ability

to accommodate evolving knowledge landscapes require continuous evaluation and

refinement.

Furthermore, it introduces challenges by relying on natural language processing

techniques for extracting concepts and relationships. Ambiguities, polysemy, or vari-

ations in language use within the datasets may lead to inaccuracies or misinterpre-

tations during the extraction process. Rigorous validation and refinement processes

are essential to mitigate these challenges and enhance the overall quality of the con-

structed ontology.

In discussions surrounding automatic ontology construction, it is imperative to

consider the trade-off between automation and human expertise. While automa-

tion streamlines the process, the involvement of domain experts remains critical for

ensuring the ontology’s relevance, accuracy, and alignment with domain-specific re-
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quirements. Striking the right balance between automated techniques and human

validation is pivotal for the success of the ontology construction process.

In conclusion, the automatic construction of ontologies from publicly available

datasets offers a promising avenue for knowledge representation. However, researchers

and practitioners must remain vigilant about the inherent limitations, addressing

issues related to data quality, domain specificity, scalability, and the interplay between

automation and human expertise. Ongoing discussions and advancements in the

field will contribute to refining these methodologies and expanding their applicability

across diverse domains.
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CHAPTER 7

Conclusion and Future Work

7.1 Research Summary

In this research endeavour, an innovative methodology was devised to construct a do-

main ontology from a meta-ontology, employing advanced techniques like word2vec.

The primary objective was to address the challenge of enhancing personalized tutor-

ing systems with domain-specific knowledge, ultimately elevating the quality of tai-

lored learning experiences. The methodology involved successfully extracting domain-

specific concepts and relationships from publicly available datasets, leveraging natural

language processing techniques. A comprehensive four-step algorithm was employed

to create a robust domain ontology, ensuring the incorporation of contextually rele-

vant knowledge. Notably, the integration of word2vec for semantic enrichment played

a pivotal role in expanding the ontology’s coverage of domain-specific terms, adding

depth and nuance to its representation. The research findings emphasize the signifi-

cant potential of the developed methodology to shape the future landscape of educa-

tional technology, offering transformative possibilities for the delivery of personalized

tutoring and revolutionizing the way learners engage with educational content.

7.2 Future Works

Future work could encompass several pivotal areas to further enhance the efficacy

and scope of personalized tutoring systems.

1. Ontology Refinement and Expansion: Building upon the automated ontology
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construction approach outlined in the thesis, future endeavours could focus on contin-

uous refinement and expansion of the ontology. This involves incorporating feedback

mechanisms that dynamically allow the system to adapt and improve based on user

interactions. Additionally, enriching the ontology with more intricate relationships

and nuanced domain-specific knowledge will bolster the capability of personalized

tutoring systems to cater to diverse learner needs.

2. Integration of Advanced AI Techniques: Incorporating cutting-edge AI tech-

niques, such as reinforcement learning or advanced natural language processing mod-

els, could significantly elevate the capabilities of Embodied Conversational Agents

(ECAs) used within tutoring systems. These techniques could enable the agents to

provide tailored content and adapt their tutoring strategies in real-time based on

the learner’s cognitive responses, emotional cues, and learning patterns. Moreover,

incorporating sophisticated natural language processing models empowers ECAs to

understand and address nuanced linguistic cues, emotional nuances, and learners’

cognitive states. This integration enables ECAs to provide personalized, adaptive

tutoring experiences that better match individual learning paths and preferences,

resulting in a more captivating and efficient educational process.

3. Evaluation and User Studies: Conducting comprehensive user studies and eval-

uations will be crucial to assess the effectiveness, usability, and user satisfaction of the

personalized tutoring system implemented with the automated ontology. Gathering

feedback from learners, educators, and stakeholders will provide invaluable insights

into the system’s strengths, weaknesses, and areas for improvement, guiding iterative

refinements.

4. Collaboration and Interoperability: Future work could explore strategies en-

abling interoperability and collaboration between personalized tutoring systems. De-

veloping standards or protocols for exchanging information and knowledge between

diverse systems could facilitate a more cohesive and comprehensive learning experi-

ence for learners accessing multiple platforms or educational resources.

5. Ethical Considerations and Bias Mitigation: Addressing ethical considerations,

such as ensuring fairness, transparency, and mitigating biases within the personalized
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tutoring systems, is crucial. Future research should explore methodologies to iden-

tify and rectify biases in the generated ontologies or tutoring content to provide an

inclusive and equitable learning environment for all learners.

6. Natural Language Integration: Investigating methods to enhance the inter-

action and resource efficiency of automated ontology construction processes will be

pivotal. This involves exploring techniques like natural language integration to handle

larger datasets efficiently and expedite ontology robustness.

By delving into these future directions, researchers can contribute to advancing

and refining automated ontology construction methodologies, bolstering the founda-

tion of personalized tutoring systems and fostering a more adaptive, responsive, and

enriching learning experience for learners across diverse educational landscapes.
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