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ABSTRACT

Team formation aims at forming a collaborative group of experts to accomplish

complex tasks, which is a recognized objective in the industry. While state-of-the-art

neural team formation models can efficiently analyze massive sets of candidate experts

to form effective collaborative teams, they overlook fairness. In this work, we adopt

state-of-the-art probabilistic and deterministic greedy reranking algorithms to achieve

fairness with respect to (1) popularity or (2) gender in neural models in view of two

notions of fairness, demographic parity and equality of opportunity. Specifically, we

ensure a minimum representation for experts from the disadvantaged, nonpopular or

female, groups by reranking the neural model’s ranked list of recommended experts.

Our experiments on two large-scale benchmark datasets demonstrate three key find-

ings: (i) neural team formation models heavily suffer from biases toward popular and

male experts; (ii) probabilistic greedy reranking algorithms can substantially miti-

gate such biases while maintaining teams’ efficacy; (iii) in the presence of extreme

biases, e.g., 95% male vs. 5% female experts in the training datasets, post-processing

reranking methods alone fall short, urging further tandem integration of pre-process

and in-process debiasing techniques.
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CHAPTER 1

Introduction to Fairness in

Artificial Intelligence

The theory of fairness is a complex and evolving domain in moral and political phi-

losophy, primarily concerned with how resources, opportunities, and rights should

be equitably distributed among individuals within a society. It focuses on the in-

tricacies of equality and equity, where equality emphasizes identical treatment and

allocation for all, while equity recognizes the diverse needs and circumstances of indi-

viduals, advocating for a distribution that addresses these differences to ensure equal

opportunities for success.

A significant figure in this theory is philosopher John Rawls, whose Theory of

Justice introduces the concepts of the original position and the veil of ignorance.

This thought experiment suggests that justice’s principles are those that individuals

would choose if they were unaware of their position in society, such as their class,

race, gender, and personal abilities, ensuring decisions are made impartially. These

attributes are often called sensitive(protected) attributes. Another perspective within

the theory of fairness is utilitarianism, which equates right actions with those that

promote overall happiness. This approach, however, sometimes conflicts with indi-

vidual rights, as it prioritizes the majority’s welfare, potentially overlooking what is

fair for individuals or minority groups.

In practical applications, fairness theory significantly influences law, education,

employment, and healthcare, constantly posing questions about equitable resource

1



1. INTRODUCTION TO FAIRNESS IN ARTIFICIAL INTELLIGENCE

distribution and fair decision-making processes in social, political, and legal institu-

tions. For instance, it informs policies on income distribution, access to education

and healthcare, and the design of legal systems to ensure fair procedures. Despite its

comprehensive approach, the theory of fairness faces critiques for its potential ideal-

ism and the difficulty of applying its principles uniformly across diverse cultural and

societal contexts. Critics argue that the theory may oversimplify the complexities

inherent in real-world situations and struggle to establish universal fairness principles

applicable in all contexts. This ongoing debate and the development of the fairness

theory highlight its crucial role in shaping our understanding of justice and equity.

As societies evolve and face new ethical challenges, the theory of fairness continues

to adapt, offering insights into creating a more equitable and just world, balancing

individual needs with collective welfare, and navigating the delicate interplay between

universal principles and contextual realities.

1.1 Automated Decision Making

Automated decision-making using artificial intelligence (AI) provides a significant

shift in how decisions are made in different domains, finance to healthcare and crim-

inal justice. This technology utilizes the power of AI algorithms to analyze extensive

amounts of data, recognize patterns, and make decisions without human intervention.

The escalation of employing AI in decision-making processes promises increased effi-

ciency, objectivity, and the ability to process information at a scale unreachable by

humans. At the center of automated decision-making is the use of machine learning

algorithms. These algorithms are trained on large datasets to recognize patterns and

learn from them. After the training phase, they can make predictions or decisions

based on new data they witness. For instance, in the education sector, an AI-based

algorithm can analyze past data for admission into a university, and make decisions

regarding the admission of new students presented to the system. In healthcare, AI

systems can process patient data to assist in diagnosing diseases or recommending

treatment plans[11].

2



1. INTRODUCTION TO FAIRNESS IN ARTIFICIAL INTELLIGENCE

The main advantage of using AI for decision-making is its ability to examine huge

loads of data and also its efficiency. AI systems can process and investigate data more

quickly than humans, enabling real-time decision-making that is critical in many areas

such as financial trade markets, risk management and prevention systems, and health-

care. Furthermore, AI can provide insights from data that might be overlooked by

human experts, leading to more informed and potentially innovative decisions. More-

over, decisions made by AI have the potential to be unbiased, theoretically leading to

outcomes that are more objective compared to those influenced by human prejudices.

Nonetheless, the use of AI for automated decision-making comes with its own set of

challenges. A major issue is the possibility of intrinsic biases within the AI systems,

originating from either biased training datasets or biases in the algorithms. Such

biases can result in decision outcomes that are unfair or discriminatory, especially in

critical fields such as employment selection or legal sentencing. Another challenge is

the lack of transparency and explainability in some AI systems, making it difficult

to understand or challenge the decisions made by these algorithms[8]. In Algorithms

of Oppression[7], Safiya Noble explores the connection between the absence of trans-

parency in algorithms and their role in oppressing protected groups. Noble emphasizes

that a lack of transparency in the functioning of algorithms and decision-making sys-

tems sets the stage for the emergence and perpetuation of biases. She points out that,

despite their automated nature, these systems are predominantly overseen by human

agents and large corporations. These entities, as critically observed, have a track

record of manipulating rules and distorting facts to suit their own interests and profit

motives. This critical insight stresses the need for greater ethical scrutiny and trans-

parency in the development and deployment of algorithmic systems[7]. These issues

have given rise to an increasing demand for ethical considerations and the establish-

ment of regulatory frameworks to govern the use of AI in decision-making processes.

Topics like data privacy, informed consent, and the necessity for explanations play

a key role in these debates. There is a growing emphasis among policymakers and

industry executives on crafting standards and guidelines aimed at making AI-driven

decision-making processes transparent, equitable, and accountable[4]. These concerns

3



1. INTRODUCTION TO FAIRNESS IN ARTIFICIAL INTELLIGENCE

fall into Responsible AI research area. As we look to the future, the incorporation

of AI in decision-making is anticipated to increase, driven by advancements in AI

technology that enable more complex applications. The evolution of AI in decision-

making carries the potential for not only enhancing efficiency and effectiveness but

also for revolutionizing the methodologies of problem-solving across diverse sectors.

Nevertheless, it will be essential to strike a balance between the advantages of AI

and its ethical implications and possible risks, to guarantee that this technology con-

tributes positively to the greater good and improves decision-making processes in a

way that is responsible and fair.

1.2 Legitimacy of Automated Decision Making

The discussion about legitimacy is not centered on how different groups are treated

comparatively, instead it is about whether it is fair to deploy such a system at all in a

given scenario. That question, in return, impacts the credibility of the institution im-

plementing it. The majority of organizations require credibility to operate efficiently.

Individuals must perceive that an institution generally conforms to societal values.

This necessity is quite evident in the context of public entities like governments or

educational institutions, which hold direct or indirect accountability to the popula-

tion. The rationale for private companies needing legitimacy, however, is less obvious.

A possible explanation is that the greater the authority a company wields over indi-

viduals, the more crucial it is for that exercise of power to be viewed as legitimate.

Making decisions that affect people signifies exerting power over them, making it vital

to secure legitimacy. In the absence of perceived legitimacy, individuals may resort to

different forms of resistance, particularly through legal means. Furthermore, a decline

in legitimacy can adversely impact a company’s competitive edge in the marketplace.

The issue of corporate legitimacy has frequently surfaced in the digital technology

sector. Companies that base their business models on personal data, particularly

when gathered covertly, have also experienced crises in public perception. Beyond

legal repercussions, these companies have faced competition leveraging their weak

4



1. INTRODUCTION TO FAIRNESS IN ARTIFICIAL INTELLIGENCE

privacy policies. For example, Apple’s decision to limit Facebook’s ability to track

iOS users impacted Facebook’s earnings[6]. This action was publicly supported, de-

spite strong objections from Facebook, likely because its fundamental business model

had suffered a loss of legitimacy. Debates about legitimacy have often been eclipsed

by conversations about bias and discrimination within the context of fairness. Advo-

cates frequently opt to concentrate on aspects of distribution as a strategy to challenge

legitimacy, as it is typically a more straightforward argument to present. However,

this approach can have unintended consequences. Numerous companies have adopted

the language of fairness discourse, finding it relatively simple to achieve demographic

parity in decisions without truly addressing the underlying issues of legitimacy[10].

1.3 Different Types of Bias in AI-Based Systems

Throughout the stages of model construction, training, and real-world implemen-

tation, the biases may manifest for a variety of reasons and can be put in different

groups[13]: i) Pre-existing bias reflects historical or societal prejudices and stereotypes

that are inherently present in the data such as gender disparities in the tech industry.

ii) Technical bias surface due to limitations, speculations, or built-in qualities of al-

gorithms, methods, or design choices. iii) Emergent bias arises during the operation

or deployment of an AI-based system which was not initially biased or intended to

generate biased outcomes. For instance, an AI chatbot might start generating bi-

ased responses after being exposed to biased or discriminative responses from users.

Given the increasing prevalence of neural models in automated decision-making, the

imperative to address and mitigate biases not only becomes a moral compass for eq-

uitable outcomes, but also a catalyst for unlocking the multifaceted benefits of truly

fair and representative decision-making systems. So, the key worry is that machine

learning and neural models may generate outputs that consistently make already

disadvantaged groups and legally protected categories like people with disabilities,

racial/ethnic minorities, or underrepresented genders in certain professions even less

visible[3]. A variety of methods have been applied in different approaches to mitigate
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1. INTRODUCTION TO FAIRNESS IN ARTIFICIAL INTELLIGENCE

each type of bias and their categorization will be discussed in the next subsection.

1.3.1 Pre-Existing Bias

Pre-existing bias in ranking refers to the presence of biases or prejudices that exist

prior to the ranking process resulting in biases in the ranking outcomes. These biases

can be based on factors such as race, gender, ethnicity, religion, socio-economic status,

or other personal characteristics that may influence the way an individual or group

is evaluated. For example, in a job interview process, if the interviewer has a pre-

existing bias towards individuals of a certain race or gender, they may subconsciously

rank candidates from that group higher, even if they are less qualified than other

candidates. Pre-existing bias can also be influenced by cultural or societal norms

that have been internalized by individuals or groups. For instance, if a ranking

system gives preference to candidates who have attended prestigious universities, this

may reflect a pre-existing bias towards individuals from privileged backgrounds. It

is important to identify and address pre-existing bias in ranking to ensure that the

process is fair and equitable. This can be done by implementing an objective criteria,

increasing transparency in the ranking process, and providing diversity and sensitivity

training to those involved in the ranking process[13].

1.3.2 Technical Bias

Technical bias in ranking refers to biases or inaccuracies that arise from flaws in the

design or implementation of the ranking system itself. These biases can be uninten-

tional and may result from limitations in the data, algorithms, or methodology used

in the ranking process. Statistical bias is one of the most common technical biases. It

can arise if the sample size or distribution of data used in the ranking process is not

representative of the population being ranked. This can lead to inaccurate and biased

results. It is important to identify and address technical bias in ranking to ensure

that the process is accurate and fair. This can be done by improving the data qual-

ity, addressing algorithmic biases, using more objective criteria, and implementing
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statistical checks to identify and correct biases[9]

1.3.3 Emergent Bias

Emergent bias in AI systems refers to biases that arise during the use and interac-

tion with these systems, even if they were not present or intended during the design

and initial training phases. This form of bias can emerge due to evolving data inputs,

changing societal norms, or the way users interact with the technology. One critical as-

pect of emergent bias is its dynamic nature. Unlike pre-existing biases that stem from

historical data or biased development practices, emergent bias evolves over time. It

can be seen in recommendation systems, search engines, and social media algorithms,

where user interactions and feedback loops can inadvertently reinforce and amplify

certain biases. For instance, a recommendation algorithm might start promoting more

polarized content if it leads to increased user engagement, leading to an unintended

bias towards extreme viewpoints. Another factor contributing to emergent bias is

the shift in societal values and norms. What is considered fair and unbiased at one

point in time may change, making previously acceptable algorithms biased by new

standards. This temporal dimension of bias necessitates continuous monitoring and

updating of AI systems to align with current ethical standards. Addressing emergent

bias requires a multi-faceted approach. It involves not only technical solutions, such

as algorithmic audits and updates, but also a broader engagement with stakeholders,

including users, and policymakers. The goal is to create a feedback mechanism where

AI systems can be adjusted in response to identified biases and societal changes. [1]

1.3.4 Bias Mitigation

Debiasing methods can be categorized based on their placement in the pipeline as

follows: (i)Pre-processing methods modify data or its labels before model training,

aiming to enhance data features for better training outcomes. (ii) In-processing tech-

niques focus on training models with an emphasis on fairness, without altering the

original data; the optimization process balances accuracy with fairness considerations.

7



1. INTRODUCTION TO FAIRNESS IN ARTIFICIAL INTELLIGENCE

While many in-processing strategies resemble pre-processing ones, the distinction lies

in the alteration of the training process rather than the input data. On the other

hand, (iii) post-processing methods seek to improve the fairness of model outputs af-

ter training, without adjustments to the data or training procedure. These methods

may involve modifying thresholds, scoring rules, or the order of the items to en-

sure fairness among different groups. Such approaches are particularly beneficial for

adding fairness to models that were not initially trained with it in mind. It is notable

that these methods can be used in parallel in a pipeline as well. They also ensure a

certain level of representation for the disadvantaged group in the ranking and they

are typically more straight-forward to implement in a pipeline that was not created

based on fairness considerations as initial steps toward making it fairness-aware.

1.4 Notions of Fairness

The fairness notion in AI and machine learning refers to a set of principles and

methodologies aimed at ensuring that AI systems do not perpetuate or amplify social

inequalities. These principles are crucial for designing algorithms that make fair

decisions, especially when they impact people’s lives. The concept of fairness in AI is

complex, as it involves balancing various ethical, legal, and technical considerations.

Hence, there are multiple views in categorizing fairness notions and the most common

classification is group/individual fairness.

1.4.1 Individual Fairness

Individual fairness is a principle which focuses on the ethical necessity to ensure

that individuals who are comparably similar are treated equivalently in the decision-

making processes. This concept relies fundamentally on the development of a similar-

ity metric, which serves as a benchmark for comparing individuals and subsequently

influences the fairness of decisions derived from these comparisons. In other words,

individual fairness advocates for a consistency in outcomes for individuals who are

similar along relevant dimensions. It operates on the principle that an AI system

8
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should make similar predictions or decisions for individuals who are alike in terms

of the features considered relevant by the system. The challenge lies in defining an

appropriate and just metric of similarity that can be used to assess and ensure such

consistency in decision-making. This definition highlights the need for a measurable

and objective criterion to compare individuals and make decisions that are just and

equitable at the individual level. However, defining what constitutes similarity is

often subjective and complex, making the implementation of individual fairness in AI

a challenging endeavor[2].

1.4.2 Group Fairness

Group fairness represents a crucial aspect of ethical algorithm design, focusing on

ensuring equitable treatment and outcomes for different demographic groups. This

notion is particularly pertinent in the context of groups defined by sensitive attributes

such as race, gender, ethnicity, or socio-economic status. At the heart of group fair-

ness is the pursuit of equality in decision-making processes deployed by AI systems.

The goal is to design algorithms that do not inherently favor one group over another,

thereby avoiding discrimination. This involves ensuring that the benefits and bur-

dens of AI decisions are distributed evenly across all groups, without bias towards

or against any particular demographic. To operationalize group fairness, various

approaches have been developed. One key approach is demographic parity, which

stipulates that decision rates should be similar across different groups. For instance,

in a hiring algorithm, demographic parity would aim for a similar rate of job offers

across all racial and gender groups. Another important approach is equality of op-

portunity, which emphasizes that individuals with similar qualifications should have

similar chances of receiving favorable outcomes, independent of group membership.

This is especially relevant in contexts like loan approvals or university admissions,

where historical data might reflect societal biases[5].

Implementing group fairness is not without challenges. One significant issue is the

potential conflict between group fairness and individual fairness, where ensuring equal

treatment across groups might lead to unfair outcomes for individuals within those

9
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groups. Additionally, different metrics of group fairness can sometimes be in conflict

with each other, making it difficult to achieve all aspects of fairness simultaneously.

The relevance and choice of a particular group fairness metric depend heavily on

the specific context and the domain of application. In some cases, demographic

parity might be the most appropriate goal, while in others, striving for equality of

opportunity could be more beneficial.

Understanding and implementing group fairness is essential for mitigating sys-

temic biases in AI systems and promoting social justice. It is particularly vital in

sectors like employment, healthcare, and criminal justice, where AI-driven decisions

can have profound impacts on people’s lives[2].

1.4.2.1 Demographic Parity

Demographic parity is a common conception of non-discrimination. In general, it

requires that a decision should not be influenced by any protected attribute[5]. As an

instance, approval or denial of a job application by a company shouldn’t be influenced

by the gender of the applicant. So, in the simplest case where there exist only one

protected group and the result of a decision is assumed to be binary, this can be

formalized by:

P (Approve|A) = P (Approve|Ā), P (Deny|A) = P (Deny|Ā) (1)

where A and Ā refer to protected and non-protected groups respectively.

Demographic parity dictates that the proportion of positive outcomes, such as

team selections or job offers, should remain consistent across different demographic

groups of experts, with no regard to their popularity, gender, ethnicity, or any other

protected characteristic[12]. It implies that if, for instance, 30% of a team or job offer

recipients stem from one demographic group, similar percentages should be observable

across all other demographic categories to achieve true demographic parity. The

underpinning philosophy posits that each individual, irrespective of their demographic

attributes, should have an equal shot at positive outcomes generated by automated

10
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decision-making systems.

In a practical context, implementing demographic parity may involve formulating

and adhering to policies that meticulously monitor and adjust the outputs of decision-

making systems to reflect equal representation of different groups. This may entail a

recalibration of algorithms or the incorporation of mechanisms that counterbalance

disparities, ensuring that the decision-making process remains uninfluenced by biases

related to protected characteristics. Nevertheless, it is crucial to note that while de-

mographic parity promotes a degree of fairness by endorsing equal outcomes across

groups, it may not always encapsulate the intricacies of individual merit or qualifica-

tion. Thus, while it is important in fostering representational equality, supplementary

measures may also be needed to ensure that fairness is concurrently upheld on an in-

dividual level.

1.4.2.2 Equality of Opportunity

Equality of opportunity is a stronger notion of non-discrimination. In the simplest

case where there exists only one protected attribute and the result of a decision

is assumed to be binary, a predictor (ŷ) is said to satisfy equal opportunity with

respect to a protected attribute and true outcome y, if the predictor and the protected

attribute are independent conditional on the true outcome being Approve (favorable).

This can be formalized by:

P (ŷ|A, y = Approve) = P (ŷ|Ā, y = Approve) (2)

Where A and Ā refer to protected and non-protected groups, ŷ is the predicted

outcome, and y is the desired outcome[5].
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CHAPTER 2

Bootless Application of Greedy

Re-ranking Algorithms in Fair

Neural Team Formation
Hamed Loghmani, Hossein Fani
In the 4th International Workshop on Algorithmic Bias in Search and Recommenda-
tion, Colocated with the 45th European Conference on Information Retrieval (ECIR
2023), (BIAS’23)

2.1 Introduction

Algorithmic search for collaborative teams, also known as team formation, aims to

automate forming teams of experts whose combined skills, applied in coordinated

ways, can successfully solve complex tasks such as producing the next blockbuster

‘thriller’ with a touch of ‘sci-fi’ in the movie industry. Team formation can be seen

as social information retrieval (Social IR) where the right group of talented people

are searched and hired to solve the task at hand[13]. Successful teams have firsthand

effects on creating organizational performance in the industry[3, 1, 15], academia [33,

23, 11], law [28, 14], and the healthcare sector [4, 27]. Forming a successful team whose

members can effectively collaborate and deliver the outcomes within the constraints

such as planned budget and timeline is challenging due to the immense number of

candidates with various backgrounds, personality traits, and skills, as well as unknown

synergistic balance among them; not all teams with the best experts are necessarily

successful [30].
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Historically, teams have been formed by relying on human experience and instinct,

resulting in suboptimal team composition due to (1) an overwhelming number of can-

didates, and (2) hidden societal biases, among other reasons. To address the former,

the earliest algorithmic methods of team formation were conceived in the i) Opera-

tions Research (OR)[26], where multiple objective functions must be optimized in a

large search space of all possible combinations of skillful experts, given constraints for

human and non-human factors as well as scheduling preferences. Such work, however,

was premised on the mutually independent selection of experts and overlooked the

organizational and collaborative ties among experts. Next, ii) social network analysis

has been employed to fill the gap by the network representation of the experts with

links that shows collaborations in the past [20, 16, 17]. They search for the optimum

teams over all possible subnetworks, which is daunting. Recently, iii) a paradigm

shift to machine learning has been observed, opening doors to the analysis of massive

collections of experts coming from different fields. Machine learning approaches effi-

ciently learn relationships between experts and their skills in the context of successful

(positive samples) and unsuccessful teams (negative samples) from all past instances

to excel at recommending teams of experts [25, 5, 24]. We can observe the commer-

cial application of machine learning-based algorithmic search for an optimum team

in online platforms like LinkedIn1 to help the industry browse the enormous space of

experts and form almost surely successful teams.

However, the primary focus of existing machine learning-based methods in team

formation is the maximization of the success rate (utility) by tailoring the recom-

mended experts for a team to the required skills only, largely ignoring the fairness

in recommended experts. Indeed, it has been well-explored that machine learning

methods that produce recommendations suffer from unfair biases. They result in dis-

crimination and reduced visibility for an already disadvantaged group [8, 10], dispro-

portionate selection of popular candidates [32, 34, 29], and over/under-representation

and racial/gender disparities [19] since they are trained on real-world datasets that

already inherit hidden societal biases. On the other hand, social science research
1business.linkedin.com/talent-solutions.
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Fig. 2.1.1: Left: Long-tail distribution of casts and crews (experts) in movies (teams).
Middle: Long-tail distribution in log scale. The figure reads y number of members
have x number of teams. Right: uniform distribution of movies over genres (skills)

provides compelling evidence about the synergistic effects of diversity on team per-

formance [31, 21, 12]; diversity breeds innovation and increases teams’ success by

enabling a stronger sense of community and support, reducing conflict, and stimulat-

ing more creative thinking.

Surprisingly, there is little to no fairness-aware algorithmic method that miti-

gates societal biases in team formation algorithms except that of the recent work by

Barnabò et al. [2] that proves fair team formation is NP-complete; therefore, compu-

tationally prohibitive for practical use. Recent state-of-the-art neural team formation

models have weakly attributed their performance gain to mitigating popularity bias

inherent in the underlying real-world training data [24, 5]. Rad et al. [24] employed

uncertainty in learnable parameters by variational Bayesian neural model, and Dashti

et al. [5] applied virtually negative samples from popular experts during the neural

model learning procedure. However, they overlook substantiating the attribution by

evidence using fairness metrics.

A purely diversity-centric design for team formation algorithms that solely overfit

to satisfy diversity, neglecting the team’s success, is also unfair to the organizations,

e.g., a team of nonpopular individuals who cannot accomplish the tasks. In this pa-

per, we propose to model team formation as a two-sided marketplace between two

stakeholders: i) experts who hold skills, e.g., artists, and ii) organizations who recruit

experts for their teams, e.g., entertainment industries. We investigate the trade-off

between success rate (utility) and fairness in the recommended teams by neural team

formation methods in terms of popularity bias, given the required skills. The choice of

popularity bias in this study is motivated due to: (1) training sets in team formation
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suffer from popularity bias; that is, the majority of experts have scarcely participated

in the (successful) teams (nonpopular experts), whereas few experts (popular ones)

are in many teams [24, 5]. Therefore, popular experts receive higher scores and are

more frequently recommended by the machine learning model, leading to systematic

discrimination against already disadvantaged nonpopular experts. Statistically, pop-

ularity bias can be observed as long tail distribution (power law). For instance, in

imdb2 dataset of movies, given a movie as a team of casts and crews such as actors

and directors [18, 16], from Fig. 2.1.1(left), we observe a long tail of many nonpopular

experts, while few popular experts in the head that dominate. Fig. 2.1.1(middle)

shows the same observation in log scale based on y number of experts participating

in x number of teams. (2) Moreover, experts’ labels of being popular or otherwise

can be calculated from datasets based on their position in the statistical distribution;

that is, those in the ‘tail’ are assumed to be nonpopular experts, while those in the

‘head’ are the popular ones.

In this paper, we employ the framework by Geyik et al. [9] for quantifying and

mitigating popularity bias in state-of-the-art neural team formation methods [5] in

terms of normalized discounted cumulative KL-divergence (ndkl) for reranking ex-

perts in the recommended teams to achieve fairness based on the demographic par-

ity [7] depending on the distribution of teams over popular and nonpopular experts

in the training datasets. Meanwhile, we measure the impact of the popularity bias

mitigation on the success rate (utility) of the recommended teams using information

retrieval metrics, namely mean average precision (map) and normalized discounted

cumulative gain (ndcg). Our early results on imdb using three re-ranking algorithms

by Geyik et al. [9] demonstrate that (1) state-of-the-art Bayesian neural models fall

short in producing fair teams of experts in terms of popularity, and (2) state-of-the-

art deterministic re-ranking algorithms improve the fairness of neural team formation

models but at the cost of a substantial decrease in accuracy of predicted teams in

terms of success rate. Our findings encourage further development of fairness-aware

re-ranking methods for the task of team formation.
2imdb.com/interfaces/.
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2.2 Research Methodology

Ranking is the primary output interface of the neural team formation model for

producing expert recommendations where all available experts are recommended for

a given required subset of skills but with different scores, usually a probability value

after a softmax layer, and the final recommended experts are selected among the top-

k highest scores. This enables further post-processing refinements like re-ranking the

list of recommended items to improve fairness in the recommended list. Therefore,

our research includes two pipelined steps: i) training state-of-the-art neural team

formation model to produce experts recommendations for given subsets of skills while

measuring the accuracy and diversity of top-k experts as the optimum team, and ii)

applying state-of-the-art re-ranking algorithms to reorder the top-k experts and to

improve fairness while maintaining accuracy. For example, when two or more experts

have been assigned the same probability score in the final ranked list by a model, a

re-ranking algorithm can prioritize nonpopular experts over popular ones and reassign

new higher scores.

We follow the demographic parity [7] notion of fairness; that is, for being a member

of a team (a preferred label that benefits an expert), a neural team formation model

should predict an expert’s membership with equal odds based on the underlying

training dataset for all popular and nonpopular experts. In other words, demographic

parity measures whether the experts who should qualify for a team are equally likely

regardless of their popularity status. For instance, given the percentage of popular

experts to nonpopular ones is 10% to 90%, the neural model satisfies demographic

parity for forming a team of k experts should the team include k × 10% popular and

k × 90% nonpopular experts. It is noteworthy that a random baseline that assigns

experts to teams from a uniform distribution of experts regardless of popularity labels

is an ideally fair model yet at the cost of very low success rates for the predicted teams.

Intuitively, a few popular experts who participated in many training instances of

teams reinforce a neural model to forget about the majority nonpopular experts for

their scarce number of teams, leading to popularity bias. As a result, a new predicted
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team would only include experts from the minority popular experts (k×100%), which

is disproportionate compared to their population size (10%). In this paper, we aim to

dampen the popularity bias by adjusting the distributions of popular and nonpopluar

experts in the top-k recommended experts for a team according to their ratio in the

training dataset via deterministic algorithms and study the impacts on the team’s

quality in terms of success rate; that is measuring the accuracy of top-k experts for

teams whose all k × 100% members are popular experts compared to teams with

k × 10% popular and k × 90% nonpopular experts.

2.3 Experiments

In this section, we lay out the details of our experiments and findings toward answering

the following research questions:

RQ1: Do state-of-the-art neural team formation models produce fair teams of experts

in terms of popularity bias? To this end, we benchmark state-of-the-art Bayesian

neural model with negative sampling heuristics [5] and measure the fairness scores of

predicted teams.

RQ2: Do state-of-the-art deterministic greedy re-ranking algorithms improve the

fairness of neural team formation models while maintaining their accuracy? To this

end, we apply three deterministic greedy re-ranking algorithms on the neural model

predictions and measure the diversity and utility scores afterwards.

2.3.1 Setup

2.3.1.1 Dataset.

Our testbed includes imdb[18, 16] dataset where each instance is a movie consisting

of its cast and crew such as actors and director, as well as the movie’s genres. We

consider each movie as a team whose members are the cast and crew, and the movie’s

genres are the skills. The choice of imdb in team formation literature is not to

be confused with its use cases in recommender systems or review analysis research;
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herein, the goal is to form a team of casts and crews for a movie production as opposed

to a movie recommendation. As shown in Fig. 2.1.1, we can observe a long tail in

the distributions of teams over experts; many casts and crews have participated in

very few movies. However, the distribution with respect to the set of skills follows

a more fair distribution. Specifically, imdb has a limited variety of skills (genres)

which are, by and large, employed by many movies. We filter out singleton and

sparse movies with less than 3 members as well as casts and crews who relatively

participated in very few movies, as suggested by [6, 24]. The latter also reduced

the computational complexity of the neural models in their last layer where the size

equals the number of experts. We ensured that the preprocessing step made no major

change to the statistical distributions of the dataset. Table 2.3.1 reports additional

point-wise statistics on the dataset before and after preprocessing.

2.3.1.2 Popularity Labels.

We label an expert as popular if she participated in more than the average number

of teams per expert over the whole dataset, and nonpopular otherwise. As seen in

Table 2.3.1, this number is 62.45 and the popularity ratio (popular/nonpopular) is

0.426/0.574.

2.3.1.3 Baselines.

Our neural team formation baselines include variational Bayesian neural network [24]

with unigram negative sampling strategy in minibatches [5] (bnn) and Kullback-

Leibler optimization. The model includes a single hidden layer of size d=100, leaky

relu and sigmoid are the activation functions for the hidden and the output layers,

respectively, and Adam is the optimizer. The input and output layers are sparse

occurrence vector representations (one-hot encoded) of skills and experts of size |S|

and |E|, respectively. Moreover, we also used pre-trained dense vector representations

for the input skill subsets (-emb). Adapted from paragraph vectors of Le and Mikolov

[22], we consider each team as a document and the skills as the document’s words.

We used the distributed memory model to generate the real-valued embeddings of the
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Table 2.3.1: Statistics of the raw and preprocessed imdb dataset.
imdb

raw filtered

#movies 507,034 32,059

#unique casts and crews 876,981 2,011

#unique genres 28 23

average #casts and crews per team 1.88 3.98

average #genres per team 1.54 1.76

average #movie per cast and crew 1.09 62.45

average #genre per cast and crew 1.59 10.85

#team w/ single cast and crew 322,918 0

#team w/ single genre 315,503 15,180

subset of skills with a dimension of d=100. We evaluate baselines with and without

the application of re-ranking methods (before, after). To have a minimum level of

comparison, we also add a model that randomly assigns experts to a team (random).

The re-ranking methods include the i) score maximizing greedy mitigation algorithm

(greedy), ii) greedy conservative mitigation algorithm (conservative), and iii) the

relaxed variant of greedy conservative algorithm (relaxed) [9].

2.3.1.4 Evaluation Strategy and Metrics.

To demonstrate prediction effectiveness, we randomly select 15% of teams for the test

set and perform 5-fold cross-validation on the remaining teams for model training

and validation that results in one trained model per each fold. Let (s, e) a team of

experts e for the required skills s from the test set, we compare the top-k ranked

list of experts e′, predicted by the model of each fold for the input skills s, with the

observed subset of experts e and report the average performance of models on all folds

in terms of utility metrics (the higher, the better) including mean average precision

(map) and normalized discounted cumulative gain (ndcg) at top-{2,5,10}. Formally,
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ap(k) :
∑k

i=1 p(i) × δe(i)
|e ∩ e′|

(1)

where p(k) = |e∩e′|
k

is the precision, i.e., how many of the k predicted experts e′ are

correctly identified from the test instance of the team e and δe(i) returns 1 if the i-th

predicted expert is in e. Finally, we report the mean of average precisions (map) on

all test instances of teams. For normalized discounted cumulative gain (ndcg),

dcg(k) =
k∑

i=1

rel(i)
log(i + 1) (2)

where rel(i) captures the degree of relevance for the predicted expert at position i.

In our problem setting, however, all members of a test team are considered of the

same importance. Therefore, rel(i) = 1 if i ∈ e and 0 otherwise, and e.q.(2) becomes:

dcg(k) =
k∑

i=1

δe(i)
log(i + 1) (3)

This metric can be normalized relative to the ideal case when the top-k predicted

experts include members of the test team e at the lowest possible ranks, i.e.,

ndcg(k) =
∑k

i=1
δe(i)

log(i+1)∑|e|
i=1

1
log(i+1)

(4)

To evaluate fairness, we used ndkl with no cutoff [9] (the lower, the better) with

being 0 in the ideal fair cases. Formally, let de′ the distribution of popular and

nonpopular experts in the predicted top-k experts e′ (the proportions of popular and

nonpopular experts) and de the ideal fair distribution for a test instance of a team

(s, e), the Kullback–Leibler (kl) divergence of de′ from de is:

kl(de′(k)||de(k)) =
k∑

i=1
de′(i) log

de′(i)
de(i)

(5)
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This metric has a minimum value of 0 when both distributions are identical up to

position i. A higher value indicates a greater divergence between the two distribu-

tions, and the metric is always non-negative. We report the normalized discounted

cumulative KL-divergence (ndkl)[9]:

ndkl(de′) =
∑|e|

k=1
1

log(k+1) kl(de′(k)||de(k))∑|e|
i=1

1
log(i+1)

(6)

2.3.2 Results

In response to RQ1, i.e., whether state-of-the-art neural team formation models pro-

duce fair teams of experts, from Table 2.3.2, we observe that state-of-the-art Bayesian

neural models with negative sampling (bnn and bnn emb) suffer from popularity bias

having regard to their high ndkl compared to random baseline before applying deter-

ministic re-ranking algorithms, thus answering RQ2 negatively. Indeed, the random

baseline which blindly assigns experts to teams is following the experts’ popularity

label distribution in the training dataset, and hence, yields the best fair model based

on demographic parity. However, random baseline has the lowest utility metric values

while bnn and bnn emb achieve the highest.

In response to RQ2, i.e., whether state-of-the-art deterministic re-ranking algo-

rithms improve the fairness of neural team formation models while maintaining their

accuracy, from Table 2.3.2, although applying all re-ranking algorithms resulted in

lower ndkl values by increasing the diversity of experts in the recommended teams,

they substantially reduced the teams’ accuracy at the same time for all neural models

in terms of all utility metrics, proving the ineffectiveness of deterministic greedy re-

ranking algorithms for the task of team formation. Among the re-ranking algorithms,

relaxed is the best since it decreases the ndkl of neural models the most while the

drop in the utility metrics is the lowest compared to the other two algorithms.
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Table 2.3.2: Average performance of 5-fold on test set in terms of fairness (ndkl; the
lower, the better) and utility metrics (map and ndcg, the higher, the better)

bnn[5, 24]

greedy conservative relaxed

before after ∆ after ∆ after ∆

ndcg2↑ 0.695% 0.126% -0.569% 0.091% -0.604% 0.146% -0.550%

ndcg5↑ 0.767% 0.141% -0.626% 0.130% -0.637% 0.130% -0.637%

ndcg10↑ 1.058% 0.247% -0.811% 0.232% -0.826% 0.246% -0.812%

map2↑ 0.248% 0.060% -0.188% 0.041% -0.207% 0.063% -0.185%

map5↑ 0.381% 0.083% -0.298% 0.068% -0.313% 0.079% -0.302%

map10↑ 0.467% 0.115% -0.352% 0.101% -0.366% 0.115% -0.352%

ndlkl↓ 0.2317 0.0276 -0.2041 0.0276 -0.2041 0.0273 -0.2043

bnn emb[24, 5]

greedy conservative relaxed

before after ∆ after ∆ after ∆

ndcg2↑ 0.921% 0.087% -0.834% 0.121% -0.799% 0.087% -0.834%

ndcg5↑ 0.927% 0.117% -0.810% 0.150% -0.777% 0.117% -0.810%

ndcg10↑ 1.266% 0.223% -1.043% 0.241% -1.025% 0.223% -1.043%

map2↑ 0.327% 0.034% -0.293% 0.057% -0.270% 0.034% -0.293%

map5↑ 0.469% 0.059% -0.410% 0.084% -0.386% 0.059% -0.410%

map10↑ 0.573% 0.093% -0.480% 0.111% -0.461% 0.093% -0.480%

ndkl↓ 0.2779 0.0244 -0.2535 0.0244 -0.2535 0.0241 -0.2539
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random

greedy conservative relaxed

before after ∆ after ∆ after ∆

ndcg2↑ 0.1711% 0.136% -0.035% 0.205% 0.034% 0.205% 0.034%

ndcg5↑ 0.1809% 0.170% -0.011% 0.190% 0.009% 0.190% 0.009%

ndcg10↑ 0.3086% 0.258% -0.051% 0.283% -0.026% 0.283% -0.026%

map2↑ 0.0617% 0.059% -0.003% 0.089% 0.028% 0.089% 0.028%

map5↑ 0.0889% 0.095% 0.006% 0.110% 0.021% 0.110% 0.021%

map10↑ 0.1244% 0.121% -0.003% 0.140% 0.016% 0.140% 0.016%

ndkl↓ 0.0072 0.0369 0.0296 0.0366 0.0293 0.0366 0.0294

2.4 Concluding Remarks

We focused on the problem of fair team formation. We showed that state-of-the-art

neural models, which can efficiently learn relationships between experts and their

skills in the context of successful and unsuccessful teams from all past instances,

suffer from popularity bias. To mitigate the popularity bias while maintaining the

success rates of recommended teams, we applied three state-of-the-art deterministic

re-ranking algorithms to reorder the final ranked list of experts against the popular

experts in favour of nonpopular ones. We found that while deterministic re-ranking

algorithms improve the fairness of neural team formation models, they fall short of

maintaining accuracy. Our future research directions include i) investigating other

fairness factors like demographic attributes, including age, race, and gender; and ii)

developing machine learning-based models using Learning-to-Rank (L2R) techniques

to mitigate popularity bias as opposed to deterministic greedy algorithms.

25



2. BOOTLESS APPLICATION OF GREEDY RE-RANKING ALGORITHMS

References

[1] Gholamreza Askari, Nader Asghri, Madjid Eshaghi Gordji, Heshmatolah As-
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CHAPTER 3

OpeNTF2: A Framework for Fair

Team Formation
Hamed Loghmani, Reza Barzegar, Gabriel Rueda, Edwin
Paul, Hossein Fani

3.1 introduction

Team formation aims to automate the forming of collaborative teams of experts whose

combined skills, applied in coordinated ways, successfully solve difficult tasks. It

falls under social information retrieval (Social IR) research where the right group of

experts are searched and hired [12, 11]. Forming teams is challenging for the large

pool of candidate experts from diverse cultural backgrounds and personality traits,

along with the unknown synergistic balance among them. To address the complex

nature of the task, algorithmic approaches have been proposed, among which neural

models build up the following in scalability and inference efficacy [18, 3, 19, 17, 21, 20,

16]. Neural team formation learns the relationships between experts and their skills

within the context of teams through an iterative and online learning procedure on past

instances of teams as training samples. To support neural team formation research

with a reproducible and open-sourced platform, Rad et al. released pytfl [20], a

python-based library that transforms a dataset of teams into a heterogeneous graph

structure followed by the model training and inference steps. Pytfl, however, struggles

with large-scale datasets and lacks modularity for ease of customization and extension

to new methods and datasets from emerging domains. We previously open-sourced

OpeNTF [5], a modularized and scalable benchmark framework, which includes two
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Fig. 3.1.1: OpeNTF2 fairness-aware reranking flow.
reference neural architectures, including feedforward neural network and the state-of-

the-art variational Bayesian neural network, both designed to accept sparse or dense

vector representations of skills in the input layer. In OpeNTF, the definition of experts

and skills within a team and the team’s label of success can be readily modified in

different domains through inheritance. In the absence of labels for unsuccessful teams,

OpeNTF can follow the closed-world assumption; it presumes existing instances of

teams in the training dataset as successful and sample subsets of experts who have not

collaborated yet as unsuccessful teams (virtually negative samples) [4, 16]. Further,

OpeNTF hosts three large-scale training datasets from varying domains, including

dblp where publications in computer science are the teams, authors are the experts,

and fields of study are the skills, imdb where movies are the teams, cast and crew are

the experts, and genres are the skills, and uspt where patents are the teams, inventors

are the experts, and patents’ subclasses are the experts. The use of imdb in the

context of team recommendation research should not be mistaken for its applications

in movie recommendation systems or movie sentiment analysis; here, the objective

is to assemble a team of actors and staff for a movie project rather than a movie

suggestion[14, 13]. In sum, OpeNTF can benchmark 16+1 baselines on 3 large-scale

datasets.

However, the main focus of existing team formation models and libraries is max-

imizing the success rate (utility) by tailoring the recommended experts for a team

to the required skills only, largely oblivious to the fairness of recommended experts,

while it has been well-explored that machine learning models that produce recom-

mendations suffer from unfair biases and result in discrimination and reduced visibil-
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Fig. 3.1.2: Distribution of genders in dblp and imdb.

ity for an already disadvantaged group [6, 9], disproportionate selection of popular

candidates [23, 26, 22], and over/under-representation and racial/gender disparities.

Oddly, there is little to no fairness-aware algorithmic method that mitigates societal

biases in team formation algorithms except that of the recent work by Barnab‘o et

al. [2] that proves fair team formation is NP-complete; therefore, computationally

prohibitive for practical use.

In this paper, we bring forth OpeNTF2 that extends the prior version in this major

direction. To counter unfairness in the recommended list of experts for teams, in

OpeNTF2, we adopted three deterministic debiasing reranking algorithms [8] as well

as the state-of-the-art probabilistic reranking algorithm [25] based on two alternative

notions of fairness, that is, equality of opportunity and demographic parity, which

enables further post-processing reranking refinements to the list of recommended

experts, as seen in a figure 3.1.1, to reassure the desired fair outcome in terms of

popularity and gender. Additionally, OpeNTF2 features modern transformer-based

models and a new large-scale github dataset from open-source software repositories

where software developers are the experts and programming languages are the skills.

Contrary to existing datasets, github has a limited variety of skills (programming

languages) which are, by and large, employed by many repositories (teams) and follow

a more fair distribution, opening a new benchmark challenge for reproducibility and

generalizability of team formation models in varying domains with distinct distribu-

tions.
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Fig. 3.1.3: Identifying popularity status in dblp and imdb.

3.2 Debiasing Algorithms

OpeNTF2 integrated state-of-the-art debiasing reranking algorithms by Geyik et al. [8]

including deterministic greedy (greedy), greedy conservative (conservative), and

the relaxed variant of the greedy conservative (relaxed). The algorithms aim to

meet minimum and maximum representation constraints for each protected attribute

(e.g., gender or popularity) at every position in the ranked list. They work by greedy

selection of the next best candidate among the attribute values that need more rep-

resentation to meet the constraints. The algorithms differ in how conservatively they

ensure the minimum representation constraints are met - some wait longer before

selecting candidates from attribute values close to violating these constraints.

In addition, we adopt a probabilistic greedy reranking algorithm by Zehlike et al.

[25], namely fa*ir, which uses a multinomial distribution, allowing for the handling

of several protected groups simultaneously. They developed ‘ranked group fairness’

criterion to ensure each segment of the ranking has a proportion of protected can-

didates that is statistically close to a set minimum threshold. Their method utilizes

a fairness tree data structure for an efficient fair ranking verification and construc-

tion. Notably, fa*ir significantly improves representation for protected groups with

minimal utility loss compared to utility-based rankings. This approach also offers

flexibility in exploring fairness-utility trade-offs, providing more equitable visibility

for multiple disadvantaged groups in top-k rankings.

Finally, we Incorporated fairness evaluation metrics such as ndkl [24] and skew [8]
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class Reranking:
def get_stats(teamsvecs, ...):
def rerank(preds, labels, ratios,

algorithm='greedy', ...):
def eval_fairness(preds, labels, metrics, ...):
def eval_utility(reranked_preds, press,

metrics, ...):

Fig. 3.2.1: Reranking driver code.

into our pipeline. Fairness evaluation metrics measure the difference between the

distribution of recommended teams over popularity or gender labels and a reference

unbiased desired distribution. In tandem with utility metrics, which measure the effi-

cacy of the recommended teams with respect to teams’ success rate, such as precision

or recall, OpeNTF2 allows exploring the trade-offs between notions of fairness on the

one hand, and success rate on the other hand for a team formation method. OpeNTF2

supports two alternative notions of fairness, as explained hereafter.

3.2.1 Demographic Parity

This fairness notion requires the top-k recommended subset of experts to reflect the

same distribution of popular/nonpopular or female/male as in the entire set of ex-

perts, irrespective of an expert having the required skills. For instance, the dis-

tribution of females and males in the entire dataset of imdb is 29.6% and 70.4%,

respectively. A debiasing algorithm should preserve the same 1:2 ratio in the top-k

ranked list of recommended experts between females and males. This notion of fair-

ness forego qualifications and is known to have limitations [7, 10]. Notably, a random

baseline that assigns experts to teams from a uniform distribution of experts regard-

less of popularity or gender labels is an ideally fair model yet at the cost of very low

success rates for the recommended teams.
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3.2.2 Equality of Opportunity

This notion of fairness requires qualified experts to have an equal chance of being

selected for the team regardless of their popularity or gender status. For example, in

imdb, given ‘sport’ as the required genre (skill), 18.6% of our qualified experts, i.e.,

acted in at least one ‘sport’ movie, are female and the rest are male. A debiasing

algorithm should preserve the matching ratio of 1:4 between females and males in the

top-k recommended list of experts. It is required to satisfy demographic parity among

cast and crew who have participated in at least one movie in this genre. Basically,

OpeNTF2’s Adila dampen a bias by adjusting the distributions of popular/male and

nonpopluar/female experts in the top-k recommended experts for a team according

to their ratio in the training dataset (demographic parity) or based on their ratio

among qualified experts (equality of opportunity) via deterministic algorithms and

study the impacts on the team’s quality in terms of success rate; that is measuring

the accuracy of top-k experts for teams.

3.2.3 Protected Attributes

OpeNTF2 rely on experts’ labels of popularity or gender to measure the biases and

run the debiasing algorithms. The popularity status of an expert can be objectively

measured based on the number of teams the expert has participated in, referred to

as sociometric popularity [27]. As shown in Figure 3.1.3, OpeNTF2 has adopted two

alternatives: i) avg where an expert is popular if the expert participated in more

than the average number of teams per expert over the entire dataset, and nonpopular

otherwise. As seen in Figure 3.1.3 for imdb, a random expert has participated in

62.45 movies. So, experts who participated in more movies are considered popular.

ii) auc where an expert is popular if she belongs to the short head in the 2-d curve

of the distribution of experts in teams, and nonpopular otherwise. We split the curve

into short head and long tail based on equal area under the curve.

Contrary to popularity, gender is accorded personally (self-identified). While uspt

dataset includes gender labels, other training datasets lack gender labels in part or

37



3. OPENTF2: A FRAMEWORK FOR FAIR TEAM FORMATION

# ./src/mdl/nmt.py
from mdl.ntf import Ntf
class Nmt(Ntf):
def __init__(self):
super(Ntf, self).__init()

def learn(self, splits, path):
cli_cmd = 'onmt_train '
cli_cmd += f'-config

{path}/fold{foldidx}/config.yml'
subprocess.Popen(shlex.split(cli_cmd)).wait()

def run(self, splits, vecs, cmd, ...):
.... #loading model configs
if 'train' in cmd:
input_data,output_data=self.prepare_data(vecs)
model_path = self.build_vocab(input_data,
output_data, ...)

self.learn(splits, model_path)

Fig. 3.2.2: Ntf class definition.
whole. In imdb, although we inferred the gender of some cast and crew by their role

identified as actor or actress, gender labels for other experts were missing. In dblp, no

gender label for the experts has been provided. Therefore, we utilized genderize [1],

based on the first name of the experts for dblp as well as those that are missing in

imdb. Their approach is quite simple but effective. They gathered occurrences of

names from all around the world on the web, and then for each name they returned

a probability in addition to a gander and count value. It means the probability

of the given gender is based on the count value which is the number of presence

of that name in their database. The gender distributions for the imdb and dblp

datasets are illustrated in Figure 3.3.2. It is evident from the data that both datasets

exhibit a significant gender bias. Specifically, in the imdb dataset, the male-to-female

ratio is 0.868 to 0.132. Similarly, the dblp dataset shows a male-to-female ratio of

0.877 to 0.123. This disproportionate representation underscores the importance of

addressing and rectifying such biases.
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Table 3.2.1: Results of debiasing algorithms for popularity on imdb.

%ndkl %ndkl %map10 %ncdg10

before↓ after↓ ∆↑ ∆↑

demographic parity

det-cons 16.59 -0.36 -0.82

det-greedy 16.60 -0.36 -0.82

det-relaxed 16.35 -0.36 -0.82
bnn

fa*ir

67.53

17.27 0.00 00.00

det-cons 15.71 -0.48 -1.03

det-greedy 15.72 -0.48 -1.03

det-relaxed 15.43 -0.48 -1.03
bnn-emb

fa*ir

74.67

17.53 0.00 0.00

equality of opportunity

det-cons 19.85 -0.35 -0.81

det-greedy 20.11 -0.35 -0.81

det-relaxed 19.70 -0.35 -0.81
bnn

fa*ir

61.74

16.61 0.00 0.00

det-cons 18.94 -0.48 -1.03

det-greedy 19.21 -0.48 -1.03

det-relaxed 18.77 -0.48 -1.03
bnn-emb

fa*ir

68.57

16.88 0.00 0.00

3.2.4 Benchmark Results

OpeNTF2 has been benchmarked for debiasing algorithms on imdb and dblp to mit-

igate popularity and gender biases based on the two notions of fairness. As seen
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Fig. 3.3.1: OpeNTF2 dataset class inheritance

in Table 3.2.1, fa*ir were able to mitigate popularity bias significantly in terms of

ndkl while avoiding utility loss based on the map@10 and ndcg@10, before and after

mitigation process. The full results, are accessible at OpeNTF2’s codebase.

3.3 Additional Features

We further extend OpeNTF with transformer-based neural models and a large-scale

dataset from a new domain.

3.3.1 Transformer-based Models

The team formation problem can be viewed as a special case of sequence-to-sequence

task from a subset of skills as the source sequence to a subset of experts as the

target sequence with a compromise in the order of elements. OpeNTF2 has integrated

opennmt-py [15] through the wrapper class Nmt, to utilize modern transformers and

encoder-decoder models with multiple rnn cells of type lstm or gru and different

attention mechanisms. Nmt prepares the required source and target element sets and

calls opennmt-py’s executables by spawning a new process via python’s subprocess.

Furthermore, since Nmt wrapper inherits from Ntf, such models can utilize temporal

training strategy through tNtf.
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#experts 5,022,955 3,508,807 876,981 452,606

#skills 89,504 241,961 28 20

%popular experts (avg) 18.00% 20.20% 5.00% 18.80%

%female experts 24.20% 13.50% 29.60% -

Fig. 3.3.2: Distribution of teams over experts (top) and skills (bottom) along with
stats in training datasets.

3.3.2 Dataset

Previously, OpeNTF hosted dblp dataset of computer science research papers with

authors as experts and field of study (fos) as skills, uspt dataset of US patents with

inventors as experts and patent subclasses as skills, and imdb dataset of movies with

cast and crew as experts and genres as skills. While dblp and uspt have similar

distributions of experts and skills in teams, imdb has been the only dataset with

different distribution of skills in teams due to the limited number of skills (movie

genres), as seen in Figure 3.3.2. In OpeNTF2, we also contribute github dataset of

open-source software as teams of software developers crawled from github repositories,

including contributors as the experts and programming languages as the skills as

well as complementary information such as stargazer count, number of forks, and

creation date. We used google cloud bigquery to obtain the list of repositories. We

examine GitHub MemberEvent data from 2020 (starting on Jan 1) until it 750k unique

repository names. MemberEvent are recorded every time an individual becomes a
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python -u main.py
-data ../data/raw/dblp/dblp.v12.json \
-domain dblp \
-model fnn bnn fnn_emb bnn_emb \
-fairness greedy conservative relaxed fa-ir \
-attribute gender popularity

Fig. 3.3.3: OpeNTF2’s quickstart command.

contributor to a repository. The crawling process took 6 months given the 1,500

api call per hour limit. Github dataset follows similar distributions as in imdb,

having two datasets in two alternative categories of varying distributions, i.e., dblp

and uspt vs. imdb and github. Figure 3.3.2 demonstrates the distributions of

experts and skills in teams as well as some stats for all datasets including the github

dataset. Figure 3.3.3 shows OpeNTF2’s quickstart command for fair and temporal

team formation on github. Also, Figure 3.3.1 shows github’s class definition.

3.4 Conclusion and Future Work

This paper presented OpeNTF2 with key extensions to its initial release as the first

open-source python-based benchmark library for neural team formation research.

OpeNTF2 features i) fairness-aware reranking algorithms to mitigate popularity and

gender disparities in the training datasets of the team formation problem, ii) trans-

formers and encoder-decoder models with rnn cells and attention mechanisms, and iv)

a new large-scale dataset of open-source software repositories. OpeNTF’s future focus

will mainly be on fair team formation. We aim to include other notions of fairness

such as equalized odds, and the respective debiasing methods and evaluation metrics.

Finally, we plan to detect and mitigate potential racial bias in training datasets.
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ACM, 2020, pp. 2049–2052. doi: 10.1145/3340531.3412140. url: https:

//doi.org/10.1145/3340531.3412140.

[20] Radin Hamidi Rad, Aabid Mitha, Hossein Fani, Mehdi Kargar, Jaroslaw Szlichta,

and Ebrahim Bagheri. “PyTFL: A Python-based Neural Team Formation Toolkit”.

45

https://doi.org/10.18653/v1/P17-4012
https://doi.org/10.18653/v1/P17-4012
https://doi.org/10.18653/v1/P17-4012
https://doi.org/10.1145/3404835.3463105
https://doi.org/10.1145/3404835.3463105
https://doi.org/10.1145/3501247.3531578
https://doi.org/10.1145/3501247.3531578
https://doi.org/10.1145/3589762
https://doi.org/10.1145/3589762
https://doi.org/10.1145/3589762
https://doi.org/10.1145/3340531.3412140
https://doi.org/10.1145/3340531.3412140
https://doi.org/10.1145/3340531.3412140


3. OPENTF2: A FRAMEWORK FOR FAIR TEAM FORMATION

In: CIKM. ACM, 2021, pp. 4716–4720. doi: 10.1145/3459637.3481992. url:

https://doi.org/10.1145/3459637.3481992.

[21] Radin Hamidi Rad, Shirin Seyedsalehi, Mehdi Kargar, Morteza Zihayat, and

Ebrahim Bagheri. “A Neural Approach to Forming Coherent Teams in Collab-

oration Networks”. In: EDBT. OpenProceedings.org, 2022, 2:440–2:444. doi:

10.48786/edbt.2022.37. url: https://doi.org/10.48786/edbt.2022.37.

[22] Jianing Sun, Wei Guo, Dengcheng Zhang, Yingxue Zhang, Florence Regol,

Yaochen Hu, Huifeng Guo, Ruiming Tang, Han Yuan, Xiuqiang He, et al. “A

framework for recommending accurate and diverse items using bayesian graph

convolutional neural networks”. In: Proceedings of the 26th ACM SIGKDD In-

ternational Conference on Knowledge Discovery & Data Mining. 2020, pp. 2030–

2039.

[23] Emre Yalcin and Alper Bilge. “Investigating and counteracting popularity bias

in group recommendations”. In: Information Processing Management 58.5

(2021), p. 102608. issn: 0306-4573. doi: https://doi.org/10.1016/j.ipm.

2021.102608. url: https://www.sciencedirect.com/science/article/

pii/S0306457321001047.

[24] Ke Yang and Julia Stoyanovich. “Measuring Fairness in Ranked Outputs”. In:

Proceedings of the 29th International Conference on Scientific and Statistical

Database Management. SSDBM ’17. Chicago, IL, USA: Association for Com-

puting Machinery, 2017. isbn: 9781450352826.
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CHAPTER 4

A Probabilistic Greedy Attempt to

be Fair in Neural Team

Recommendation
Hamed Loghmani, Mahdis Saeedi, Gabriel Rueda, Edwin Paul,
Hossein Fani

4.1 Introduction

As modern tasks have surpassed the capacity of individuals, recommending collabo-

rative teams of experts, whose combined skills applied in coordinated ways toward a

common goal could yield success, has been a surge of research interest in many dis-

ciplines, including psychology [17, 42, 36, 26], the science of team science (scits) [46,

57], and industrial engineering [13, 12]. Team recommendation can be seen as social

information retrieval (Social IR) where the right group of experts, rather than the

right documents, are searched and hired to solve the task at hand.

To replace the tedious, error-prone, and suboptimal manual team formation by a

human selector, who falls short for an overwhelming number of experts, and fails to

consider a multitude of criteria to optimize simultaneously[13], a rich body of various

computational methods, from operations research[2, 13, 58, 63, 65, 8, 18, 32, 62],

social network analysis[38, 34, 23, 56], and recently, machine learning[50, 54, 14, 49,

47, 16, 51, 48] have been proposed. Specifically, neural models have been proposed

to learn the distributions of experts and their skill sets in the context of successful
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and unsuccessful teams in training datasets to recommend future successful teams.

Such models have brought state-of-the-art efficacy while enhancing efficiency, taking

the stage and becoming canonical in team recommendation literature[50, 47, 44, 16,

14].

Most critically, manual team formation also suffers from human selector’s hidden

personal and societal biases [52], whose mitigation has received little to no attention

in the literature. Indeed, the primary focus of existing team recommenders is the

maximization of the success rate (utility) by tailoring the recommended experts for

a team to the required skills only, largely ignoring the fairness. It has been well-

explored that machine learning-based recommenders produce unfair biases in their

ranked list of recommendations, leading to discrimination and reduced visibility for an

already disadvantaged group [27], disproportionate selection of popular experts [40],

and over/under-representation and racial/gender disparities. These biases, far from

being random, originate mainly from training datasets. For instance, training sets in

team recommendation suffer from popularity bias; that is, the majority of nonpopular

experts have scarcely participated in the (successful) teams, whereas few popular

experts are in many teams [28, 15]. Therefore, popular experts would receive more

attention and are more frequently recommended by a machine learning model, leading

to systematic discrimination against already disadvantaged nonpopular experts.

In this paper, we propose incorporating the notions of fairness in tandem with

expertise to facilitate recommending merit-based teams while equal opportunity and

fairness is also maximized. Specifically, we leverage a probabilistic fairness-aware

reranking method [68] to adjust the ordering of experts in the final ranked list of

recommendations to address potential biases and promote fairness concerning gen-

der or popularity biases. As opposed to pre-processing-based methods, which modify

data or its labels before model training, or in-processing techniques, which focus on

balancing model accuracy with fairness considerations during training, our method

belongs to post-processing category of methods, which seek to improve the fairness

of model’s outputs after training, without adjustments to the data or training proce-

dure. Moreover, being probabilistic, our approach holds advantages over deterministic
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methods for managing real-world uncertainties; instead of providing rigid decisions,

our approach offers distributions over possible outcomes, resulting in more adaptive

solutions.

To the best of our knowledge, there is no fairness-aware approach in the neural

team recommendation method except that of Loghmani et al. [40], who applied

deterministic greedy reranking algorithms to mitigate popularity bias in neural team

recommendation models. They showed such deterministic methods can mitigate bias

but at the cost of substantial drop in team’s likelihood for success. Our experiments

on two large-scale datasets demonstrate that:

(1) With respect to popularity bias, our approach substantially mitigates bias while

maintaining the success rate of the recommended teams.

(2) With respect to gender, however, our approach’s impact on fairness has been

marginal due to the highly skewed distribution of male vs. female experts in the

training dataset.

4.2 Related Work

The works related to this paper are largely around neural team recommendation

methods and fairness-aware recommendation methods.

4.2.1 Neural Team Formation

Among the proposed team recommendation methods, we focus on the neural models

as the cutting-edge computational methods which offer efficiency and effectiveness

due to the inherently iterative and online learning procedure. This line of research

starts with Sapienza et al. [54] who employed an autoencoder neural network ar-

chitecture for the team recommendation problem in online games. Subsequently,

other researchers have continued this line, exploring alternative neural-based archi-

tectures. Rad et al. [28] used a variational Bayesian neural model that incorporated

uncertainty via probabilistic weights to address overfitting in highly skewed training

datasets. Rad et al. [47] also employed graph neural network to learn dense vector

50



4. A PROBABILISTIC GREEDY ATTEMPT TO BE FAIR

representations of skills followed by the variational Bayesian model, obtaining per-

formance improvements. Dashti et al. [15] proposed negative sampling heuristics to

improve the efficiency of neural model training even more via virtually unsuccessful

teams. Successful as they are, neural team recommenders overlook fairness, contrary

to rich body of fairness-aware methods in other disciplines such as in healthcare [11,

25, 1, 39], information retrieval [6, 19, 45], image processing and classification [31,

33, 41, 37, 64] and finally, ranking and recommendations [68, 66, 24, 55, 53, 67, 43,

4].

4.2.2 Fairness-aware Recommendation

Amongst fairness-aware recommendation methods in machine learning, post-processing

methods offer the benefits of implementing fairness without modification to the model

architecture or negative impact on the predictive power of a model. Further, they are

model agnostic, enabling their application across various models [22]. They permit

adjustments and tuning of fairness criteria based on ongoing evaluations and differ-

ent fairness definitions without model retraining [10, 20]. The ease of implementation

comes to the scene as well, with post-processing methods often presenting a simpler,

more straightforward path to implementation than in-processing methods. Such ad-

vantages have encouraged post-processing methods for the fair team recommendation

problem [69].

Post-processing reranking algorithms ensure a fair-distributed representations of

diverse groups across all ranking positions[9]. Within the literature, diverse meth-

ods, including integer programming problems [5, 55, 60] and algorithmic approaches

[24, 68, 66] have been applied to address this challenge. Integer programming-based

methods, however, consist of a large number of variables and constraints, hence,

practically prohibitive. Some other approaches proposed algorithms to create a fair

rerank of an original ranked list. For instance, Geyik et al. [24] attain a specified

distribution of protected attributes like gender and age among the top-ranked items

in the final recommended list. Through extensive simulations, these algorithms are

evaluated against varying attribute values and desired distributions, exploring the
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trade-off between fairness and ranking utility. They utilize various measures such as

skew and normalized discounted cumulative KL-divergence (ndkl) to quantify bias

in rankings, also for evaluation. Contrary to the deterministic approaches, Zehlike et

al. [68] took a probabilistic approach and presented an algorithm to produce a top-k

ranking while maintaining fairness towards multiple protected groups.

4.3 Fair Neural Team Recommendation

In this section, we introduce the necessary notations and definitions for neural team

formation, on the one hand, and fairness on the other hand. Then, we provide a

general problem statement for recommending a fair team.

4.3.1 Neural Team Recommendation

Definition 1 (Team). Given a set of skills S and a set of experts E, a team of experts

E ⊆ E ; E ̸= ∅ that collectively cover a skill set S ⊆ S; S ̸= ∅ shown by (S, E) along

with its success status y where y ∈ {0, 1}. Further, T = {(S, E)y : y ∈ {0, 1}} indexes

all previous teams, successful and unsuccessful.

Definition 2 (Team Recommendation). For a given subset of desired skills, the goal

of the team recommendation problem is to recommend an optimal subset of experts

E∗ that their collaboration as a team leads to success, i.e., (S, E∗)y=1, and ignore

potentially unsuccessful subset of experts E ′, i.e., (S, E ′)y=0. More concretely, the

team recommendation problem is to find a mapping function f of parameters θ from

the power set of skills to the powerset of experts such that fθ : P(S) → P(E), fθ(S) =

E∗.

The output of a neural team recommender is a list of all experts where each

expert e ∈ E is assigned a score, which is the probability of its membership in the

final recommended team and can be ordered decreasingly to form a ranking. The

recommended team is a subset of experts E ∈ E with the top-k highest probability

scores.
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Definition 3 (Neural Team Recommendation). Given a subset of skills S and all

previous teams T as the training set, neural team recommendation estimates fθ(s)

using a multilayer neural network that learns, from T , to map a vector representation

of subset of skills S, referred to as vs, to a vector representation of subset of experts

E∗, referred to as vE∗, by maximizing the posterior probability of θ in fθ over T , that

is, argmaxθp(θ|T ).

4.3.2 Notions of Fairness

To eschew varied interpretations and to provide actionable criteria to design and

evaluate computational algorithms, fairness has been mathematically formalized, with

a level of abstraction from an underlying real-world scenario, based on well-known

notions of justice and equity at an individual level, or a group level like females vs.

males. In this paper, as we aim to provide fairness for groups of expert candidates

when recommending a team, we focus on group-based notions of fairness, including

demographic parity [7] and equality of opportunity [29].

Given a protected attribute aV = {v1, · · · , vn}, e.g., gender= {0 : male, 1 :

female}, we divide experts into groups per attribute value, each referred to as pro-

tected group ga:v, e.g., females and males, such that ∀e, e′ ∈ ga:v, ea:v and e′
a:v. Notions

of group fairness are then defined as follows:

Definition 4 (Demographic Parity †). Demographic parity requires decisions for

members of protected groups to be oblivious to the value of the protected attribute [29].

Formally,

∀d ∈ D, i ̸= j ∈ aV p(d̂|ea:i) = p(d̂|e′
a:j) (1)

where D is the set of decisions and d̂ is the predicted decision for the correct decision

d, aV is the domain set of a protected attribute a, and ei is an expert whose value of

protected attribute a is i.

Assuming decisions are about the boolean membership status of experts in the

recommended subset of experts E, i.e., {e ∈ E, e ̸= E} and protected attributes are
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either gender= {0 : male, 1 : female} or popularity= {0 : popular, 1 : nonpopular},

equation 1 becomes

∀e0, e′
1 ∈ E [p(e0 ∈ E) = p(e′

1 ∈ E)] ∧ [p(e0 ̸= E) = p(e′
1 ̸= E)] (2)

where E is the set of all candidates. Intuitively, demographic parity enforces the

membership in a team to be independent of values of a protected attribute for team

members, i.e., no regard to their popularity, gender, ethnicity, or any other protected

characteristic [61]. However, demographic parity overlooks experts’ qualifications in

protected groups; no condition for experts exists in equation 1 and equation 2.

Definition 5 (Equalized Odds). Equalized odds [29] is a stronger notion of fairness

as it applies demographic parity on subsets of protected groups whose members are

qualified enough to receive the true decision in a boolean decision set and protected

attribute:

∀d ∈ D = {0, 1} p(d̂|e0, d) = p(d̂|e1, d) (3)

Assuming D is the set of decisions about team membership, we prioritize fair-

ness for the decision d = 1, that is, recommending an expert to be in a team as an

advantaged outcome, moving on from the discrimination against d = 0 (not recom-

mended). This leads to a relaxed version of equalized odds, referred to as equality of

opportunity, as follows.

Definition 6 (Equality of Opportunity ‡). Equality of opportunity [29] applies equal-

ized odds only for the true positive decision in a boolean decision set and protected

attribute:

p(d̂|e0, d = 1) = p(d̂|e1, d = 1) (4)

Adopting equality of opportunity for fair team recommendation problem, a qualified

expert for a team with a required subset of skills S can be defined, oblivious to the

expert’s value of the protected attribute, as an expert who has experience in at least
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one skill s ∈ S in at least one team in the past. Hence,

p(e0 ∈ E|e0, e0.S ∩ S ̸= ∅) = p(e1 ∈ E|e1, e1.S ∩ S ̸= ∅) (5)

where e.S is the set of skills for an expert e.

4.3.2.1 Targeted Biases.

We target mitigating the following biases separately:

• Popularity Bias: The choice of popularity bias in this study is motivated due to

the fact that team recommendation training sets exhibit the popularity bias; the

majority of experts have limited involvement in successful teams, referred to as

nonpopular experts, while a small number of experts, the popular ones, are part

of many teams. In our work, we assign the protected attribute popularity to

experts whose value is 0 if an expert’s participation in teams exceeds the dataset’s

average and 1 otherwise.

• Gender Bias: Addressing gender bias in team recommendation models is a critical

step toward promoting diversity and inclusion in the workplace. The literature has

highlighted several reasons why gender bias is important in team recommendation

including enhancing team creativity [30], improving team performance [3], and

meeting legal and ethical obligations [21].

Definition 7 (Fair Team). Let E be a subset of experts. E’s fairness is determined

by the fair identifier function I as follows:

I(E) =


1 E is a fair subset

0 E is not a fair subset
(6)

A subset of experts E in a team (S, E) is fair with respect to the notion of

demographic parity iff equation 2 holds:

I(E) = 1† ⇐⇒ equation 2 (7)
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Alternatively, a subset of experts E in a team (S, E) is fair with respect to the

notion of equality of opportunity iff equation 5 holds:

I(E) = 1‡ ⇐⇒ equation 5 (8)

4.4 Proposed Reranking Method

Let S be a set of skills and fθ is the team recommendation method estimated by a

neural model function that recommends a subset of experts, E, that collectively cover

the required subset of skills S and is almost surely successful, i.e., f(S) = E such that

(S, E)y=1. If E is not a fair team, i.e., I(fθ(S)) = I(E) = 0, our goal is to estimate a

function g : E → E in a way that

g(E) = E∗ such that I(g(fθ(S))) = I(g(E)) = I(E∗) ≈ 1 (9)

Given p as the desired proportion of protected experts in a fair team, and a

significance level α, which is selected based on the underlying domain. Let Er,k is

the first k experts of E ranked by the probability values of the team recommender

model for fθ, denoted by ranking r, |Er,k|p is the number of protected members in the

Er,k, F (|E|p; |E|, p) is the cumulative distribution function for a binomial distribution

with parameters |E| and p, F −1(α; k, p) is the inverse function of F that computes

the minimum number of required protected experts in Er̂,k, ga:1 = {e
(1)
1 , · · · , e

(l)
1 } is

the set of experts in the positive protected group (e.g., females). Then, the function

g(E) creates a new ranking r′ based on the following:



ĝ(e(k)
i ) = e

(k)
i F −1(α; 1, p) ≤ |Er,k|p

ĝ(e(k)
i ) = e

(1)
1 , F −1(α; 1, p) > |Er,k|p

ĝ(e(k+1)
i ) = e

(2)
1 ,

....

ĝ(e(K+m)) = e
(m)
1 ,

(10)
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where m = F −1(α; 1, p) − |Er,k|p
We adopt Zehlik et al. [66]’s fa ∗ ir algorithm as our reranking estimator for g for

fair team recommendation, denoted ĝ, wherein the proportion of protected experts in

every prefix of the top-k reranking r′ remains statistically above or indistinguishable

from a given minimum, i.e., I(g(fθ(S))) ≈ 1. We evaluate this claim empirically on

two large-scale datasets using two fairness metrics, namely ndkl and skew. Mean-

while, we evaluate the efficacy (utility) of teams by information retrieval metrics,

including map@k and ndcg@k.

Our research unfolds in two pipelined steps:

1. initiating the training of a state-of-the-art neural team recommendation model

to estimate fθ, designed to generate expert recommendations for given skill

subsets,

2. employing cutting-edge reranking algorithms to reorder the experts with an aim

to elevate fairness, while trying to preserve accuracy in the recommendations.

From Definition 4.4 we conclude that the F −1(α, |E|p, p) is the minimum number

of required protected experts in a team with size |E| in order to have at least p percent

of protected members in the subset of experts E. We calculate this value for each

prefix of the team from k = 1, · · · , 100. An instance of the aforementioned table is

illustrated in Table 4.4.5.

4.5 Experiments

This section presents the details of research questions that we are going to answer in

this paper.

RQ1, delves into the potential biases in the output of state-of-the-art neural team rec-

ommendation models. Our goal is to determine if these models, when recommending

teams of experts, perpetuate biases, particularly concerning popularity and gender as

protected attributes.
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Table 4.4.1: Results for imdb with respect to popularity protected attribute.

demographic parity

%ndkl %ndkl skew before→ 0 skew after→ 0 %map10 %ncdg10

before↓ after↓ nonprotected protected nonprotected protected ∆↑ ∆↑

det-cons[24] 16.59 -0.5449 0.2668 -0.36 -0.82

det-greedy[24] 16.60 -0.5449 0.2668 -0.36 -0.82

det-relaxed[24] 16.35 -0.5330 0.2629 -0.36 -0.82
bnn

fa*ir[68]

67.53

17.27

0.7472 -4.0195

0.2151 -0.1981 0.00 00.00

det-cons[24] 15.71 -0.4673 0.2374 -0.48 -1.03

det-greedy[24] 15.72 -0.4673 0.2374 -0.48 -1.03

det-relaxed[24] 15.43 -0.4560 0.2329 -0.48 -1.03
bnn-emb

fa*ir[68]

74.67

17.53

0.7870 -4.3045

0.2167 -0.1985 0.00 0.00

equality of opportunity

det-cons[24] 19.85 -0.6284 0.3288 -0.35 -0.81

det-greedy[24] 20.11 -0.6289 0.329 -0.35 -0.81

det-relaxed[24] 19.70 -0.6249 0.3277 -0.35 -0.81
bnn

fa*ir[68]

61.74

16.61

0.6816 -3.9636

0.198 -0.2052 0.00 0.00

det-cons[24] 18.94 -0.5553 0.3022 -0.48 -1.03

det-greedy[24] 19.17 -0.5558 0.3024 -0.48 -1.03

det-relaxed[24] 18.68 -0.5534 0.3014 -0.48 -1.03
bnn-emb

fa*ir[68]

70.61

18.15

0.7283 -4.1799

0.2016 -0.2056 0.00 0.00

RQ2, examines if state-of-the-art probabilistic reranking algorithms are capable of

enhancing the fairness of neural team recommendation models without compromising

on their utility.

RQ3 investigates how effectiveness post-processing methods are in mitigating severe

pre-existing biases within training datasets, and under what conditions these methods

uphold the integrity and utility of the generated models across various application

domains.

4.5.1 Datasets

Our experimental testbed consists of two large scale datasets: imdb and dblp. These

datasets offer a comprehensive view of the domain and provide a robust foundation

for our analyses. Our experimental dataset consists of data from imdb [35], where
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Table 4.4.2: Results for imdb with respect to gender protected attribute.

demographic parity

%ndkl %ndkl skew before→ 0 skew after→ 0 %map10 %ncdg10

before↓ after↓ nonprotected protected nonprotected protected ∆↑ ∆↑

det-cons[24] 4.44 0.0394 -0.3441 -0.36 -0.81

det-greedy[24] 3.96 0.0419 -0.3693 -0.36 -0.81

det-relaxed[24] 4.00 0.0404 -0.3559 -0.36 -0.81
bnn

fa*ir[68]

4.13

4.09

0.0009 -0.0494

0.0006 -0.0451 0.00 0.00

det-cons[24] 8.34 0.0625 -0.6183 -1.17 -1.03

det-greedy[24] 3.99 0.0385 -0.3311 -1.17 -1.03

det-relaxed[24] 4.21 0.0371 -0.3185 -1.17 -1.03
bnn-emb

fa*ir[68]

4.92

4.88

0.014 -0.1338

0.0136 -0.1280 0.00 0.00

equality of opportunity

det-cons[24] 3.97 0.0313 -0.274 -0.42 -0.99

det-greedy[24] 3.67 0.0300 -0.2598 -0.42 -0.99

det-relaxed[24] 3.71 0.0289 -0.2502 -0.42 -0.99
bnn

fa*ir[68]

3.42

3.39

0.0051 -0.0626

0.0044 -0.0522 0.00 0.00

det-cons[24] 4.17 0.0288 -0.2453 -0.54 -1.20

det-greedy[24] 3.89 0.0262 -0.2219 -0.54 -1.20

det-relaxed[24] 3.93 0.0250 -0.2125 -0.54 -1.20
bnn-emb

fa*ir[68]

4.00

3.96

0.0141 -0.1367

0.0135 -0.1304 0.00 0.00

each movie entry contains information about the cast and crew (such as actors and

director) as well as the movie’s genres. We view each movie as a team, with the cast

and crew being the team members and the movie genres representing the skills needed.

The dblp.v12 [59] dataset is derived from the dblp computer science bibliography, a

comprehensive collection of bibliographic references of the computer science domain.

Dblp offers open information on principal computer science journals and conference

proceedings. Within the dblp.v12 version, one can typically expect to find attributes

such as authors, the paper’s title, its publication year, the publishing venue, referenced

papers, and often an abstract summarizing the content. In the team recommendation

problem, each publication can be viewed as a team, where the authors are the experts

and the fields of study represent the set of skills covered by that team.
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Table 4.4.3: Results for dblp with respect to popularity protected attribute.

demographic parity

%ndkl %ndkl skew before→ 0 skew after→ 0 %map10 %ncdg10

before↓ after↓ nonprotected protected nonprotected protected ∆↑ ∆↑

det-cons[24] 14.64 0.6484 -0.5462 -0.28 -0.58

det-greedy[24] 14.64 0.6484 -0.5462 -0.28 -0.58

det-relaxed[24] 18.31 0.6413 -0.5360 -0.28 -0.58
bnn

fa*ir[68]

109.56

19.71

1.1343 -19.9704

0.2639 -0.1524 0.00 00.00

det-cons[24] 14.09 0.6262 -0.5161 -0.28 -0.58

det-greedy[24] 14.09 0.6262 -0.5161 -0.28 -0.58

det-relaxed[24] 17.65 0.6189 -0.5063 -0.28 -0.58
bnn-emb

fa*ir[68]

110.31

19.61

1.1415 -20.7584

0.2686 -0.1531 0.00 0.00

equality of opportunity

det-cons[24] 13.12 0.5773 -0.5113 -0.28 -0.58

det-greedy[24] 13.16 0.5773 -0.5113 -0.28 -0.58

det-relaxed[24] 16.15 0.5729 -0.5050 -0.28 -0.58
bnn

fa*ir[68]

102.01

18.96

1.0560 -19.9253

0.2499 -0.1631 0.00 0.00

det-cons[24] 12.65 0.5555 -0.4813 -0.28 -0.58

det-greedy[24] 12.67 0.5555 -0.4813 -0.28 -0.58

det-relaxed[24] 15.63 0.5512 -0.4752 -0.28 -0.58
bnn-emb

fa*ir[68]

102.85

18.39

1.0641 -20.6268

0.2526 -0.1645 0.00 0.00

4.5.1.1 Protected Attribute Distibutions

An expert is labeled as ‘popular’ if their team participation exceeds the dataset’s

average. For the imdb dataset, this average stands at 62.45 teams, while for the dblp

dataset, it’s 23.02 teams. In imdb, the proportion of popular to nonpopular experts

is 0.426 to 0.574, while in dblp, it’s 0.313 to 0.687. Regarding gender distribution,

as illustrated in Fig.4.5.1 dblp has a male-to-female ratio of 0.858 to 0.142, and

imdb has a slightly different ratio of 0.877 to 0.123.

4.5.2 Baselines

As our team recommendation baseline, we utilized a variation of OpeNTF[15]a Bayesian

neural network (bnn) with variational inference [28], optimizing using the Kullback-

Leibler (KL) divergence. We employed two distinct variations of this baseline model.
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Table 4.4.4: Results for dblp with respect to gender protected attribute.

demographic parity

%ndkl %ndkl skew before→ 0 skew after→ 0 %map10 %ncdg10

before↓ after↓ nonprotected protected nonprotected protected ∆↑ ∆↑

det-cons[24] 4.92 -0.0774 0.3945 -0.28 -0.58

det-greedy[24] 3.72 -0.0774 0.3946 -0.28 -0.58

det-relaxed[24] 6.52 -0.0078 -0.2066 -0.28 -0.58
bnn

fa*ir[68]

11.80

8.39

-0.0895 0.4274

-0.0014 -0.1162 0.00 0.00

det-cons[24] 4.97 -0.0734 0.3781 -0.28 -0.58

det-greedy[24] 3.59 -0.0734 0.3784 -0.28 -0.58

det-relaxed[24] 4.92 -0.0415 0.0871 -0.28 -0.58
bnn-emb

fa*ir[68]

7.29

6.83

-0.0638 0.3084

-0.0368 0.1384 0.00 0.00

equality of opportunity

det-cons[24] 9.19 -0.1357 0.864 -0.28 -0.58

det-greedy[24] 7.70 -0.1357 0.864 -0.28 -0.58

det-relaxed[24] 9.53 -0.1343 0.8577 -0.28 -0.58
bnn

fa*ir[68]

18.97

18.97

-0.1439 0.882

-0.1438 0.8818 0.00 0.00

det-cons[24] 9.24 -0.1348 0.8609 -0.28 -0.58

det-greedy[24] 7.61 -0.1348 0.8609 -0.28 -0.58

det-relaxed[24] 10.16 -0.1325 0.8504 -0.28 -0.58
bnn-emb

fa*ir[68]

15.93

15.93

-0.1192 0.7646

-0.1191 0.7644 0.00 0.00

Table 4.4.5: A sample table of F −1(α, |T |p, p) values for F −1(0.1, 10, 0.6)

position 1 2 3 4 5 6 7 8 9 10

min #of protected experts 0 0 1 1 2 2 3 3 4 4

Firstly, one that leverages pre-trained dense vector representations for the input skill

subsets, denoted as (-emb), and secondly, a variation without any embedding. Both

of these baseline models incorporate the use of negative sampling heuristics. In our

efforts to establish fairness-aware reranking baselines, we employed three specific de-

terministic greedy reranking algorithms: det-greedy, det-cons, and det-relaxed,

as detailed in [24]. Moreover, we integrated the adopted variant of fa*ir from [68],

adapted especially for the purpose of team recommendation , serving as our primary

reranking benchmark.
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Fig. 4.5.1: Distribution of popular experts (left) and gender in dblp and imdb (right).

4.5.3 Evaluation Strategy and Metrics

To showcase the effectiveness of our approach, we partitioned our dataset by ran-

domly selecting 15% of the teams to constitute the test set. We then employed 5-fold

cross-validation on the remaining 85% of the teams, ensuring a rigorous training and

validation process. This process yields one specialized model for each fold. For perfor-

mance assessment, we adopted map (Mean Average Precision) and ndcg (Normalized

Discounted Cumulative Gain) as our evaluation metrics. Furthermore, to ascertain

the fairness of our team compositions, we turned to ndkl(Normalized Discounted

Kullback-Leibler) and skew measures. Notably, we undertook a comparative fairness

and utility evaluation, assessing the teams both prior to and following the reranking

procedure.

4.5.4 The Effect of Skewness in Qualified Group

When the qualified set manifests skewness, our conventional expectations are vulner-

able to bias while employing post-processing methods. Post-processing methods may

fall short of adequately addressing stark skewness since they predominantly deal with

the symptoms(biased output)rather than targeting the root(biased data or learning

processes). When the bias escalates in severity, it becomes necessary to contemplate

the utilization of pre-processing and in-processing methods in tandem with post-

processing to achieve an optimal outcome. This integrative approach necessitates

careful examination throughout the entire pipeline, guaranteeing that biases are suf-

ficiently addressed and mitigated, thereby ensuring that outputs uphold the main

tenets of fairness and equity.
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4.5.5 Results

From Table 4.4.1 and 4.4.3, when using popularity as the protected attribute in imdb

and dblp, we achieved significant improvements in fairness across fairness metrics

without compromising utility metrics. On the other hand, from Table 4.4.2 and

Table 4.4.4, where gender is the protected attribute and based on the employed fair-

ness notions, the teams were already well-balanced. Consequently, we observed no

significant enhancements in both fairness and utility. In response to RQ1, upon a com-

prehensive fairness evaluation conducted prior to reranking, it has been determined

that the output from our team recommendation methods can exhibit bias towards

certain protected attributes. As a result, specific protected groups may experience

disadvantages. It is crucial to address these biases to ensure equitable outcomes for

all participants, regardless of their background or attributes. From a comparative

perspective, our results show that while fa*ir can maintain utility in terms of map@10

after reranking, deterministic reranking algorithms can not as previously addressed

by Loghmani et al. [40]. The same pattern is witnessed for ndcg@10 as well in imdb

and dblp with popularity or gender as the protected attribute based on demographic

parity and equality of opportunity.

For RQ2, when considering popularity as the protected attribute, our findings con-

firm its influence. By adopting the fa*ir algorithm, we observed a marked improve-

ment in fairness without compromising the overall utility. However, in the context of

gender, the situation was more challenging. The initial bias in our dataset was so pro-

nounced that, even though the algorithm identified teams as fair based on our chosen

fairness criteria, in reality, they were not. This indicates the importance of continu-

ously refining our fairness notions and the need for more comprehensive evaluations

in cases of deeply rooted biases.

Finally, regarding RQ3, in our analysis, we determined that while post-processing

methods can be notably effective in addressing biases, their efficacy diminishes when

they are employed single-handedly. Specifically, when confronting extreme biases in

data, these methods struggle to rectify them without a consequential loss in utility. It
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is worth noting that the term extreme is context-sensitive; its interpretation can vary

based on the nature of the problem, the expertise and number of involved specialists,

as well as the size of the selected team. To achieve a more balanced and optimal

outcome, a holistic approach that integrates pre-processing, in-processing, and post-

processing methods is strongly recommended. The literature, such as Zehlike et al.

[69], articulates that when bias reaches such extreme levels, post-processing methods

alone tend to be insufficient in effectively mitigating it. Consequently, no tangible

improvements in terms of gender bias were observed in these two datasets.

4.6 Concluding Remarks

In this paper, we explored the possibility of employing the adopted version of the

fa*ir algorithm to mitigate popularity and gender biases in neural team forma-

tion baselines. Our results confirmed that we could notably enhance fairness regard-

ing popularity bias while retaining utility. On the other hand, the severe bias in

the datasets and consequently the teams in terms of gender bias, caused our post-

processing method to fall short. Hence, for gender bias, no considerable changes were

witnessed regarding fairness or utility. We recognize the importance of a comprehen-

sive fairness-aware pipeline, emphasizing the need to address biases right from the

initial stages of pre-processing. This approach should be synergistically combined

with other essential phases, including in-processing and post-processing. Although

post-processing methods offer value, their standalone capability can be constrained,

especially in extreme cases where they might inadvertently introduce reverse discrim-

ination. To enhance the robustness and fairness of our team recommendation models,

we plan to incorporate in-processing methods within our pipeline. Furthermore, we

are committed to mitigating potential biases in the datasets using pre-processing

techniques. In our pursuit of building a holistic framework, we are also considering

the integration of additional fairness notions, such as equalized odds, to furnish us

with a more comprehensive toolkit for evaluating and mitigating biases.
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CHAPTER 5

Poster Presentations

To showcase the practical implications of our study, we engaged in the University

of Windsor’s 8th and 9th Annual Computer Science Demo Day. During

this event, we had the opportunity to discuss and exhibit the practical applications of

our research project to professionals from various sectors of the technology industry.

We opted for a poster presentation format, recognizing its strengths in visual com-

munication and its effectiveness in capturing the interest of attendees. The following

sections of this chapter will feature the posters that were displayed.
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5.1 University of Windsor’s 8th Demo Day

ALGORITHMIC SEARCH FOR FAIR AND SUCCESSFUL
COLLABORATIVE TEAMS

FUTURE REMARKS
Experimenting on learning-to-rank
models
Including additional fairness metrics
Including new datasets

INTRODUCTION
Team formation aims to automate forming teams of experts
who can successfully solve difficult tasks which have firsthand
effects on creating an organizational performance. Forming a
successful team is challenging due to the immense number of
candidates with diverse backgrounds and personality traits.
Fairness breeds innovation and increases teams’ success by
enabling a stronger sense of community, reducing conflict, and
stimulating more creative thinking. However, there is little to no
fairness-aware algorithmic method that considers fairness in
team formation.

OBJECTIVE
Q1: Do state-of-the-art neural team
formation models produce fair teams of
experts in terms of popularity bias?

Q2: Do state-of-the-art deterministic
greedy re-ranking algorithms improve
the fairness of neural team formation
models while maintaining their
accuracy?

METHODOLOGY:

POPULARITY
LABELING:

GABRIEL RUEDA
University of Windsor
ruedag@uwindsor.ca

HAMED LOGHMANI
University of Windsor
ghasrlo@uwindsor.ca

IMDB DATASET:

Q(X) : distribution of popularity in a team

P(x): desired distribution of popularity

NORMALIZED DISCOUNTED
CUMULATIVE KL-DIVERGENCE

FANI-LAB/ADILA

HOSSEIN FANI
University of Windsor
hfani@uwindsor.ca

Fig. 5.1.1: The poster we presented at University of Windsor’s 8th Annual Computer
Science Demo Day
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5.2 University of Windsor’s 9th Demo Day

Team recommendation aims at forming a

collaborative group of experts to

accomplish complex tasks, which is a

recognized objective in the industry. While

state-of-the-art neural team recommenders

can efficiently analyze massive sets of

candidate experts to form effective

collaborative teams, they overlook fairness.

Due to this critical ethical issue in AI-based

decision making, in this work, we adopt a

various greedy reranking algorithms to

achieve fairness with respect to (1)

popularity or (2) gender in neural models in

view of two notions of fairness,

demographic parity and equality of

opportunity. 

01 A Story to Tell

RQ1) If team recommendation models,

when recommending teams of experts,

perpetuate biases, particularly concerning

popularity and gender as protected

attributes.

RQ2)  If state-of-the-art greedy reranking

algorithms are capable of enhancing the

fairness of neural team recommendation

models without compromising on their

utility.

RQ3)  How effective post-processing

methods are in mitigating severe pre-

existing biases within training datasets,

and under what conditions these methods

uphold the integrity and utility of the

generated models across various

application domains.

02  Research Questions 03 Gender Distribution

Adila 
Fairness-Informed Neural Team Recommendation

Hamed Loghmani
University of Windsor

ghasrlo@uwindsor.ca

Mahdis Saeedi
University of Windsor

msaeedi@uwindsor.ca

Gabriel Rueda
University of Windsor

ruedag@uwindsor.ca

Edwin Paul
University of Windsor

paul43@uwindsor.ca

Hossein Fani
University of Windsor

hossein.fani@uwindsor.ca

04 In Search of Light

05 Popularity Labeling 06 Let There Be Light

0
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  Upon a comprehensive fairness evaluation, it has

been determined that the output of team

recommendation methods can exhibit bias towards

female/nonpopular experts.

1.

When considering popularity as the protected

attribute, our findings confirm its influence.

2.

 We determined that while reranking methods can

be notably effective in addressing biases, their

efficacy diminishes when they are employed single-

handedly. Specifically, when confronting extreme

biases in data, these methods struggle to rectify

them without a consequential loss in utility.

3.

07 Partial Results

FANI-LAB/ADILA08 Future Remarks
Experiment on different cutting-

edge fairness-informed reranking

algorithms.

Include new datasets and domains

Experiment on pre-processing

fairness methods.

db
lp
-p
op
ul
ar
it
y

Fig. 5.2.1: The poster we presented at University of Windsor’s 9th Annual Computer
Science Demo Day
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CHAPTER 6

Conclusion

6.1 Research Questions

This section presents the details of research questions that we answered through this

thesis.

RQ1, delves into the potential biases in the output of state-of-the-art neural team rec-

ommendation models. Our goal is to determine if these models, when recommending

teams of experts, perpetuate biases, particularly concerning popularity and gender

as protected attributes. To conduct a meticulous evaluation, we have employed a

Bayesian neural model, which is augmented with negative sampling heuristics[1]. Our

investigation adopts two well-known fairness notions(demographic parity and equal-

ity of opportunity). We utilize skew and ndkl metrics to measure the fairness scores

of the teams predicted by the model. These metrics are instrumental in determin-

ing the extent of fairness by examining how individuals with different demographic

attributes are treated and provided opportunities within the recommended teams.

Demographic parity evaluates whether individuals are selected for teams irrespective

of their protected attributes, while equality of opportunity assesses the true positive

rate of selection across different demographic groups. By harnessing these notions,

we seek to unveil any potential biases and understand the efficacy of the Bayesian

neural model in employing a fair team recommendation process.

RQ2, examines if state-of-the-art probabilistic and deterministic reranking algorithms

are capable of enhancing the fairness of neural team recommendation models without
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compromising on their utility. To address this question, we adopt and incorporate

fa*ir [4], a distinguished probabilistic reranking algorithm, in addition to three deter-

ministic reranking algorithms det cons[2], det greedy[2] and det relaxed[2] into the

predictive framework of our neural model, subsequently measuring the fairness and

utility scores of the teams assembled. Our analysis conceptualizes team recommen-

dation as a two-sided marketplace comprising two integral parties: (i) experts with

specialized skills, from scientists to artists, and (ii) organizations, such as research

laboratories or entities within the entertainment sector, seeking to recruit these ex-

perts for their teams. Goal to our exploration is the delicate balance between the

success rate(also denoted as utility) and fairness in the teams proposed by neural

team recommendation methodologies. We are particularly attentive to biases related

to popularity and gender, while ensuring the skills are considered.

RQ3 investigates how effective post-processing methods are in mitigating severe pre-

existing biases within training datasets, and under what conditions these methods

uphold the integrity and utility of the generated models across various application

domains. Post-processing methods, applied after the training phase, are anticipated

to correct biases, aiming to foster equitable and applicable models in real-world sce-

narios. However, the effectiveness of these methods may vary based on the degree of

initial data bias, the domain of application, and the underlying model architecture.

This inquiry seeks to identify the favorable conditions for post-processing interven-

tions and to understand how these conditions may vary across different application

domains. Key part to this examination is the exploration of potential trade-offs be-

tween bias mitigation and the preservation of model performance and utility. Through

this exploration, RQ3 aims to contribute towards the broader narrative on ethical AI,

shedding light on how post-processing methods can be harnessed to mitigate bias,

thus promoting the responsible development and deployment of AI systems across a

wide range of domains.
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6.2 Results and Limitations

As indicated by the data in Tables 4.4.1 and 4.4.3, utilizing popularity as a protected

attribute in the imdb and dblp datasets led to notable enhancements in various fair-

ness metrics, while simultaneously maintaining the standards of utility metrics. Con-

versely, Tables 4.4.2 and 4.4.4 reveal that when gender is considered as the protected

attribute, the fairness notions applied demonstrated that the teams were already bal-

anced in terms of gender distribution. This resulted in no observable improvements

in either fairness or utility metrics.

Addressing RQ1, a thorough evaluation of fairness prior to the reranking process

revealed that biases towards certain protected attributes could emerge from our team

recommendation methods. This bias poses a risk of disadvantaging specific protected

groups, highlighting the importance of mitigating these biases to guarantee fair out-

comes for all individuals, irrespective of their attributes or backgrounds. Compara-

tively, our findings indicate that while the fa*ir method is capable of preserving utility

as measured by map@10 post-reranking, deterministic reranking algorithms struggle

to do so, as previously discussed by Loghmani et al. [3] in the early steps of our

research. This trend holds true for ndcg@10 as well, in both imdb and dblp datasets,

when examining popularity or gender as the protected attribute in the context of

demographic parity and equality of opportunity.

In response to RQ2, our analysis demonstrates a significant impact when popularity

is considered as the protected attribute. Utilization of the fa*ir algorithm resulted in

a notable advancement in fairness metrics, while maintaining overall utility metrics.

In contrast, addressing gender as the protected attribute presented a more complex

challenge. The initial bias present in our dataset was so substantial that, despite

the algorithm’s designation of teams as fair under our selected fairness criteria, the

actual outcomes did not reflect this fairness. This discrepancy underscores the critical

need for ongoing refinement and enhancement of our fairness criteria, particularly in

situations where biases are deeply entrenched. It also highlights the necessity for

more thorough and multifaceted evaluations to effectively address and mitigate such
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ingrained biases in datasets. This approach is essential for ensuring more accurate

and truly fair outcomes, especially in contexts where initial biases are significantly

present.

In addressing RQ3, our investigation has led us to understand that while post-

processing interventions can be effective in reducing biases, their impact is somewhat

limited when they are the sole strategy employed. This limitation becomes particu-

larly evident in scenarios involving extreme biases in datasets. In such cases, these

methods often fail to fully correct the biases without a significant trade-off in utility

metrics. It is important to recognize that extreme is a relative term and its impli-

cations can vary depending on several factors such as the specific problem at hand,

the level of expertise of those involved, and the size of the dataset or team being

considered.

To ensure more equitable and optimal outcomes, it is advisable to adopt a com-

prehensive approach that combines pre-processing, in-processing, and post-processing

techniques. This holistic strategy is crucial, especially in cases where biases are

deeply ingrained. The existing literature, including the work of Zehlike et al. [5],

supports this view, suggesting that in instances of extreme bias, reliance solely on

post-processing is generally inadequate for effective mitigation. As a result, in our

analysis of these two datasets, we observed that using only post-processing meth-

ods did not lead to significant improvements in addressing gender bias. This finding

further reinforces the necessity for a multi-faceted approach to bias mitigation in

data-driven decision-making processes.

6.3 Runtime Analysis

In the following section, we perform a runtime analysis on our experiments. Figure

6.3.1 illustrates the runtime performance of various debiasing methods,det greedy,

det cons, det relaxed, and fa*ir, applied to the bnn and bnn-emb baselines results

from imdb dataset. This analysis is conducted against the backdrop of two fairness

notions: equality of opportunity and demographic parity.
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Fig. 6.3.1: Runtime of debiasing algorithms for bnn and bnn-emb baselines on imdb
dataset

When assessing these methods under the demographic parity notion, a notable

observation is the dominant speed of the fa*ir method. This method outperforms

its counterparts in terms of runtime efficiency across both baselines, highlighting its

practical advantage when demographic parity is the chosen fairness notion.

Conversely, when the equality of opportunity criterion is employed, the scenario

shifts dramatically. Here, the runtime for the fa*ir method escalates significantly, sur-

passing that of the other debiasing techniques. This marked increase in runtime can

be attributed to the additional computational steps required when applying equality

of opportunity in tandem with the fa*ir method. Specifically, this involves recurrent

recalculations of Table 4.4.5 for each team. This is mainly because when using fa*ir

with equality of opportunity, the minimum proportion of the protected group is deter-

mined per the qualified set for each team, while in demographic parity it is calculated

per dataset and Table 4.4.5 will be only calculated once.

The runtime for our deterministic debiasing method, det greedy, det cons, and

det relaxed, was close to each other and neither of them was dominantly faster com-

pared to the others. It is notable that the same pattern of runtimes was witnessed

on the dblp dataset as well.
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6.4 Concluding Remarks and Future Work

In this thesis, we investigated the effectiveness of fa*ir, det cons, det greedy and

det relaxed algorithms in addressing biases related to popularity and gender within

the framework of neural team recommendation baselines. Our findings demonstrated

significant improvements in mitigating popularity bias, maintaining utility levels.

However, we encountered challenges in rectifying gender bias due to its deep-seated

nature in our datasets, resulting in limited success with our post-processing approach.

Consequently, no substantial alterations were observed in terms of fairness or utility

for gender bias.

This research highlights the criticality of adopting a comprehensive strategy that

tackles biases from the earliest stages, starting with pre-processing. Integrating this

approach with in-processing and post-processing phases is essential for a more ef-

fective bias mitigation process. Our experience suggests that while post-processing

techniques are valuable, their effectiveness is limited when used in isolation, particu-

larly in cases of severe biases. These techniques might also risk introducing reverse

discrimination in certain scenarios.

To reinforce the fairness and effectiveness of our team recommendation models, we

intend to integrate in-processing methods into our existing framework. Additionally,

we aim to employ pre-processing techniques to further reduce dataset biases. Our

future efforts will also involve exploring and incorporating additional fairness notions,

such as equalized odds, thereby enhancing our ability to evaluate and mitigate biases

more comprehensively. This holistic approach aims to establish a robust framework

for fairness in AI-driven team recommendation, ensuring more equitable outcomes

across different demographic groups.
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[4] Meike Zehlike, Tom Sühr, Ricardo Baeza-Yates, Francesco Bonchi, Carlos Castillo,

and Sara Hajian. “Fair Top-k Ranking with Multiple Protected Groups”. In:

Inf. Process. Manage. 59.1 (Jan. 2022). issn: 0306-4573. doi: 10.1016/j.ipm.

2021.102707. url: https://doi.org/10.1016/j.ipm.2021.102707.

[5] Meike Zehlike, Ke Yang, and Julia Stoyanovich. “Fairness in Ranking, Part I:

Score-Based Ranking”. In: ACM Comput. Surv. 55.6 (Dec. 2022). issn: 0360-

0300. doi: 10.1145/3533379. url: https://doi.org/10.1145/3533379.

86

https://doi.org/10.1145/3511808.3557590
https://doi.org/10.1145/3511808.3557590
https://doi.org/10.1145/3511808.3557590
https://doi.org/10.1145/3292500.3330691
https://doi.org/10.1145/3292500.3330691
https://doi.org/10.1145/3292500.3330691
https://doi.org/10.1016/j.ipm.2021.102707
https://doi.org/10.1016/j.ipm.2021.102707
https://doi.org/10.1016/j.ipm.2021.102707
https://doi.org/10.1145/3533379
https://doi.org/10.1145/3533379


VITA AUCTORIS

NAME: Hamed Ghasr Loghmani

PLACE OF BIRTH: Ahvaz, Iran

YEAR OF BIRTH: 1997

EDUCATION:

NODET (National Organization for De-
velopment of Exceptional Talents), High-
school Diploma, Ahvaz, Iran, 2016

Shahid Chamran University, B.Sc in Com-
puter Engineering, Ahvaz, Iran, 2021

University of Windsor, M.Sc in Computer
Science, Windsor, Ontario, 2024

87


	Adila: Fairness-informed Collaborative Team Formation
	Recommended Citation

	DECLARATION OF CO-AUTHORSHIP AND PREVIOUS PUBLICATION
	ABSTRACT
	ACKNOWLEDGEMENTS
	LIST OF TABLES
	LIST OF FIGURES
	Introduction to Fairness in Artificial Intelligence
	Automated Decision Making
	Legitimacy of Automated Decision Making
	Different Types of Bias in AI-Based Systems
	Pre-Existing Bias
	Technical Bias
	Emergent Bias
	Bias Mitigation

	Notions of Fairness
	Individual Fairness
	Group Fairness
	Demographic Parity
	Equality of Opportunity


	References

	Bootless Application of Greedy Re-ranking Algorithms in Fair Neural Team Formation
	Introduction
	Research Methodology
	Experiments
	Setup
	Dataset.
	Popularity Labels.
	Baselines.
	Evaluation Strategy and Metrics.

	Results

	Concluding Remarks
	References

	OpeNTF2: A Framework for Fair Team Formation
	introduction
	Debiasing Algorithms
	Demographic Parity
	Equality of Opportunity
	Protected Attributes
	Benchmark Results

	Additional Features
	Transformer-based Models
	Dataset

	Conclusion and Future Work
	References

	A Probabilistic Greedy Attempt to be Fair in Neural Team Recommendation
	Introduction
	Related Work
	Neural Team Formation
	Fairness-aware Recommendation

	Fair Neural Team Recommendation
	Neural Team Recommendation
	Notions of Fairness
	Targeted Biases.


	Proposed Reranking Method
	Experiments
	Datasets
	Protected Attribute Distibutions

	Baselines
	Evaluation Strategy and Metrics
	The Effect of Skewness in Qualified Group
	Results

	Concluding Remarks
	References

	Poster Presentations
	University of Windsor's 8th Demo Day
	University of Windsor's 9th Demo Day
	References

	Conclusion
	Research Questions
	Results and Limitations
	Runtime Analysis
	Concluding Remarks and Future Work

	VITA AUCTORIS

