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ABSTRACT

Given the rise in loan defaults, especially after the COVID-19 pandemic, it is

necessary to predict if customers might default on a loan for risk management. This

thesis proposes an early warning system architecture using anomaly detection based

on the unbalanced nature of loan default data in the real world. Most customers

do not default on their loans; only a tiny percentage do, resulting in an unbalanced

dataset. We aim to evaluate potential anomaly detection methods for their suitabil-

ity in handling unbalanced datasets. We conduct a comparative study on different

anomaly detection approaches on four balanced and unbalanced datasets.

We compare five of each supervised, unsupervised, and semi-supervised anomaly

detection approaches. The supervised algorithms compared are logistic regression,

stochastic gradient descent (SGD), XGBoost, LightGBM, and CatBoost classification

methods. The unsupervised anomaly detection methods are isolation forest, angle-

based outlier detection (ABOD), outlier detection using empirical cumulative distri-

bution function (ECOD), copula-based outlier detection (COPOD), and deep one-

class classifier with autoencoder (DeepSVDD). The semi-supervised anomaly detec-

tion methods are improving supervised outlier detection with unsupervised represen-

tation learning (XGBOD), feature encoding with autoencoders for weakly-supervised

anomaly detection (FeaWAD), deep semi-supervised anomaly detection (DeepSAD),

progressive image deraining networks (PReNet), and deep anomaly detection with

deviation networks (DevNet).

We compare them using standard evaluation metrics such as accuracy, precision,

recall, F1 score, training and prediction time, and area under the receiver operating

characteristic (ROC) curve. The results show that anomaly detection methods per-

form significantly better on unbalanced loan default data and are more suitable for

real-world applications. The results also show that supervised methods work better

for balanced datasets, and for peer-to-peer lending datasets, boosting approaches are

expected to perform well.
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CHAPTER 1

Introduction

Recently, there has been a spike in loan defaults, especially after the COVID-19

pandemic. Fitch Ratings, a finance company providing credit ratings and research

for global capital markets, increased the US institutional leveraged loan default rate

forecast to 2.0%-3.0% for 2023 and 3.0%-4.0% for 2024 [1]. Nigmonov and Shams

[2], in their study to understand how the COVID-19 pandemic has affected lending

markets, objectively demonstrate an increase in loan default levels after the pandemic.

The probability of default shown in this study before the pandemic is 0.056 and had

increased to 0.079 in the post-pandemic period. Canada’s largest banks have also

allocated a significantly large budget in anticipation of more loan defaults [3]. For Q1

2022, the big six banks in Canada set aside $373 million; for Q1 2023, the allocation

was almost $2.5 billion, an increase of over 6.5 times.

To mitigate such loan defaults, it is crucial to have an early warning system to

warn banks of potential loan defaults, allowing them to act before the default occurs.

An early warning system is a set of capabilities designed to generate and disperse

timely and meaningful warning information to enable individuals and organizations

to prepare and act appropriately and immediately to reduce harm or loss [4].

In finance, such a system can help financial institutions receive alerts if it is

determined that a customer might default on a loan. The institutions can use these

alerts to take action to mitigate any potential loan default. Such actions may include

offering customers lower interest rates, different payment plans, and something as

simple as checking in with the customer to determine if anything can be done to

1



1. INTRODUCTION

mitigate potential delinquency.

1.1 Background

Loan defaults appear in low probability in the datasets [1, 2]. Consequently, the

resulting unbalanced dataset presents challenges when using predictive methods, re-

sulting in low accuracy on default prediction. We propose an early warning sys-

tem architecture to detect loan defaults by identifying an optimal anomaly detection

method for the dataset under study. We test the system on four different datasets to

compare various approaches to determine the most optimal approach for this class of

problems.

1.1.1 Anomaly Detection

Anomaly detection (AD), sometimes also called outlier detection (OD), is a class of

solutions to problems involving identifying data patterns that deviate from expected

or normal behaviour. These deviations are commonly referred to as anomalies or out-

liers. Anomaly detection is crucial in fraud detection, cybersecurity, fault detection,

and military surveillance.

Chandola et al. (2008) [5] in their survey paper provide a comprehensive survey

of the field of anomaly detection, presenting an overview of different techniques, ap-

proaches, and challenges associated with detecting anomalies in various data domains.

Anomaly detection, also known as outlier detection, identifies rare and abnormal in-

stances in a dataset that deviate significantly from the norm or expected behaviour.

Anomalies are observations that do not conform to the majority of the data and can

indicate critical events, errors, or fraudulent activities.

Their paper demonstrates an example of anomalies as shown in Fig. 1.1.1. The

points in the region N1 and N2 represent normal data. Anomalies or outliers are

represented by the points o1, o2, and all the points in the outlier region O3.

Simple anomaly detection techniques, such as forming a decision boundary to

detect them, may have significant challenges. The boundary between normal and

2



1. INTRODUCTION

Fig. 1.1.1: Example of anomalies in two-dimensional data

anomalous behaviour may need to be clarified. Defining normal behaviour could be

made more difficult by malicious actors who intentionally mask anomalies as nor-

mal behaviour. Besides, normal behaviour evolves over time, making establishing a

representative notion of normality challenging. Furthermore, different domains have

distinct interpretations of anomalies, further complicating the adaptation of tech-

niques across domains. The availability of labelled data for training and validation is

often limited, and distinguishing noise from actual anomalies can be complex.

1.1.2 Early Warning System

According to Chaves and Cola (2017) [4], an early warning system (EWS) is a proac-

tive and timely notification mechanism designed to mitigate potential risks and mini-

mize the impact of hazardous events by providing adequate warnings to the public. It

is a vital tool for alerting individuals, communities, and relevant stakeholders about

imminent threats or emergencies, enabling them to make informed decisions and take

appropriate actions to safeguard their well-being.

An early warning system exhibits several key characteristics and requirements:

Timeliness: A fundamental aspect of an early warning system is the prompt

delivery of warnings to ensure individuals receive alerts with sufficient lead time to

3



1. INTRODUCTION

respond effectively. The system should facilitate the rapid dissemination of informa-

tion to allow for timely decision-making and actions.

Effectiveness: The effectiveness of an early warning system lies in its ability

to provide accurate and reliable warnings. It should deliver relevant, actionable,

tailored information about the threat or hazard. Warnings must convey the severity

and urgency of the situation clearly to encourage appropriate responses.

Inclusiveness: An inclusive early warning system should consider diverse de-

mographics, languages, and communication preferences to ensure accessibility for all

individuals and communities. Employing multiple communication channels and for-

mats enhances the system’s reach and effectiveness, enabling a broad audience to

receive warnings.

Scalability: The system’s design should accommodate various scales of emergen-

cies, from localized incidents to regional or national disasters. It should be flexible to

handle many warnings, adapt to evolving needs, and expand coverage as the situation

unfolds.

Interoperability: Collaboration and interoperability among relevant agencies,

organizations, and stakeholders are vital for an effective early warning system. The

system should seamlessly integrate information sources, facilitate data sharing, and

promote coordination among various entities to enhance overall effectiveness and re-

sponse capabilities.

Public Awareness: Public awareness and understanding are crucial elements of

an early warning system. It should incorporate educational campaigns and training

initiatives to familiarize individuals with the warning process, appropriate responses,

and the significance of heeding the alerts. Ensuring the public is well-informed em-

powers them to take proactive measures and enhances the system’s effectiveness.

Apart from the financial applications that are discussed in this thesis, early warn-

ing systems encompass a broad spectrum of hazards and risks, including natural disas-

ters (e.g., hurricanes, floods, earthquakes), technological emergencies (e.g., industrial

accidents, chemical spills), public health emergencies (e.g., disease outbreaks), and

security threats (e.g., terrorism). Early warning systems play a pivotal role in these

4



1. INTRODUCTION

scenarios by providing critical information, instructions, and updates to enable in-

dividuals and communities to prepare, respond, and mitigate the impact of these

events.

Early warning systems for loan defaults use indicators like declining profitability,

increasing debt ratios, or other financial stress signals to provide warnings months in

advance. However, there is no fixed time that an early warning system can guarantee

universally. An early warning system’s effectiveness and lead time are contingent upon

the specific application, the quality of data, the model used, and external factors. The

primary goal is to provide stakeholders enough time to act, even if that window is not

consistently the same for every prediction. In essence, there is inherent uncertainty in

predicting future events, and giving a fixed lead time for all situations is challenging.

1.2 Problem Definition

We have a set of loan datasets D and a set of supervised, unsupervised, and semi-

supervised anomaly detection approaches A′ along with risk threshold values in the

set T .

The first subproblem is to generate a clean set of datasets D′ from D by prepro-

cessing and feature selection.

The next subproblem is to execute each algorithm in A′ over all the datasets in

D′ and obtain the evaluation metrics, including precision, recall, F1-score, the area

under the ROC curve, training time, and prediction time.

The evaluation should be done for different threshold values in T .

Based on the analysis of the evaluation metrics, we would calculate the optimal

algorithm A over all datasets. The optimal algorithm A would then be used as the core

detection algorithm in the proposed early warning system to warn against potential

loan defaults.

5



1. INTRODUCTION

1.3 Thesis Motivation

As we will see in Chapter 2, the current research needs specific crucial contexts

to evaluate anomaly detection approaches more elaborately for designing an early

warning system. The following are the drawbacks of current research.

1. Most current research only tests methods against one type of loan dataset.

Banks offer various kinds of loans, and testing against multiple types of loans

is essential to evaluate a method holistically.

2. There needs to be more focus on the speed and performance of the algorithm.

According to the CIBC Annual Report 2022 [6], CIBC has around 13 million

clients; according to RBC Annual Report 2022 [7], they have 17 million. Banks

usually have many clients and hence a large amount of data. Therefore, any

predictive system must be fast and scalable.

3. Current research focuses on predicting loan defaults but needs to focus specifi-

cally on the probabilistic nature of such predictions. An early warning system

should have the flexibility to adjust the probabilistic threshold of the predictions

depending on the financial institution’s risk appetite. Some institutions may

be more risk-averse and want alerts even if the possibility of default is less, and

vice versa. An excellent early warning system should allow for such flexibility.

4. Most current loan default prediction methods use a classification algorithm to

predict defaults. However, real-world data shows that most loan customers do

not default. A loan default can thus be treated as a deviation from the norm or

an anomaly and not a class of a customer type. Anomaly detection methods can

use real-world data directly instead of processing data to balance the number

of default and non-default customers, saving much preprocessing and retraining

time.

5. It is necessary to compare different approaches and different kinds of approaches

to solve a problem. In most papers in the context of loan default prediction,

6



1. INTRODUCTION

comparisons are made with only a few approaches and a few evaluation metrics.

The evaluation needs to be more comprehensive.

Considering the above factors, the motivation of this thesis is to evaluate different

approaches in different contexts and suggests an early warning system architecture

to warn against potential loan defaults using anomaly detection.

1.4 Thesis Statement

This thesis aims to develop a fast and scalable machine learning approach for accu-

rately classifying customers who may default. The research proposes a comprehensive

investigation of various supervised, unsupervised, and semi-supervised anomaly de-

tection methods using multiple loan default datasets.

The primary objective is to determine the best approach among these anomaly

detection techniques to build an ideal system with high accuracy and low prediction

times. It would also exhibit a high true-positive rate and a low false-negative rate

which complement each other. Maximizing the number of correct default predictions

achieves a high true-positive rate. In contrast, a low false-negative rate is achieved

by minimizing the number of incorrect non-default predictions.

The system proposed in this research focuses on detecting and reporting warning

signs indicative of potential defaults rather than predicting actual defaults. By serving

as an early warning system, it can provide crucial insights for risk assessment and

intervention strategies.

We aim to develop a system that can work with unbalanced datasets directly.

We do not balance an unbalanced dataset synthetically. Balancing data synthetically

creates very similar data points, which may result in overfitting. Synthetic data points

may result in loss of information and not capture the data distribution. The data

might also result in misleading results as the model may perform poorly on real-world

datasets, even if it did on synthetically balanced data. Besides, considering that the

size of banking data is usually large, using such techniques to balance data would
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result in an increase in the size of the data, which would require more computational

resources and memory.

Given the nature of an early warning system, the prediction threshold for this

classification model would be set lower than a model designed to predict certain

defaults. This adjustment acknowledges the objective of identifying potential defaults

rather than solely predicting definitive occurrences.

To accomplish these objectives, the research will encompass preprocessing and fea-

ture engineering techniques to enhance data quality and relevance. The investigation

will cover a range of supervised, unsupervised, and semi-supervised anomaly detec-

tion algorithms, considering their applicability and effectiveness in detecting potential

default cases.

The evaluation and validation of the developed model will involve rigorous per-

formance metrics, including accuracy, precision, recall, and F1-score. Additionally,

prediction times will be considered to ensure real-time feasibility for practical imple-

mentation.

The outcome of this thesis will be a robust machine learning model capable of

efficiently and accurately classifying customers at risk of potential default, providing

valuable insights for financial institutions and aiding in proactive decision-making.

The research contributes to risk management, loan assessment, and early intervention

strategies within the financial domain.

1.5 Thesis Contribution

The primary contribution of this thesis is to demonstrate the effectiveness of anomaly

detection as an approach for developing an early warning system to mitigate potential

loan defaults on large unbalanced datasets, thereby minimizing financial losses. By

harnessing the power of anomaly detection, we aim to achieve desirable characteristics

in an early warning system, including versatility, scalability, real-time responsiveness,

probabilistic nature, and suitability for handling unbalanced data.

To substantiate our hypothesis, we made the following contributions.
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Architecture Development

We designed and developed a comprehensive architecture for an early warning system

tailored to identify potential loan defaults. This architecture incorporates state-of-

the-art anomaly detection techniques and addresses the challenges posed by large un-

balanced datasets. The system’s design emphasizes the desirable characteristics, en-

suring versatility, scalability, real-time responsiveness, probabilistic decision-making,

and the ability to handle unbalanced data effectively.

Experimentation and Evaluation

Using the developed architecture as a foundation, we conducted extensive experiments

on multiple datasets representative of loan default scenarios. Various anomaly detec-

tion approaches were implemented and evaluated based on relevant metrics, such as

accuracy, precision, recall, F1 score, and computational efficiency. These experiments

shed light on the performance and effectiveness of different approaches in detecting

early warning signs of loan defaults.

Evaluation Search

Building upon the experimentation results, we perform an in-depth evaluation search

to identify the most effective approaches in speed and performance. By comparing

and analyzing the outcomes of the implemented anomaly detection techniques, we

conclude their efficacy and identify the approaches that exhibit the most favourable

balance between detection accuracy and computational efficiency.

The results of this study provide valuable insights into the effectiveness of anomaly

detection in developing early warning systems for potential loan defaults. Moreover,

the findings and methodologies can be extrapolated to other domains, such as power

outage alerts, where early detection of abnormal events is crucial for proactive inter-

vention. By contributing to developing effective models for detecting early warning

signs, this research aims to enhance risk management strategies and facilitate timely

decision-making in the financial sector and beyond.
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1.6 Thesis Organization

The thesis is organized as described by the following outline.

Chapter 2 discusses previous literature on solving loan defaults using anomaly

detection and early warning systems by comparing state-of-the-art methods and un-

derstanding where the current research needs to improve.

In Chapter 3, we describe our proposed early warning system using anomaly

detection and the methodology used to assess different anomaly detection approaches

to find the most suitable one for this class of problem.

In Chapter 4, we go through the experimental setup, evaluation metrics, and

hyperparameter tuning to compare various approaches for the early warning system.

Chapter 5 is an overview of the results obtained from our experimental evaluation

and a discussion of the findings conducted on four different loan default benchmark

datasets across various supervised, unsupervised, and semi-supervised anomaly de-

tection methods.

Finally, Chapter 6 concludes the research by summarizing the insights from the

results, discussing any limitations, and providing direction for future work based on

the evaluation.
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CHAPTER 2

Related Works

Existing literature for loan default prediction is extensive and primarily focused on

balanced datasets. Most research focuses on resampling the training data to balance

it and then using the resampled balanced data to train supervised classification meth-

ods. Research on anomaly detection and early warning systems on large unbalanced

datasets is less extensive than ideal. In this chapter, we shall review related research

contributions for both anomaly detection and early warning systems. We shall then

compare them in the context of loan default prediction on large unbalanced datasets

and state their contributions and limitations. We then describe the general drawbacks

of current research in this context and state the motivation of this thesis.

2.1 Existing Relevant Literature

In 2018, Qiu, Tu et al. [8] built an early warning system using anomaly detection

to detect problems in users’ power consumption patterns. The paper provides an

application for anomaly detection in the context of early warning systems. However,

the researchers only evaluate computation time and the area under the ROC curve

to evaluate the metrics for only the Anomaly Detection Algorithm Based on Log

Analy-SIS (ADLA) method. This paper also does not focus on large datasets or loan

defaults.

Mukherjee and Badr [9] in 2022 compare four unsupervised anomaly detection

methods on a large and realistic P2P loan dataset, overcoming some limitations of the
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previous research. They use precision and recall as evaluation metrics. This paper

is one of the few to use anomaly detection in the context of loan risk evaluation.

However, the paper does not evaluate more evaluation metrics, such as accuracy, the

area under the ROC curve, and running time. It only evaluates the approaches on

one dataset and, therefore, only on one type of loan (P2P loan). It also evaluates it

in the context of binary classification alone.

In the same year, Rao, Liu, et al. [10] implemented a novel approach by proposing

a PSO-XGBoost model to predict loan defaults. Unlike the previous research, this

paper compares existing methods using multiple metrics, including execution time.

However, they only evaluate the method against one type of loan (automobile loans),

compare only with three other methods, and resample the training data to balance

the number of defaulters instead of using the data as is.

In 2023, Zhu, Ding, et al. [11] improved over the PSO-XGBoost model. They pro-

posed a novel state-of-the-art approach using CNNs for feature selection and Light-

GBM for prediction and demonstrated higher prediction performance. However, the

evaluation is performed only on one dataset and for one loan class. Also, like the pre-

vious research, the dataset is resampled to avoid imbalance instead of directly using

it. The results are also binary classes and not probabilistic.

The above two papers resampled the data and converted the training data to a

balanced dataset from an unbalanced dataset. Song, Wang, et al. [12] overcame this

limitation by developing a novel rating-specific and multi-objective ensemble method

to classify imbalanced class distribution in the case of predicting loan defaults. The

methodology also focuses on maximizing sensitivity to correctly classify the minority

class, i.e., customers who default on loans. However, the method does not compare

execution times, only evaluates one dataset type (P2P loans) and only deals with

binary classification.
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2.2 Comparative Summary

From the review of existing related work, we discover that the idea of loan default pre-

diction and credit risk monitoring is well-researched. We also observe different results

demonstrated on different datasets. In addition, we observe that most approaches

view loan default prediction as a classification problem with two equal classes, and

the goal is to predict one class over the other. However, in designing an early warning

system, because most customers in real-time data do not default, there is a need

to view loan defaults as an anomaly detection problem rather than a classification

problem.

Table 2.2.1: Summary of contributions of related work

Authors Year Type Contributions

Qiu, Tu, et al. 2018 Anomaly detection

Compares performance,

uses anomaly detection

for an early warning system

Mukherjee and Badr 2022 Unsupervised Learning
Uses anomaly detection

for loan default prediction

Rao, Liu, et al. 2022 PSO-XGBoost
Compares performance,

large amount of metrics

Zhu, Ding, et al. 2023 CNN and LightGBM
Recent, novel, high accuracy,

reasonable dataset size

Song, Wang, et al. 2023 Ensemble learning

Recent, novel, focuses on

sensitivity, large amount of

metrics and comparisons

Table 2.2.1 summarizes the contributions of the discussed relevant literature. It

mentions the author, the year of publication, the type of approach used, and the

relevant contributions to warning against potential loan defaults using anomaly de-

tection.

Table 2.2.2 compares the approaches discussed so far with each other and our

approach. The following are the descriptions of each column in the table.

• Evaluation metrics: This column refers to the research using a wide range of

metrics to evaluate the algorithm’s efficacy.
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Table 2.2.2: Contributions and drawbacks of various approaches

Type
Evaluation

metrics

Performance

metrics

Multiple

datasets
Probabilistic

Comprehensive

comparison

Anomaly

detection
× ✓ × × ×

Unsupervised

learning
× × × × ×

PSO-XGBoost ✓ ✓ × × ×

CNN and

LightGBM
✓ ✓ × × ×

Ensemble

learning
✓ × × × ✓

Proposed work ✓ ✓ ✓ ✓ ✓

• Performance metrics: It refers to the research evaluating the speed of the

approach using metrics like training and prediction time.

• Multiple datasets: This refers to the approach being evaluated against a wide

range of different types of data and datasets instead of evaluating the approach

on only one dataset or a small number of them.

• Probabilistic: If a methodology is probabilistic, the evaluation considers the

method’s adaptability to a change in the minimum risk threshold value. In

constructing an early warning system, it is important that the system allows

adjustment based on the institution’s risk appetite using the system rather than

simply returning a binary value suggesting that a particular data point is an

anomaly.

• Comprehensive comparison: If an evaluation is comprehensively compared,

the method is compared against many other methods. Comprehensive compar-

ison of a method with others is crucial as it increases confidence in the efficacy

of the method as compared to other methods.

As we have seen, this section highlights several limitations in existing research on

warning against potential loan defaults using anomaly detection. Firstly, most studies
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only test methods on one type of loan dataset, neglecting the holistic evaluation of

methods across various loan types. Additionally, there is a need for more emphasis

on the speed and performance of algorithms, considering the vast amount of data

financial institutions possess.

Moreover, current research primarily focuses on predicting loan defaults without

addressing the probabilistic nature of such predictions. An effective early warning

system should allow for flexibility in adjusting the probabilistic threshold to accom-

modate different risk appetites of financial institutions.

Furthermore, while most loan default prediction methods utilize classification al-

gorithms, the real-world data demonstrate that loan defaults are deviations or anoma-

lies rather than a distinct class of customers. Therefore, anomaly detection methods

can leverage real-world data directly, avoiding the preprocessing and retraining efforts

required to balance default and non-default customer data.

In terms of evaluation, the existing literature needs comprehensive comparisons

across different approaches and evaluation metrics, limiting the understanding of the

relative strengths and weaknesses of different methods.

Motivated by these limitations, this thesis aims to address the gaps by evaluating

various approaches in different contexts and proposing an architecture for an early

warning system utilizing anomaly detection to warn against potential loan defaults.

We use a total of fifteen different supervised, unsupervised, and semi-supervised

anomaly detection methods and compare them to select the best method for the

proposed early warning system. We thus aim to provide valuable insights into de-

veloping an effective early warning system for loan defaults, considering the diverse

characteristics of loan datasets and the probabilistic nature of predictions.

In this chapter, we discussed the current research on loan default prediction and

anomaly detection using early warning systems. We summarized current research’s

shortcomings in developing an early warning system against loan defaults and how

this thesis aims to overcome these shortcomings. The next chapter will dive into our

proposed approach to this problem.
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CHAPTER 3

Proposed Approach

3.1 Introduction

In Chapter 1, when introducing an early warning system, we described specific char-

acteristics an early warning system should possess, such as timeliness, effectiveness,

accessibility, scalability, interoperability, and education and training. In the context

of constructing an early warning system against potential loan defaults, we define the

following ideal characteristics such a system should have.

• Versatility: Banks offer various kinds of loans. An early warning system should

work the same for predicting potentiality of defaults for any loan type.

• Fast and scalable: Banks deal with large customer data. An early warn-

ing system should be fast enough to handle large data and offer scalability to

accommodate rapid data volume changes.

• Function in real-time: For every change or refresh in the data, the early

warning system should update its predictions and be able to notify if a customer

might default.

• Probabilistic: Every financial company has a unique risk appetite. The early

warning system should function probabilistically based on the risk threshold of

a financial institution rather than providing fixed predictions.
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• Work on imbalanced datasets: Most people do not default on their loans,

and default data would thus be imbalanced. The system should thus naturally

work on such imbalanced data.

Consequently, this thesis aims to determine a machine learning approach that is

fast and scalable to classify if a customer might default. This is proposed by evaluating

multiple anomaly detection methods to decide the best approach on different loan

default datasets. The ideal system would have high accuracy, low prediction times, a

high true positive rate (the number of correct loan default predictions) and a low false

negative rate (the number of incorrect loan non-default predictions). The proposed

system architecture aims to detect and report warning signs and not actual defaults.

Therefore, the prediction threshold for such a classification method would be lower

than for a method that would predict certain defaults.

In this chapter, we shall first propose the experimental setup for evaluating the

various anomaly detection algorithms to obtain the optimal approach for all loan

types. Then we shall describe the high-level early warning system architecture where

the optimal algorithm would be used.

3.2 Experimental Setup

The experimental setup design is shown in Fig. 3.2.1. A dataset is initially selected

from our set of four loan default datasets D. Then the dataset is pre-processed, and

only relevant and necessary features for predicting defaults are chosen. Then from

the set of various anomaly detection approaches A′, we choose a predictive algorithm.

This algorithm is trained over a part of the dataset and tested over another unseen

part. We train the algorithm on 80% of the dataset and use 20% of the data as our

test set. The confidence scores, also known as probabilities of default, are obtained

using this algorithm over the unseen test subset. Based on each risk threshold value

in the set T , the predictions are generated and compared against the true predictions

in the test dataset. We perform this process ten times for each algorithm and dataset.

Evaluation metrics are then computed for all of these predictions. The mean of the
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Fig. 3.2.1: Proposed experimental setup for evaluation search

evaluation metrics for each algorithm and dataset is used for comparison. Here, we

do not use cross-validation in the interest of time; instead we simply split the data

into training and test set for each run.

The procedure is repeated for all the algorithms in A′ over all the datasets in D.

Once all the evaluation metrics for each permutation of the experiment are obtained,

they are analyzed to determine the optimal anomaly detection algorithm A ∈ A′ over

all datasets. Algorithm 3.2.1 describes the proposed step-by-step experimental setup

for evaluation.

3.3 Early Warning System Architecture

Let us consider a data store D′ belonging to a financial institution, an optimal

anomaly detection algorithm A obtained from the previous proposed experimental
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Algorithm 3.2.1 Proposed experimental setup for evaluation

Input: Set of loan datasets D, set of anomaly detection approaches A′, set of risk
threshold values T

Output: Optimal algorithm A ∈ A′

Generate a clean set of data D′ by preprocessing and feature selection
for each dataset in D′ do

for each risk threshold value in T do
Execute each algorithm in A′

For each algorithm in A′, note down the evaluation metrics
end for

end for
Analyze the evaluation metrics
Obtain the best algorithm A ∈ A′ based on evaluation metrics

setup for evaluating algorithms, and the financial institution’s risk threshold value t.

The data store D′ contains loan data of the financial institution’s customers. Ideally,

this data are periodically updated with information such as the current debt, if the

loan is ongoing or closed, and any attributes of the customers such as their income,

housing situation, and financial status.

After every refresh, the data are extracted from the data store D′, and all data

unchanged from the previous refresh is eliminated. If we run the process for the first

time, there is no elimination step, and all the data are considered in the next step.

Preprocessing is performed on the data to make it suitable to be passed onto the

optimal algorithm. Any loans already paid off or defaulted are removed as they are

no longer needed for risk assessment. These data are kept aside and stored in D′ for

future retraining of the model based on the optimal algorithm A. We remove any

unnecessary or irrelevant features through a feature selection process.

Once the data are ready, it is used on the previously trained model of the optimal

algorithm A. The model returns the probabilities of default. Based on the current risk

threshold value of the financial institution t, the probabilities are used to generate a

risk assessment report R containing early warnings for potential future loan defaults,

which is the output of this process. The report R is shared with the stakeholders and

is also stored in the institution’s data store D′ for future reference. Based on this
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output, the stakeholders may take appropriate action to mitigate the risk of defaults.

Once enough new paid-off or default data are available, we combine them with

the previous data. Any outdated data (for example, loans older than 5 years) are

eliminated. The resulting dataset is used as a training dataset to retrain the model

with the optimal algorithm A. The existing model is replaced with the retrained

model. These retraining steps are periodically performed when enough new data is

available for training. This ensures that the model captures new patterns of loan

defaults and the intricacies of the current lending market to increase its efficacy in

raising early warnings for newer patterns of defaults that did not exist previously.

Algorithm 3.3.1 Proposed early warning system architecture

Input: Financial institution’s data store D′, optimal anomaly detection algorithm
A ∈ A′, financial risk threshold value t ∈ T

Output: Risk assessment report R

After every data refresh, obtain unchanged data from D′

Perform preprocessing and feature selection on D′

Apply A onto the preprocessed data using t
Generate R with potentially defaulting customers and share with stakeholders
Store report in D′

for every set time period do
From preprocessed data, obtain paid-off loans and known defaults
Combine with previous data in the data storage and filter out outdated data
Retrain the optimal predictive algorithm A on this data
Update existing model with the retrained model

end for

The implementation of our proposed approach can be found in the linked GitHub

repository.1

This chapter described an experimental setup for evaluating various anomaly de-

tection approaches to obtain an optimal algorithm. Next, we introduced an early

warning system architecture that would use this optimal algorithm to warn against

potential loan defaults. The next chapter will focus on this approach’s experimental

setup and evaluation.

1https://github.com/RayhaanPirani/AnomalyDetectionEarlyWarningLoanDefaults
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Fig. 3.3.1: Proposed early warning system architecture
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CHAPTER 4

Experimental Evaluation

In this chapter, we describe the libraries and tools used for experimentation along

with the system configuration, the different algorithms evaluated, datasets used and

the reasoning behind their usage, hyperparameter tuning of the algorithms, and the

evaluation metrics considered to compare the performance of the approaches.

4.1 Libraries and Tools

We performed the experiments using Python v3.9.7 [13] on Microsoft Windows 11.

For some supervised anomaly-detection algorithms, dataset split, hyperparameter

tuning, and calculating metrics, we used the library Scikit-learn [14]. For the super-

vised boosting methods, we use their independent libraries (XGBoost [15], LightGBM

[16], and CatBoost [17]). For the unsupervised and a few semi-supervised anomaly

detection algorithms, the library PyOD [18] was used. For the remainder of the semi-

supervised anomaly detection algorithms, we used the DeepOD [19] library. PyOD

and DeepOD use the PyTorch [20], Keras [21] and TensorFlow [22] libraries for deep

learning tasks. The libraries NumPy [23] and Pandas [24] were used for data pro-

cessing. Matplotlib [25] was used for plotting charts. The following section lists the

details of the library versions.

• NumPy v1.22.3

• Pandas v1.4.3
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• Matplotlib v3.5.2

• Scikit-learn v1.2.2

• XGBoost v1.6.1

• LightGBM v3.3.2

• CatBoost v1.0.6

• PyOD v1.0.2

• DeepOD v0.3.0

• Keras v2.8.0

• TensorFlow v2.8.0

4.2 System Configuration

We use the following system configuration to evaluate the efficacy and performance

of the anomaly detection models.

• Operating System: 64-bit Microsoft Windows 11

• CPU: 2.90GHz Intel Core i7-10700

• Memory: 3200 MHz 16 GB DDR4 RAM

• GPU: 4GB NVIDIA GeForce RTX 3060

4.3 Algorithms

Based on the ADBench Anomaly Detection Benchmark results by Han, et al. [26], we

evaluate the best performing fifteen different algorithms in our experiment; five su-

pervised methods, unsupervised, and semi-supervised anomaly detection algorithms.

We discuss all the algorithms used in this section.
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4.3.1 Supervised Binary Classification Methods

Supervised methods treat anomaly detection as binary classification, utilizing existing

classifiers like logistic regression, stochastic gradient descent, and boosting. However,

making use of ground truth labels can risk missing unknown anomalies, and special-

ized supervised anomaly detection algorithms are limited. Supervised methods are

primarily used for detecting known anomalies. We use the supervised machine learn-

ing methods from the scikit-learn library and individual boosting libraries for this

experiment, described as follows.

Logistic Regression (LR) Classification

The core idea behind logistic regression, as initially discussed by McCullagh and

Nelder in Generalized Linear Models (1983) [27], is to link the linear predictor (a

linear combination of predictor variables) to the probability of the binary outcome

using a logistic function, also known as the sigmoid function. This function maps the

linear predictor to a value between 0 and 1, representing the probability of the binary

outcome. The logistic function ensures that the predicted probabilities remain within

this range, accommodating the binary nature of the response variable.

Estimating the parameters of the logistic regression model involves applying max-

imum likelihood estimation (MLE) techniques. The MLE approach determines the

values of the model parameters for the maximization of the likelihood of observing

the given binary outcomes based on the predictor variables. The model’s parameters

represent each predictor variable’s effect on the binary outcome’s log-odds.

In logistic regression, interpreting the estimated coefficients is essential for under-

standing the relationship between the predictor variables and the binary outcome.

These coefficients quantify the impact of each predictor variable on the log-odds of

the outcome. By exponentiating the coefficients, one can interpret them as odds ra-

tios, representing the multiplicative change in the odds of the outcome for a one-unit

increase in the corresponding predictor variable, with other variables constant.

Assumptions underlying logistic regression include
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• The independence of observations.

• The linearity between the predictors and the log-odds of the outcome (which

can be assessed through various techniques, such as diagnostic plots).

• The absence of multicollinearity among the predictor variables.

Stochastic Gradient Descent Classification

Stochastic Gradient Descent (SGD) is a widely used optimization algorithm that has

found application in various machine learning tasks, including classification. The

concept can be traced back to the paper “Stochastic Estimation of the Maximum of

a Regression Function” by J. Kiefer and J. Wolfowitz (1952) [28].

SGD classification is a variant of gradient descent optimization that addresses

computational efficiency and scalability concerns when dealing with large datasets.

It aims to find the optimal parameters of a classification model by iteratively up-

dating them based on a randomly selected subset of training examples, known as

mini-batches. This stochastic sampling strategy allows for efficient computations

compared to the traditional gradient descent, which requires processing the entire

training dataset at each iteration.

The process of SGD classification involves the following steps:

1. Initialization: The model’s parameters, such as coefficients or weights, are

initialized with random values.

2. Iterative Update: A mini-batch of training examples is randomly selected at

each iteration. The model makes predictions using the current parameter values

and computes the error or loss between the predicted and actual labels.

3. Parameter Update: The model updates its parameters by computing the loss

function’s gradient with respect to the parameters using the mini-batch. The

gradient indicates the direction of the steepest descent in the parameter space.

To minimize the loss, the parameters are then adjusted in the opposite direction

of the gradient.
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4. Convergence: The iterations continue until a convergence criterion is met,

such as reaching a predefined number of iterations or achieving a desired level

of loss reduction.

The advantages of SGD classification lie in its ability to handle large-scale datasets,

computational efficiency, and potential to avoid local optima. However, the conver-

gence of SGD might be slower than full gradient descent due to the random sampling

of mini-batches.

Extreme Gradient Boosting (XGBoost) Classification

XGBoost, an optimized gradient boosting algorithm, is widely utilized as a machine

learning classifier. This algorithm was introduced in the paper “XGBoost: A Scalable

Tree Boosting System” by Tianqi Chen and Carlos Guestrin (2016) [15].

XGBoost classification is based on the gradient boosting framework, which aims to

construct a robust predictive model by combining an ensemble of weak learners, often

decision trees. The XGBoost algorithm enhances the gradient boosting approach by

employing innovative techniques that optimize performance and efficiency.

The core concept of XGBoost classification involves iteratively training decision

trees to correct the errors made by the previous trees in the ensemble. Each sub-

sequent tree is built by minimizing a specific loss function, such as logistic loss, for

binary classification. The trees are trained sequentially, with each tree adding further

improvements to the overall ensemble’s predictive power.

The distinctive characteristics and techniques employed in XGBoost classification,

as described in the referenced paper, include:

1. Regularization: XGBoost incorporates regularization techniques such as L1

and L2 regularization to prevent overfitting and enhance generalization perfor-

mance. This regularization helps control the complexity of individual trees and

the overall model.

2. Gradient-based Optimization: XGBoost employs a novel technique called

“gradient-based optimization” to efficiently optimize the objective function by

26



4. EXPERIMENTAL EVALUATION

computing gradients and using second-order approximations, resulting in faster

convergence and improved performance.

3. Parallel Processing: XGBoost supports parallel processing by utilizing mul-

tiple threads to build trees simultaneously, enabling efficient computation and

reducing training time.

4. Tree Pruning: The algorithm applies tree pruning techniques to prevent

overfitting and enhance model generalization. Pruning removes unnecessary

branches and nodes from the trees, reducing complexity while maintaining pre-

dictive accuracy.

5. Handling Missing Values: XGBoost incorporates a mechanism to handle

missing values in the data by making informed decisions during the tree con-

struction.

Light Gradient Boosting Machine (LightGBM) Classification

LightGBM is a widely used gradient boosting framework in machine learning tasks

like classification. The fundamental understanding of LightGBM classification can be

derived from the paper “LightGBM: A Highly Efficient Gradient Boosting Decision

Tree” by Guolin Ke, et al. (2017) [16]. Zhu, Ding, et al. (2023) [11] used a version of

this approach with a convolutional neural network layer, as discussed in Chapter 2.

LightGBM classification builds upon the gradient boosting algorithm and intro-

duces several optimizations to improve efficiency and performance. It leverages a novel

technique called Gradient-based One-Side Sampling (GOSS) and Exclusive Feature

Bundling (EFB) to achieve high accuracy with reduced computational cost.

The concept of LightGBM classification involves the following key aspects:

1. Gradient Boosting: LightGBM utilizes the gradient boosting framework,

where an ensemble of decision trees is constructed sequentially. Each subse-

quent tree corrects the errors made by the previous trees to improve the overall

predictive power of the model.
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2. Gradient-based One-Side Sampling (GOSS): GOSS is a technique em-

ployed by LightGBM to optimize the training process. It samples a subset

of instances based on their gradients, prioritizing instances with larger gradi-

ents for higher contribution to the learning process. This approach reduces the

number of instances used for training while preserving the informative samples,

leading to enhanced computational efficiency.

3. Exclusive Feature Bundling (EFB): EFB is a feature engineering technique

introduced by LightGBM to enhance efficiency further. It bundles mutually

exclusive features, reducing the number of feature categories and decreasing the

memory footprint during training.

4. Additional Optimizations: LightGBM incorporates additional optimizations

such as histogram-based computing, leaf-wise tree growth, and a unique way of

handling categorical features. These optimizations contribute to faster training

and prediction times, making LightGBM well-suited for large-scale datasets.

Categorical Boosting (CatBoost) Classification

CatBoost classification was introduced by Prokhorenkova, et al. (2019) [17]. It

builds upon the gradient boosting algorithm and introduces innovative techniques

to handle categorical features effectively. It addresses the challenges posed by high-

cardinality categorical variables by employing a combination of ordered boosting and

novel gradient-based strategies.

The core concept of CatBoost classification encompasses the following key aspects:

1. Gradient Boosting: CatBoost utilizes the gradient boosting framework, which

involves sequentially constructing an ensemble of decision trees. Each subse-

quent tree corrects the errors made by the previous trees, improving the overall

predictive power of the model.

2. Handling Categorical Features: CatBoost provides efficient solutions for

handling categorical features, which are common in many real-world datasets.
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It employs an algorithmic approach called Ordered Boosting, which transforms

the categorical features into numerical values using an ordering algorithm. This

preserves the category information while enabling the gradient-based optimiza-

tion process.

3. New Gradient-Based Strategies: CatBoost introduces novel gradient-based

strategies to improve model accuracy and generalization. It incorporates gra-

dient calculation corrections and a novel algorithm for optimizing the learning

rate during the training process. These techniques contribute to improved per-

formance and stability of the model.

4. Advanced Regularization: CatBoost employs advanced regularization tech-

niques such as L2 regularization, feature combinations, and per-feature permu-

tations to prevent overfitting and enhance model generalization.

4.3.2 Unsupervised Methods for Anomalous Data Distribu-

tion

Unsupervised methods assume different data distributions, such as anomalies in low-

density regions. These methods have been proposed over the years and can be cat-

egorized into shallow and deep (neural network) methods. Shallow methods offer

better interpretability, while deep methods handle large, high-dimensional data more

effectively. The performance of these algorithms depends on the agreement between

the data and the assumptions of the algorithms. All of the unsupervised anomaly

detection methods in our experiments come from the PyOD library. We describe

them as follows.

Isolation Forest (IF) Anomaly Detection

Isolation Forest developed by Liu, et al. (2008) [29] is based on the principle that

anomalies are data points that are few in number and different from the majority

of the normal data points. The concept of Isolation Forest unsupervised anomaly

29



4. EXPERIMENTAL EVALUATION

detection involves the following key aspects:

1. Anomaly Isolation: The algorithm constructs isolation trees by recursively

partitioning the data. It randomly selects a feature and splits the data along a

random value within the feature’s range. By repeating this process recursively,

the algorithm creates a collection of isolation trees.

2. Path Length for Scoring: The anomaly score of a data point is determined

by the average path length in the isolation trees required to isolate that point.

Anomalies are expected to have shorter average path lengths as they are easier

to isolate due to their distinctive nature.

3. Random Splitting: The random selection of features and random splitting

values within those features allows the algorithm to isolate anomalies efficiently,

as anomalies are expected to require fewer splits to become isolated. This ran-

domness contributes to the algorithm’s efficiency and effectiveness in detecting

anomalies.

4. Ensemble-based: Isolation Forest utilizes an ensemble of isolation trees to

enhance the overall detection performance. Anomalies are expected to have

shorter average path lengths across multiple trees. In comparison, regular data

points will likely have longer average path lengths. The ensemble-based ap-

proach helps reduce false positives and improves the robustness of the anomaly

detection process.

Angle-Based Outlier Detection (ABOD)

Angle-Based Outlier Detection (ABOD) created by Kriegel, et al. (2008) [30] iden-

tifies outliers by evaluating the angles formed between data points within a dataset.

The concept of ABOD encompasses the following key aspects:

1. Angle Calculation: ABOD computes the angles between a data point and

all possible pairs of other data points. These angles are measured using the
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geometric properties of the dataset and provide insights into the relationships

and distributions of the data.

2. Outlier Score: The outlier score for each data point is determined based on

the variations in the angles it forms with other data points. Outliers exhibit

more significant deviations in angle values than most data points, reflecting

their dissimilarity and potential anomalous nature.

3. Handles High-Dimensional Data: ABOD is specifically designed to ad-

dress the challenges of outlier detection in high-dimensional data. Traditional

distance-based methods often struggle with the curse of dimensionality, making

angle-based approaches more effective in capturing the structural information

and variations within the dataset.

4. Geometric: ABOD is an unsupervised algorithm and thus does not require

prior knowledge or labelled data to detect outliers. It relies solely on the geo-

metric properties and patterns observed within the dataset to identify potential

anomalies.

Empirical-Cumulative-distribution-based Outlier Detection (ECOD)

Empirical-Cumulative-distribution-based Outlier Detection (ECOD), presented by Li,

et al. (2022) [31], identifies outliers by leveraging the empirical cumulative distri-

bution function (ECDF), which characterizes the distribution of data points. The

concept of ECOD encompasses the following key aspects:

1. Empirical Cumulative Distribution Function: ECOD constructs the ECDF

by ordering the data points and calculating the cumulative probability distribu-

tion. The ECDF provides information about the data distribution and enables

the detection of outliers based on their deviation from the expected distribution.

2. Outlier Score Calculation: ECOD calculates an outlier score for each data

point based on its distance to the ECDF curve. Data points that exhibit more
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considerable distances from the ECDF curve are considered potential outliers,

as they deviate significantly from the expected distribution.

3. Efficiency Considerations: ECOD emphasizes computational efficiency to

handle large-scale datasets. It achieves this by adopting efficient algorithms

for constructing the ECDF, such as an interval-based algorithm that avoids

excessive sorting operations. This allows ECOD to handle datasets with millions

of data points efficiently.

Copula-Based Outlier Detection (COPOD)

Copula-Based Outlier Detection (COPOD), discussed by Li, et al. (2020) [32], identi-

fies outliers by modelling the dependence relationships between variables using copula

functions. The concept of COPOD encompasses the following key aspects:

1. Copula Functions: Copula functions are employed to describe the multivari-

ate dependence structure of the data. Copulas capture the correlation between

variables, allowing for a more accurate assessment of outliers based on the joint

behaviour of variables.

2. Scoring: COPOD determines the outlyingness of each data point based on the

copula-based score. This score represents the deviation of the data point from

the expected dependence structure modelled by the copula function. Higher

scores indicate a higher likelihood of the data point being an outlier.

3. Multivariate: COPOD extends outlier detection to multivariate datasets, si-

multaneously considering the interactions and dependencies among multiple

variables. By incorporating copula functions, COPOD can capture complex

dependence patterns and detect outliers that may not be apparent when con-

sidering variables in isolation.
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Deep Support Vector Data Description (DeepSVDD)

Deep Support Vector Data Description (DeepSVDD) by Ruff, et al. (2018) [33],

introduced in their paper titled “Deep One-Class Classification”, identifies anoma-

lies by learning a compact representation of normal data unsupervised using deep

autoencoders. The concept of DeepSVDD encompasses the following key aspects:

1. Deep AutoEncoders: DeepSVDD employs deep autoencoders, a type of neu-

ral network architecture, to learn a low-dimensional representation of normal

data. The AutoEncoder is trained to reconstruct the input data, aiming to

capture normal instances’ essential features and patterns.

2. One-Class Classification: DeepSVDD formulates the anomaly detection task

as a one-class classification problem. It seeks to identify data points that de-

viate significantly from the learned representation of normal data. It defines

anomalies as instances outside the normal data manifold in the learned feature

space.

3. Hypersphere-based Decision Boundary: DeepSVDD defines a hypersphere

in the learned feature space that encloses the normal data instances. Anomalies

are considered data points that fall outside this hypersphere, indicating their

dissimilarity to most normal instances.

4. Deep Embedding Optimization: DeepSVDD optimizes the deep autoen-

coder network by minimizing the reconstruction error between the input and

the reconstructed output. This process aims to learn a compact and discrim-

inative representation of normal data while suppressing the reconstruction of

anomalies.

4.3.3 Semi-supervised Methods with Efficient Label Usage

Semi-supervised methods leverage partial labels to improve detection performance

while detecting unseen types of anomalies. Some studies focus on using partially
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labelled data and leveraging unlabeled data for representation learning. For example,

some semi-supervised models may be trained on normal samples and detect anomalies

that deviate from these representations. In most of the algorithms used in our study,

semi-supervision refers to incomplete label learning in weak supervision. Except for

XGBOD, which is from the PyOD library, all the other semi-supervised anomaly

detection methods in our experiments are deep-learning based. They are a part of

the DeepOD library.

eXtreme Gradient Boosting for Outlier Detection (XGBOD)

Semi-Supervised XGBOD, proposed and demonstrated by Zhao and Hryniewicki

(2019) [34], leverages XGBoost, a powerful gradient boosting algorithm, in a semi-

supervised setting to enhance outlier detection. It combines the power of eXtreme

Gradient Boosting (XGBoost) and unsupervised representation learning for anomaly

detection. The concept of Semi-Supervised XGBOD encompasses the following key

aspects:

1. Outlier Detection: XGBoost is an ensemble learning algorithm that combines

multiple weak learners (decision trees) to create a robust model. In the context

of outlier detection, XGBoost is adapted to identify anomalies based on their

deviations from most normal instances.

2. Unsupervised Representation Learning: Semi-Supervised XGBOD incor-

porates unsupervised representation learning to capture the underlying struc-

ture of the data. The algorithm learns a compact and informative representation

that can effectively capture normal data patterns by training an unsupervised

autoencoder on the normal instances.

3. Semi-Supervised Framework: Semi-Supervised XGBOD combines the un-

supervised representation learning with a supervised XGBoost model trained

on labelled data. This combination allows for leveraging labelled and unlabeled

data to improve the accuracy of outlier detection. The unsupervised represen-

tation learning aids in capturing the intrinsic characteristics of normal data,
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while the supervised XGBoost model utilizes the labelled data to distinguish

between normal and anomalous instances.

4. Boosting and Ensemble Learning: XGBoost employs boosting, a technique

that iteratively builds a robust model by combining multiple weak models. Each

weak model focuses on different aspects of the data, and their predictions are

combined to make a final decision. This ensemble learning approach enhances

the outlier detection capability of XGBoost.

Feature Encoding with AutoEncoders for Weakly-Supervised Anomaly De-

tection (FeaWAD)

The concept of Feature Encoding with AutoEncoders for Weakly-Supervised Anomaly

Detection (FeaWAD) was introduced by Zhou, et al. (2021) [35]. This algorithm

utilizes AutoEncoders for feature encoding and applies weakly-supervised learning to

perform anomaly detection. It encompasses the following key aspects:

1. AutoEncoders: AutoEncoders are neural network architectures used for un-

supervised learning. They consist of an encoder and a decoder, which learn to

encode and reconstruct the input data. In anomaly detection, AutoEncoders

encode the input features into a lower-dimensional representation.

2. Feature Encoding: The algorithm utilizes autoencoders to perform feature

encoding, mapping the high-dimensional input features into a lower-dimensional

latent space. This process aims to capture the essential characteristics of normal

instances while preserving the distinctive patterns of anomalies.

3. Weakly-Supervised Anomaly Detection: The algorithm incorporates weak

supervision, leveraging partial labels or prior knowledge about a subset of

anomalies during the training phase. Combining the encoded features with weak

supervision allows the algorithm to distinguish between normal and anomalous

instances.
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4. Reconstruction Error: The reconstruction error, measured as the discrep-

ancy between the original input and its reconstructed version, indicates anoma-

lousness. Larger reconstruction errors indicate instances that deviate signifi-

cantly from the learned representation of normal data, suggesting the presence

of anomalies.

Deep Semi-Supervised Anomaly Detection (DeepSAD)

Deep Semi-Supervised Anomaly Detection (DeepSAD) was proposed by Ruff, et al.

(2019) [36]. It combines the power of deep learning with semi-supervised learning

techniques for anomaly detection. It is characterized by the following attributes:

1. Deep Learning: Deep Semi-Supervised Anomaly Detection utilizes deep learn-

ing techniques, specifically deep neural networks, to learn representations and

detect anomalies. Deep neural networks comprise multiple layers of intercon-

nected artificial neurons, allowing them to learn complex patterns and repre-

sentations from the input data.

2. Semi-Supervised Learning: The algorithm leverages labelled and unlabeled

data for training. The availability of labelled data allows the algorithm to learn

representations of normal instances, while the unlabeled data helps capture the

underlying data distribution. The algorithm can effectively detect anomalies by

combining labelled and unlabeled data.

3. Autoencoder Architecture: Deep Semi-Supervised Anomaly Detection em-

ploys an autoencoder architecture consisting of an encoder and a decoder. The

encoder maps the input data into a lower-dimensional latent space. At the

same time, the decoder reconstructs the input from the latent representation.

By training the autoencoder on normal instances, the algorithm learns to re-

construct them accurately, enabling it to detect anomalies based on the recon-

struction errors.

4. Anomaly Scoring: Deep Semi-Supervised Anomaly Detection computes anomaly
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scores based on the difference between the input and its reconstructed output.

Larger reconstruction errors indicate instances that deviate significantly from

the normal data distribution, suggesting the presence of anomalies.

Pairwise Relation prediction Network (PReNet)

As introduced by Pang, et al. (2023) [37], the Pairwise Relation prediction Network

(PReNet) algorithm addresses the challenge of weakly-supervised anomaly detection.

It aims to detect both seen and unseen anomalies by learning pairwise relation fea-

tures and anomaly scores by predicting relations between randomly sampled training

instances.

PReNet leverages a deep learning approach, specifically a relation neural network,

to predict the pairwise relations of instances. The relations can be anomaly-anomaly,

anomaly-unlabeled, or unlabeled-unlabeled. By jointly learning these pairwise rela-

tions, PReNet captures discriminative patterns of anomalies in relation to anomalies,

anomalies in relation to normal instances, and normal instances in relation to each

other. This approach allows PReNet to detect seen and unseen abnormalities that fit

the learned abnormal patterns or deviate from normal patterns.

During inference, PReNet considers a test instance an anomaly if it aligns well

with the first two types of pairs or deviates from the last pair type when paired with

a random training instance. By unifying the relation prediction and anomaly scor-

ing, PReNet assigns higher anomaly scores to instance pairs that contain anomalies

compared to other pairs. The algorithm also augments the training anomaly data

by generating large-scale anomaly-informed surrogate class labels, enhancing training

effectiveness with limited labelled data.

The contributions of this work include

• Addressing the problem of weakly-supervised anomaly detection.

• Proposing the PReNet approach for learning diverse pairwise relation features.

• Designing a detection model based on a relation neural network.
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• Demonstrating the robustness of PReNet in leveraging unlabeled data while

being tolerant to anomaly contamination.

Anomaly Detection using Deviation Networks (DevNet)

The Deviation Networks (DevNet) algorithm, developed by Guansong Pang, et al.

(2019) [38], addresses certain limitations of existing deep learning methods for anomaly

detection. While previous approaches focus on learning new feature representations

for downstream anomaly detection, DevNet proposes an end-to-end learning frame-

work that directly optimizes anomaly scores, leading to more data-efficient learning

and improved anomaly scoring.

The motivation behind DevNet stems from the challenges faced by existing deep

anomaly detection methods, which often rely on unsupervised learning due to the

need for large-scale labelled anomaly data. This limitation prevents the effective

utilization of prior knowledge, such as a few labelled anomalies, which can be valuable

in real-world anomaly detection applications. DevNet leverages a novel anomaly

detection framework incorporating a neural deviation learning approach to overcome

these challenges.

In the proposed framework, instead of focusing on representation learning, DevNet

learns anomaly scores directly. Given the original data as inputs, the framework

employs a neural anomaly score learner to assign anomaly scores to training data

objects. A reference score is defined based on the mean anomaly scores of normal

data objects, utilizing a prior probability to guide the learning process. The deviation

loss, a loss function defined within the framework, enforces statistically significant

deviations of the anomaly scores of anomalies from those of normal data objects in

the upper tail.

The instantiation of the framework results in the DevNet method. DevNet uti-

lizes multiple to dozens of labelled anomalies, which account for a small percentage of

the training data objects and anomalies per dataset, along with a Gaussian prior. It

performs direct optimization of anomaly scores using a Z-Score-based deviation loss.

This approach enables DevNet to efficiently learn anomaly scores while accommo-
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dating anomalies with different anomalous behaviours. Notably, the Z-Score-based

deviation loss also facilitates the production of easily interpretable anomaly scores,

distinguishing DevNet from many existing methods.

The contributions of this work include the introduction of a novel framework for

end-to-end learning of anomaly scores, representing a departure from the indirect

optimization approach. The framework enables the utilization of limited labelled

anomaly data for achieving end-to-end anomaly score learning. The instantiation of

the framework as DevNet provides a method that combines neural networks, Gaussian

prior, and Z-Score-based deviation loss. DevNet achieves data-efficient and effective

learning of anomaly scores, resulting in optimized and easily interpretable ones.

4.4 Datasets

In order to evaluate the different supervised methods and anomaly detection algo-

rithms discussed in the previous section, we use four distinct datasets with different

characteristics. This is because different loans have different characteristics, and our

goal is to evaluate the various approaches to see if they work well under different loan

types and conditions.

It is also important to note that banking data is highly inaccessible for academic

research. Banking information is proprietary and usually protected with stringent

security measures. Data sharing in the banking industry is heavily regulated, and

privacy laws impose strict restrictions on releasing such data. Moreover, only some

high-quality public datasets exist for training loan default prediction models.

The datasets used in this research were obtained from reputable sources, ensuring

their reliability and credibility. Some of these datasets have been previously uti-

lized in research studies, some even discussed in Chapter 2, and machine learning

competitions, indicating their suitability for training and evaluation.

We describe the four datasets used in our experimentation as follows.
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4.4.1 Bondora Peer-to-Peer Lending Data

The Bondora Peer-to-Peer Lending Data, developed by Manu Siddhartha (2020) [39],

is an open dataset available on the IEEE Dataport platform. This dataset, obtained

from a prominent European P2P (peer-to-peer) lending platform, provides a compre-

hensive collection of loans from 1st March 2009 to 27th January 2020. The dataset

includes borrower demographics, financial information, and loan transaction details.

P2P loans are typically uncollateralized, with lenders seeking higher returns to offset

the inherent financial risk.

This dataset is also mostly preprocessed. Besides, it is also balanced, with 59%

loan defaulters, denoted by 1, and the rest non-defaulters, denoted by 0. The dataset

has 48 attributes and 77,394 records.

We performed the following preprocessing steps on the Bondora Peer-to-Peer

Lending Dataset:

• We removed irrelevant columns (language, country, county, and city) since these

attributes do not impact the loan default ability of customers.

• We converted all the binary columns to ones and zeroes from True and False.

• We converted all the date columns to the number of months from the date until

the present date.

• We encoded the ordinal classes to scores (verification, education, rating, em-

ployment type, employment duration, and home ownership status).

• We encoded the nominal classes using one-hot encoding.

• We removed columns containing too many blanks.

• Any blank last payments were imputed with their first payment information.

The reasoning is that if no previous payments were made except for the first

payment, the first payment itself would be the latest.

• The remaining rows containing any blanks were removed (less than 10% of

data).
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After following the above steps, the resultant Bondora data had 85 attributes and

70,512 records left.

4.4.2 L&T Vehicle Loan Default Dataset

The L&T Vehicle Loan Default Dataset by L&T Finance is collected and available on

the Kaggle platform (2019) [40]. This dataset is unbalanced and has almost 22% loan

defaulters and the rest non-defaulters. It provides a perspective on automobile loans

and secured loans. It is well-cited and used in many research papers, including the

one by Rao, Liu, et al. [10] discussed in Chapter 2. The preprocessing steps we apply

for this dataset in our experimentation are very similar to the ones in this paper.

It comprises 233,154 records and 41 variables, which include 40 independent vari-

ables for predicting loan default. These variables encompass loanee information (e.g.,

age, identity proof), loan details (e.g., disbursement information, loan-to-value ratio),

and bureau data and history (e.g., bureau score, number of active accounts, credit his-

tory). The dataset also includes a dependent variable, “loan default,” which classifies

borrowers into binary categories: 0 for non-defaulters and 1 for defaulters.

We performed the following preprocessing steps on the Bondora Peer-to-Peer

Lending Dataset:

• We converted the date of birth column to the current age of the customer.

• We converted the loan disbursal date column to the number of months since

the disbursal.

• We converted the average account age and credit history length from text format

to the number of months.

• We encoded the categorical columns to scores (employment type and CNS score

description)

• We created the following new quantitative columns from the existing columns:

loan to asset ratio, total accounts, primary inactive accounts, secondary inactive
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accounts, total inactive accounts, total active accounts, total current balance,

total sanctioned amount, total disbursed amount, total installment amount,

primary loan proportions, secondary loan proportions, and active to inactive

account ratio.

• We removed the records with over three-quarters of the quantitative columns

as zero to avoid bias towards missing and irrelevant data in our models.

• We removed irrelevant columns (unique ID, branch ID, supplier ID, manufac-

turer ID, current pincode ID, state ID, employee code ID, and mobile number

available flag).

The resultant L&T Vehicle Loan Default data had 46 attributes and 120,165

records left after we performed the above preprocessing steps.

4.4.3 LendingClub Data

The LendingClub loan default dataset, available on Kaggle (2020) [41], is valuable

for assessing the credit risk associated with peer-to-peer lending loans. LendingClub,

headquartered in San Francisco, is the largest peer-to-peer lending platform globally

and has registered its offerings with the Securities and Exchange Commission. With

a reported origin of $15.98 billion in loans through its platform by the end of 2015,

this dataset provides an extensive and significant source of data for studying credit

risk in P2P lending.

This dataset is the largest in the study, with 2,925,493 records and 141 attributes.

About 1.58% of the records in this dataset refer to defaulted loans, and the rest are not

defaults. Due to its sheer size, this dataset is ideal for stress and performance testing.

It is also well-cited in research related to loan defaults. For example, Jadwal, et al.

[42] use this dataset to demonstrate a novel oversampling algorithm called Spectral

SMOTE for addressing class imbalance in P2P lending datasets like the LendingClub

data.

We performed the following preprocessing steps on the LendingClub Dataset:
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• We dropped irrelevant columns such as ID, URL, title, address, ZIP code, and

payment plan.

• We dropped the grade column since the sub-grade column is a more granular

version of the information Grade provides.

• We removed columns that have over 30% of their values as nulls to avoid bias

towards missing and irrelevant data in our models.

• We converted the interest rate and revolving credit utilization textual percent-

age columns to numeric.

• We converted the term and employment length textual columns representing

months and ranges of months to their respective numeric representations.

• We converted all the date columns to the number of months from the date until

the present date.

• We encoded the ordinal classes to scores (sub-grade, employment title, verifi-

cation status, home ownership status, loan status, purpose of loan, initial list

status, application type, hardship flag, and debt settlement flag).

The resultant LendingClub data had 98 attributes and 1,501,168 records left after

we performed the above preprocessing steps. Due to the size, for our experiments,

we use a subset of this data that is 5% in size of the dataset selected by randomized

stratified sampling.

4.4.4 Deloitte-MachineHack Default Prediction Data

The Deloitte-MachineHack Loan Default Prediction Data, available on Kaggle (2021)

[43], is a dataset used in a hackathon organized by Deloitte and MachineHack in

late 2021. The hackathon aimed to predict loan defaulters by analyzing various

attributes like funded amount, location, and loan balance. Participants were required

to have skills in handling big datasets, understanding underfitting vs. overfitting, and

optimizing the “log loss” metric to ensure good generalization on unseen data.
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The training dataset consists of 67,463 rows and 35 columns. It provides a per-

spective on all general types of loans. About 9.25% of the records are loan defaults.

We performed the following preprocessing steps on the Deloitte-MachineHack

Loan Default Prediction Dataset:

• We dropped irrelevant columns such as ID, batch enrolled, and payment plan.

• We encoded the ordinal classes to scores (grade, sub-grade, verification status,

initial list status, and application type).

• We condensed the loan title column values by grouping multiple same or sim-

ilar categories into generalized groups. For example, any loan title containing

keywords related to a consolidation loan, like ‘paydown’, ‘pay off’, and ‘debt

relief’, was condensed to a single category called ‘consolidation’. The new cat-

egories obtained were ‘Consolidation’, ‘Credit card’, ‘Home’, ‘Medical’, ‘Car’,

‘Personal’, and ‘Other’.

• We encoded the nominal classes using one-hot encoding.

The resultant Deloitte-MachineHack Loan Default data had 40 attributes and

67,463 records left after we performed the above preprocessing steps.

Table 4.4.1 summarizes the structure of the datasets before and after preprocess-

ing. We observe that for all the datasets except Deloitte-MachineHack, the number

of records after preprocessing decreased. This is primarily due to deleting rows with

many empty or irrelevant values. We also noticed that the number of attributes for all

the datasets except for LendingClub increased. This is due to the feature engineering

of new columns and removing all irrelevant ones.
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Table 4.4.1: Summary of the structure of datasets

Dataset Before preprocessing After preprocessing

Attributes Records Attributes Records

Bondora Peer-to-Peer Lending 48 77,394 85 70,512

L&T Vehicle Loan 41 233,154 46 120,165

LendingClub 141 2,925,493 98 1,501,168

Deloitte-MachineHack 35 67,463 40 67,463
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4.5 Hyperparameter Tuning

Hyperparameter tuning, sometimes also known as hyperparameter optimization, is a

process of evaluating various hyperparameters for machine learning models to select

an optimal set of them to maximize the model’s performance [44]. Hyperparameters

are parameters in a machine learning model that are external to the model and whose

values cannot be estimated using the training data. In this section, we describe

the methodology of hyperparameter tuning used in this thesis and discuss all the

hyperparameters evaluated in our experiments.

We selected optimal hyperparameters for each of the four datasets and the fifteen

methods evaluated. Hyperparameter tuning was performed by training a standard

version of the algorithm and performing 5-fold randomized cross-validation [45] on

the split dataset over different hyperparameter values. The hyperparameters in the

randomized cross-validation that performed the best were selected for each combina-

tion of method and dataset. The AUC ROC metric (area under the ROC curve) was

used to compare the performance of the hyperparameters when a model’s internal

scoring method was unavailable. These optimal sets of hyperparameters associated

with each combination were used for performing the experiments.

The following is the list of all hyperparameters assessed in this thesis.

• Penalty: This is used in supervised algorithms like logistic regression and

stochastic gradient descent classifiers. The L1 penalty function uses the sum of

absolute values of the parameters, and Lasso Regression encourages this sum

to be minimized. The L2 penalty function uses the sum of the squares of the

parameters, and Ridge Regression encourages the maximization of this sum. [46]

For the stochastic gradient descent classifier, another penalty type ElasticNet

acts as a convex combination of L2 and L1 penalty [14].

• Regularization parameter (C/alpha/lambda): The regularization param-

eter is used in the logistic regression classifier as the C value to control regu-

larization. In other approaches, such as boosting and the stochastic gradient
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descent classifier, alpha describes the L1 regularization while lambda L2 reg-

ularization. A higher regularization parameter value means the model should

give a higher weight to training data, while a lower one means that the model

should be more generalized [14, 15, 16, 18].

• Loss function: A loss function hyperparameter is used in the stochastic gra-

dient descent classifier. It maps the values of the variables associated with an

event to a real number to represent the ‘cost’ or ‘loss’ required to perform the

event. [27] It is also known as a ‘cost function’. We evaluate the loss functions

‘log loss’ and ‘modified huber’ for probabilistic estimates. [14]

• Learning rate: The learning rate refers to the step size at each iteration

while performing a minimization of a loss function [47]. The learning rate is

sometimes also referred to as ‘lr’. This parameter is used in many supervised

and semi-supervised algorithms, including stochastic gradient descent classifiers,

boosting approaches like CatBoost and XGBOD, and deep learning methods like

FeaWAD, DeepSAD, PReNet, and DevNet. [14, 15, 16, 17, 18, 19]

• Number of estimators: This hyperparameter is used in boosting and en-

semble algorithms such as XGBoost and LightGBM and anomaly detection

approaches like XGBOD and isolation forest anomaly detection. It refers to the

minimum number of trees or estimators in the ensemble. More estimators im-

prove the algorithm’s predictive ability but reduce the training and prediction

times. [15, 16, 18, 29]

• Split criterion: Used in decision tree-based algorithms, such as boosting and

ensemble approaches. Describes the function based on which the split should

be computed in a decision tree. Gini and entropy are commonly used for the

split criterion function. [48]

• Min samples split: It is the minimum number of samples needed to split an

internal node. Also used commonly in decision tree-based algorithms, such as

boosting and ensemble approaches. [48]
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• Min samples leaf: It is the minimum number of samples needed to be at a

child or leaf node. Also used commonly in decision tree-based algorithms, such

as boosting and ensemble approaches. [48]

• Max leaf nodes: It is the maximum number of leaf nodes in a single estimator.

Also used commonly in decision tree-based algorithms, such as boosting and

ensemble approaches. [48]

• Max depth: The maximum limit for the depth of an estimator. Also used

commonly in decision tree-based algorithms, such as boosting and ensemble

approaches. [48]

• Column sample by tree: The fraction of the columns a single estimator can

use. Used commonly in ensemble and boosting approaches. [15, 16, 18]

• Subsample: Used commonly in boosting approaches. Selects the percentage

of data on which bootstrap aggregation (or bagging) should be performed. [15,

16, 18]

• Min child weight: Used commonly in boosting approaches. It defines the

minimum sum of instance weight required for a child node. [15, 16]

• Border count: Used commonly in CatBoost. It describes the number of splits

for a feature (either numerical border count or categorical border count). [18]

• Number of neighbours: Used in geometric methods like ABOD. Specifies

the number of neighbours to use to consider a data point as an anomaly. [30,

18]

• Contamination: Used in unsupervised anomaly detection approaches such as

isolation forest anomaly detection, ABOD, ECOD, and COPOD. This param-

eter is used to define the proportion of outliers in the dataset. Defines the

threshold of anomalies on the decision function when fitting. This hyperparam-

eter is fixed to the proportion of defaults for each dataset instead of tuning.

[18]
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• Number of epochs: Typically used as a hyperparameter in deep learning

algorithms such as FeaWAD, DeepSAD, PReNet, and DevNet. Defines the

number of times the dataset has to be worked through by the algorithm. [35,

36, 37, 38, 19]

• Batch size: Also typically used as a hyperparameter in deep learning algo-

rithms such as FeaWAD, DeepSAD, PReNet, and DevNet. Defines the number

of samples that should be processed before updating the model. [35, 36, 37, 38,

19]

• Activation function: Also typically used as a hyperparameter in deep learning

algorithms such as FeaWAD, DeepSAD, PReNet, and DevNet. It is a function

that defines a given node’s output given a set of inputs. [35, 36, 37, 38, 19]

Multiple activation functions exist, such as ReLU, LeakyReLU and sigmoid

functions. ReLU, which stands for rectified linear unit, is one of the most

popular activation functions today. It outputs the input directly if it is positive,

else it outputs 0 [49]. LeakyReLU is a modification of ReLU that allows a slight

non-zero gradient instead of zero to avoid division by zero errors and work better

in handling noisy data. The sigmoid activation function, or the logistic function,

takes any real value and outputs a value between 0 and 1 [27].

• Bias: A boolean hyperparameter specific to the PyTorch backend of deep learn-

ing anomaly detection approaches like FeaWAD, DeepSAD, PReNet, and De-

vNet that are implemented with the DeepOD library. If it is set to True, the

model will learn an additive bias and will not otherwise. [19, 20]

Table 4.5.1 shows the hyperparameter grid search space for every supervised algo-

rithm used to conduct the randomized grid search over all the datasets. Table 4.5.2

shows the same search space for unsupervised and semi-supervised algorithms.

Tables 4.5.3, 4.5.4, and 4.5.5 refer to the optimal sets of hyperparameters obtained

after hyperparameter tuning for supervised, unsupervised and semi-supervised algo-
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Table 4.5.1: Randomized hyperparameter grid search space for supervised algorithms

Algorithm Randomized Grid Search Space

S
u
p
e
rv

is
e
d

LR
penalty : [‘l1’, ‘l2’],

C : [0.001,0.01,0.1,1,10,100]

SGD

loss: [‘log loss’, ‘modified huber’],

penalty: [‘l1’, ‘l2’, ‘elasticnet’],

alpha: [0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000],

learning rate: [‘constant’, ‘optimal’, ‘invscaling’, ‘adaptive’]

XGB

n estimators: [100, 200, 500],

criterion: [‘gini’, ‘entropy’],

min samples split: [1, 2, 4, 5],

min samples leaf: [1, 2, 4, 5],

max leaf nodes: [4, 10, 20, 50, None]

LGBM

num leaves: [5, 10, 20, 50],

n estimators: [50, 100, 150],

max depth: [4, 6],

colsample bytree: [0.7, 0.8, 0.9],

subsample: [0.7, 0.8, 0.9],

min child samples: [10, 50, 100],

min child weight: [1e-5, 1e-3, 1e-2, 1e-1, 1, 1e1, 1e2, 1e3, 1e4],

reg alpha: [0, 1e-1, 1, 2, 5, 7, 10, 50, 100],

reg lambda: [0, 1e-1, 1, 5, 10, 20, 50, 100]

CB

depth:[1, 2, 5, 10],

iterations: [100, 200, 500, 1000],

learning rate: [0.001, 0.01, 0.1, 0.2, 0.3],

l2 leaf reg: [1, 5, 10, 50],

border count: [5, 10, 20, 50, 100, 200]
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Table 4.5.2: Randomized hyperparameter grid search space for unsupervised and
semi-supervised algorithms

Algorithm Randomized Grid Search Space

U
n
su

p
e
rv

is
e
d IF n estimators: [100, 200, 500, 1000]

ABOD n neighbors: [1, 2, 5, 10]

ECOD1

N/ACOPOD1

DeepSVDD1
S
e
m
i-
su

p
e
rv

is
e
d

XGBOD epochs: [10, 20, 50, 100],

batch size: [16, 32, 64, 128],

lr: [0.001, 0.01, 0.1, 0.2, 0.3],

act: [‘ReLU’, ‘LeakyReLU’, ‘Sigmoid’],

bias: [True, False]

FeaWAD

DeepSAD

PReNet

DevNet

rithms, respectively, across all the datasets.

1No hyperparameters available. Only the fixed contamination parameter was added.
2Execution did not finish. The execution was stopped after 3 hours of running.
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Table 4.5.3: Optimal hyperparameter sets across datasets for supervised approaches

Algorithm
Optimal Hyperparameter Set

Bondora P2P L&T Vehicle Loan LendingClub
Deloitte-

MachineHack

LR
penalty: l2,

C: 100

penalty: l2,

C: 10

penalty: l1,

C: 1

penalty: l2,

C: 0.1

SGD

penalty: elasticnet,

loss:

log loss,

learning rate:

optimal,

alpha: 0.01

penalty: l1,

loss:

modified huber,

learning rate:

optimal,

alpha: 1

penalty: l1,

loss:

modified huber,

learning rate:

optimal,

alpha: 1000

penalty: l1,

loss:

log loss,

learning rate:

optimal,

alpha: 1

XGB

n estimators: 500,

min samples split:

1,

min samples leaf:

5,

max leaf nodes: 50,

criterion: entropy

n estimators: 100,

min samples split:

4,

min samples leaf:

1,

max leaf nodes: 20,

criterion: entropy

n estimators: 100,

min samples split:

1,

min samples leaf:

5,

max leaf nodes: 10,

criterion: entropy

n estimators: 500,

min samples split:

1,

min samples leaf:

2,

max leaf nodes: 4,

criterion: gini

LGBM

subsample: 0.7,

reg lambda: 50,

reg alpha: 10,

num leaves: 5,

n estimators: 100,

min child weight:

0.1,

min child samples:

50,

max depth: 6,

colsample bytree:

0.9

subsample: 0.7,

reg lambda: 50,

reg alpha: 0,

num leaves: 20,

n estimators: 150,

min child weight:

100.0,

min child samples:

10,

max depth: 4,

colsample bytree:

0.7

subsample: 0.7,

reg lambda: 1,

reg alpha: 2,

num leaves: 20,

n estimators: 50,

min child weight:

100.0,

min child samples:

50,

max depth: 6,

colsample bytree:

0.8

subsample: 0.8,

reg lambda: 100,

reg alpha: 2,

num leaves: 50,

n estimators: 150,

min child weight:

0.01,

min child samples:

100,

max depth: 4,

colsample bytree:

0.8

CB

learning rate: 0.3,

l2 leaf reg: 10,

iterations: 100,

depth: 10,

border count: 100

learning rate: 0.01,

l2 leaf reg: 5,

iterations: 500,

depth: 2,

border count: 100

learning rate: 0.3,

l2 leaf reg: 5,

iterations: 200,

depth: 2,

border count: 100

learning rate: 0.1,

l2 leaf reg: 5,

iterations: 200,

depth: 5,

border count: 50
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Table 4.5.4: Optimal hyperparameter sets across datasets for unsupervised ap-
proaches

Algorithm
Optimal Hyperparameter Set

Bondora P2P L&T Vehicle Loan LendingClub
Deloitte-

MachineHack

IF n estimators: 1000 n estimators: 100 n estimators: 500 n estimators: 200

ABOD n neighbors: 2 n neighbors: 5 n neighbors: 10 n neighbors: 10

ECOD

N/ACOPOD

DeepSVDD

Table 4.5.5: Optimal hyperparameter sets across datasets for semi-supervised ap-
proaches

Algorithm
Optimal Hyperparameter Set

Bondora P2P L&T Vehicle Loan LendingClub
Deloitte-

MachineHack

XGBOD2 DNF

FeaWAD

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 10,

batch size: 16,

lr: 0.2,

act: ReLU,

bias: True

epochs: 10,

batch size: 32,

lr: 0.2,

act: LeakyReLU,

bias: False

DeepSAD

epochs: 10,

batch size: 32,

lr: 0.2,

act: LeakyReLU,

bias: False

epochs: 10,

batch size: 32,

lr: 0.1,

act: Sigmoid,

bias: False

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 10,

batch size: 64,

lr: 0.1,

act: Sigmoid,

bias: True

PReNet

epochs: 10,

batch size: 32,

lr: 0.2,

act: LeakyReLU,

bias: False

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

DevNet

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 20,

batch size: 32,

lr: 0.01,

act: LeakyReLU,

bias: False

epochs: 20,

batch size: 64,

lr: 0.1,

act: LeakyReLU,

bias: False

epochs: 10,

batch size: 32,

lr: 0.1,

act: Sigmoid,

bias: False
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4.6 Evaluation Metrics

Evaluation metrics are essential in anomaly detection and machine learning to assess

the performance and effectiveness of a model in solving a problem. They provide

quantitative measures that allow us to compare different models, algorithms, or tech-

niques and decide which approach works best for a given task. Here are some key

reasons why evaluation metrics are crucial:

1. Performance Comparison: Evaluation metrics enable us to compare the

performance of different models or algorithms on the same dataset. They enable

us to identify the most effective approach for the problem at hand by quantifying

how well each model performs.

2. Model Selection: When working with multiple candidate models, evaluation

metrics help us select the best model to deploy in real-world applications. The

model with the highest performance on the evaluation metric is often chosen

for deployment.

3. Generalization Assessment: Evaluation metrics allow us to assess how well a

model generalizes to unseen data. This helps to detect overfitting (a model that

performs well on the training data but poorly on new data) and underfitting (a

model that performs poorly on both training and new data).

4. Problem-Specific Optimization: Some tasks may have specific requirements

or constraints. Evaluation metrics can be tailored to measure those specific

aspects, optimizing the model accordingly.

5. Understanding Model Behavior: Evaluation metrics provide insights into

the strengths and weaknesses of a model. For example, precision-recall curves

can reveal trade-offs between precision and recall in binary classification tasks.

6. Communication and Reporting: Evaluation metrics provide a concise and

objective way to communicate the performance of a model to stakeholders,
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clients, or peers. They help in presenting results and conclusions in a clear and

quantifiable manner.

Choosing multiple effective evaluation metrics specific to the problem for a holistic

evaluation is extremely important. For example, if we consider accuracy as the only

metric for loan defaults on unbalanced datasets, a model that predicts all customers to

not default would have 99.9% accuracy if the dataset consists of 99.9% non-defaulters

and only 0.1% defaulters. In such a case, using other metrics, such as recall or

precision, can help us evaluate the models more effectively. [50]

In the following sections, we shall discuss the evaluation metrics used in our ex-

periments.

4.6.1 Accuracy

Accuracy, in this case, is also known as classification accuracy. It is the ratio of

correct predictions on a test dataset to the total number of predictions made.

Accuracy =
Number of correct predictions

Total number of predictions made
(4.6.1)

It acts as a powerful metric when all the classes in the dataset have more or

less the same number of data points. However, for unbalanced datasets, like most

loan default datasets, accuracy is not a great metric as it becomes heavily biased

towards the majority class. Therefore, other metrics must be given more weight for

this problem than accuracy.

4.6.2 Precision

Precision is the percentage of results that are relevant among the total results. It

is computed as the ratio of the correct positive results, or true positives (TP ), to

the total number of positive results predicted by the algorithm, i.e., the sum of true

positives (TP ) and false positives (FP ).
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Precision =
TP

TP + FP
(4.6.2)

In the case of loan defaults, defaulting on a loan is considered the relevant pre-

diction.

4.6.3 Recall

Recall, also known as sensitivity, is the percentage of relevant results that were pre-

dicted correctly. This is an essential metric in the case of unbalanced classes. It is

computed as the ratio of the correct positive results, or true positives (TP ), to the

total number of relevant results predicted by the algorithm. The total number of

relevant results refers to all the instances that should have been predicted as positive,

i.e., the sum of true positives (TP ) and false negatives (FN).

Recall =
TP

TP + FN
(4.6.3)

4.6.4 F1 Score

F1 Score combines both precision and recall into a single metric. It tells us how

precise the model is (how many instances were correctly classified) and how robust it

is (how the model avoids missing a significant number of instances). It is computed

as the harmonic mean of the precision and recall metrics.

F1 = 2 ∗ Precision ∗Recall

Precision+Recall
(4.6.4)

4.6.5 Area Under Curve

Area Under Curve (AUC) is the area under the Receiver Operating Characteristic

(ROC) curve. It is popular for binary classification problems. The ROC curve is

plotted in a two-dimensional space, with the two dimensions being True Positive

Rate (TPR) and False Positive Rate (FPR). The True Positive Rate (TPR) is also
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known as recall or sensitivity defined by equation 4.6.3. The False Positive Rate

(FPR) is an inverted version of TPR. It is computed as the ratio of false positives

(FP ) to all the instances that should have been predicted as negative, i.e., the sum

of true negatives (TN) and false positives (FP ).

FPR =
FP

TN + FP
(4.6.5)

4.6.6 Training and Prediction Times

Execution time refers to the processing time (usually represented in ms or s) taken

for a computer process to finish from start to end.

Training time refers to the execution time required for training a dataset on a

model. Prediction time refers to the execution time required for predicting the out-

come of a data point using a trained model.

In this chapter, we discussed the experimental setup, the algorithms and datasets

used, the process and outcome of hyperparameter tuning, and the evaluation metrics

for our experimental evaluation. In the next chapter, we shall present, analyze and

discuss the findings of our experiments.
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CHAPTER 5

Results, Discussion, and Analysis

This chapter presents and discusses the results of our experiments and analyzes the

performance of the different algorithms used. We first present the results by each

dataset for each algorithm with a binary prediction and probabilistic predictions with

a lower and higher risk threshold value. We also discuss the findings from these results.

Then, we analyze the results based on the type of datasets and algorithms used and

present various cases where different approaches would be ideal to be included as the

optimal prediction algorithm for the proposed early warning system architecture.

5.1 Experiment Results and Discussion

In this section, we provide an overview of the results of our experimental evaluation

for each of the four datasets used. We also discuss any interesting observations and

patterns in our findings.

The tables show the accuracy, precision, recall, F1 score, AUC efficacy metrics,

and performance metrics of training and prediction times. ‘Train. time (sec)’ refers

to the training time in seconds, while ‘Pred. time (sec)’ refers to the prediction time

in seconds.

5.1.1 Bondora Peer-to-Peer Lending Data

As discussed earlier, the Bondora Peer-to-Peer Lending Dataset is a balanced dataset

with the majority of customers being loan defaulters (59%). This dataset also only

58



5. RESULTS, DISCUSSION, AND ANALYSIS

Table 5.1.1: Evaluation results for all algorithms on the Bondora P2P dataset

Algorithm Accuracy Precision Recall F1 Score AUC

Train.

time

(sec)

Pred.

time

(sec)

S
u
p
e
rv

is
e
d

LR 0.9988 1.0000 0.9981 0.9991 0.9704 18.97 0.01

SGD 0.9709 0.9823 0.9720 0.9771 0.9950 0.23 0.01

XGB 1.0000 1.0000 1.0000 1.0000 1.0000 0.54 0.01

LGBM 0.9998 1.0000 0.9997 0.9998 0.9998 0.21 0.02

CB 1.0000 1.0000 1.0000 1.0000 1.0000 3.04 0.02

U
n
su

p
e
rv

is
e
d IF 0.4438 0.5848 0.4554 0.5120 0.4990 42.09 12.08

ABOD 0.3592 0.0000 0.0000 0.0000 0.5000 5.98 126.23

ECOD 0.4509 0.5922 0.4593 0.5174 0.4476 0.98 2.62

COPOD 0.4529 0.5944 0.4602 0.5188 0.4500 0.95 2.38

DeepSVDD 0.3750 0.5790 0.0900 0.1557 0.4867 119.99 0.43

S
e
m
i-
su

p
e
rv

is
e
d

XGBOD DNF

FeaWAD 0.3727 0.5662 0.0900 0.1557 0.4835 2.10 1.83

DeepSAD 0.4610 0.9993 0.1589 0.2742 0.5794 45.58 1.66

PReNet 0.3736 0.5727 0.0885 0.1533 0.4853 274.55 30.69

DevNet 0.4588 0.9972 0.1558 0.2695 0.5775 90.84 1.82

has information on peer-to-peer loans.

Table 5.1.1 shows the results of the evaluation of all algorithms on the Bondora

Peer-to-Peer Lending data. It is clear that all supervised methods perform the best

on this balanced dataset, while unsupervised and semi-supervised methods perform

poorly.

The XGBoost method performs the best among the supervised methods consid-

ering all the evaluation metrics and the training and execution times. Among the

unsupervised methods, isolation forest, ECOD, and COPOD performed better than

ABOD and DeepSVDD. ABOD performed the worst, given its average precision, re-

call, and F1 score metrics. The deep learning methods, including the unsupervised

DeepSVDD and the four supervised methods, exhibited similar performance with

varying execution times.

Table 5.1.2 shows the same results discussed above for a low 30% and a high

70% risk threshold. In the case of supervised methods, the results are similar. XG-
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Table 5.1.2: Low and high threshold evaluation results for all algorithms on the
Bondora P2P dataset
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c
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Boost remains the best-performing algorithm for this dataset. All the semi-supervised

and unsupervised methods except isolation forest and ABOD performed significantly

better when dealing with a probabilistic risk-threshold-based evaluation, exhibiting

considerably larger average precision, recall, and F1 scores.

Here, it is essential to note that the metric values are 1.000 for some boosting

approaches. In a dataset reflecting an actual population, such high values for metrics

are unlikely to occur. Moreover, the dataset is comparatively smaller than a real

banking dataset is expected to be. Since we are performing a comparative study,

we have not performed cross-validation on the dataset, as discussed in Chapter 3.

However, the metrics as high as 1.000 are expected to be high in a real-life scenario

and can thus be used for a fair comparison among methods. This is because the

dataset is tested on an unseen portion of the dataset by the trained model.

5.1.2 L&T Vehicle Loan Default Dataset

The L&T Vehicle Loan Default Dataset has only about 22% of customers defaulting

on their loans. This dataset deals solely with secured loans, particularly automobile

loans.

Table 5.1.3 shows the evaluation results of all algorithms on the L&T Vehicle

Loan Default dataset. On this unbalanced dataset, all the supervised algorithms

performed poorly considering metrics like precision, recall, F1 score, and the area

under the ROC curve (AUC). Since this dataset is unbalanced, the accuracy metric

is not a good evaluation metric. Semi-supervised methods performed better than

supervised ones but not as well as the unsupervised methods considering metrics

other than accuracy.

The unsupervised ECOD anomaly detection method performed the best on this

dataset, followed by COPOD, which performed similarly. Isolation forest and ABOD

performed similarly, with slightly higher average accuracy but slightly worse perfor-

mance in other metrics. The semi-supervised methods and the DeepSVDD unsuper-

vised method performed about the same with slightly higher average accuracy and

similar average precision as compared to isolation forest and ABOD but with lower
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Table 5.1.3: Evaluation results for all algorithms on the L&T Vehicle Loan dataset

Algorithm Accuracy Precision Recall F1 Score AUC

Train.

time

(sec)

Pred.

time

(sec)

S
u
p
e
rv

is
e
d

LR 0.7671 0.200 0.0005 0.0011 0.5000 0.84 0.01

SGD 0.7675 0.000 0.000 0.000 0.5000 0.23 0.01

XGB 0.7674 0.4802 0.0049 0.0097 0.5017 0.81 0.01

LGBM 0.7675 0.0000 0.0000 0.0000 0.5000 0.17 0.02

CB 0.7675 0.0000 0.0000 0.0000 0.5000 4.77 0.01

U
n
su

p
e
rv

is
e
d IF 0.6613 0.2289 0.1929 0.2094 0.5354 5.11 1.38

ABOD 0.6522 0.2092 0.1784 0.1926 0.4871 17.32 128.64

ECOD 0.5033 0.2345 0.5018 0.3197 0.5028 0.75 1.97

COPOD 0.5001 0.2299 0.4894 0.3128 0.4964 0.75 1.91

DeepSVDD 0.7099 0.2079 0.0882 0.1239 0.4933 185.46 0.63

S
e
m
i-
su

p
e
rv

is
e
d

XGBOD DNF

FeaWAD 0.7082 0.2010 0.0857 0.1202 0.4912 3.54 3.35

DeepSAD 0.7315 0.3221 0.1399 0.1951 0.5254 93.92 3.11

PReNet 0.7314 0.3042 0.1206 0.1727 0.5185 1634.24 53.99

DevNet 0.7283 0.3000 0.1263 0.1778 0.5185 190.83 3.33

average recall and F1 scores.

Table 5.1.4 shows the same results discussed above for a low 30% and a high

70% risk threshold. In the case of supervised methods, the results are similar. All

the semi-supervised and unsupervised methods, especially ABOD, with the except

isolation forest, performed significantly better when dealing with a probabilistic risk-

threshold-based evaluation, exhibiting considerably larger precision, recall, and F1

scores. ECOD remains the best method overall, followed by COPOD.

It is important to note that there is an accuracy drop in most of the methods,

especially for a lower risk threshold. This drop is expected because the risk threshold

evaluation is probabilistic, while the accuracy metric deals with comparing a binary

outcome. In other words, when we lower the risk threshold, all the outcomes having

probability above the threshold are considered at risk of default, increasing the likeli-

hood of false positives due to the data being skewed towards non-defaulters. However,

a lower risk threshold means that the financial institution is willing to take less risk
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Table 5.1.4: Low and high threshold evaluation results for all algorithms on the L&T
Vehicle Loan dataset
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Table 5.1.5: Evaluation results for all algorithms on the LendingClub dataset

Algorithm Accuracy Precision Recall F1 Score AUC

Train.

time

(sec)

Pred.

time

(sec)

S
u
p
e
rv

is
e
d

LR 0.9895 0.8696 0.4115 0.5587 0.7053 10.82 0.01

SGD 0.9853 0.6949 0.1687 0.2715 0.5838 5.10 0.01

XGB 0.9913 0.8131 0.6353 0.7132 0.8164 0.20 0.01

LGBM 0.9830 0.0000 0.0000 0.0000 0.5000 0.26 0.01

CB 0.9934 0.8421 0.7529 0.7950 0.8753 3.54 0.01

U
n
su

p
e
rv

is
e
d IF 0.7958 0.0297 0.3663 0.0549 0.5845 24.82 7.84

ABOD 0.7961 0.0344 0.4280 0.0636 0.6151 33.53 319.18

ECOD 0.5078 0.0244 0.7176 0.0472 0.6109 1.52 3.87

COPOD 0.5077 0.0258 0.7608 0.0499 0.6320 1.52 3.85

DeepSVDD 0.8872 0.0240 0.1431 0.0410 0.5216 122.27 0.45

S
e
m
i-
su

p
e
rv

is
e
d

XGBOD DNF

FeaWAD 0.8880 0.0068 0.0422 0.0118 0.4719 2.25 2.03

DeepSAD 0.9139 0.1452 0.9114 0.2504 0.9127 33.41 1.71

PReNet 0.8869 0.0014 0.0084 0.0024 0.4547 644.81 17.86

DevNet 0.9158 0.1519 0.9451 0.2617 0.9302 49.14 1.96

and thus wants the early warning system to warn about customers who may be at

lower as well as higher risk.

5.1.3 LendingClub Data

The LendingClub dataset is the largest in our experimentation. It has around 1.58%

of loan defaulters, and the rest are non-defaulters. It is heavily unbalanced and has

data solely on peer-to-peer loans.

Table 5.1.5 shows the evaluation results of all algorithms on the LendingClub

dataset. Since this dataset is unbalanced, the recall or the sensitivity metric is critical

as it is the percentage of relevant results, i.e., the loan defaults, predicted correctly.

For the proposed early warning system, it is more important for the algorithm to be

sensitive than specific.

Even though the dataset is heavily unbalanced, the supervised algorithms per-

formed better than expected. However, most of them were more specific than sen-
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sitive. XGBoost and CatBoost performed the best, while LightGBM was the worst

performer, with a zero average recall value. Unsupervised methods COPOD and

ECOD had a similar recall to supervised methods with worse average precision.

Semi-supervised method DevNet performed the best for this dataset to act as an

optimal algorithm for an early warning system, with extremely high average recall,

followed by DeepSAD. However, DeepSAD had a slightly lower average recall and

precision than DevNet but considerably lesser average training time.

Table 5.1.6 shows the same results discussed above for a low 30% and a high

70% risk threshold. All unsupervised (except isolation forest) and semi-supervised

methods for both thresholds demonstrated high recall values. However, this was

eclipsed by the significantly low precision values. These methods simply classified

the vast majority of the data as defaulters. Implementing these approaches in the

early warning system would raise warnings for almost all customers, even though they

might not default, which is highly unsuitable for our case.

Most supervised algorithms also did not perform well with the exception of Cat-

Boost and XGBoost. CatBoost performed the best with moderate recall values and

high precision. It also had the maximum average AUC and F1 score values. These

results show that supervised algorithms work well for peer-to-peer lending data, even

if the data is imbalanced.

5.1.4 Deloitte-MachineHack Default Prediction Data

The Deloitte-MachineHack dataset provides a general-loan perspective. It is also

heavily unbalanced, with only 9.25% of customers defaulting on loans. The loans are

divided into multiple categories, and the dataset consists of different types of loans

such as mortgages, revolving credit like credit cards and lines of credit, consolidation

loans, medical loans, and personal loans.

Table 5.1.7 shows the evaluation results of all algorithms on the Deloitte-MachineHack

Default Prediction dataset. The results are similar to those on the L&T Vehicle Loan

Default dataset. All the supervised algorithms performed poorly again, considering

metrics like precision, recall, F1 score, and the area under the ROC curve (AUC).
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Table 5.1.6: Low and high threshold evaluation results for all algorithms on the
LendingClub dataset
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Table 5.1.7: Evaluation results for all algorithms on the Deloitte-MachineHack dataset

Algorithm Accuracy Precision Recall F1 Score AUC

Train.

time

(sec)

Pred.

time

(sec)

S
u
p
e
rv

is
e
d

LR 0.9067 0.5000 0.0008 0.0016 0.5004 0.14 0.00

SGD 0.9067 0.0000 0.0000 0.0000 0.5000 0.14 0.00

XGB 0.9067 0.0000 0.0000 0.0000 0.5000 0.60 0.02

LGBM 0.9067 0.0000 0.0000 0.0000 0.5000 0.11 0.01

CB 0.9067 0.0000 0.0000 0.0000 0.5000 1.91 0.01

U
n
su

p
e
rv

is
e
d IF 0.6167 0.0977 0.3773 0.1552 0.5093 5.64 1.51

ABOD 0.7486 0.1049 0.2248 0.1430 0.5136 25.39 93.50

ECOD 0.5062 0.0960 0.5099 0.1616 0.5079 0.53 1.33

COPOD 0.5009 0.0962 0.5179 0.1622 0.5085 0.53 1.34

DeepSVDD 0.8270 0.0988 0.1051 0.1018 0.5032 106.42 0.37

S
e
m
i-
su

p
e
rv

is
e
d

XGBOD DNF

FeaWAD 0.8257 0.1020 0.1112 0.1064 0.5052 3.89 2.23

DeepSAD 0.8275 0.0973 0.1025 0.0998 0.5023 83.16 1.55

PReNet 0.8304 0.1152 0.1223 0.1186 0.5128 639.87 29.54

DevNet 0.8249 0.0948 0.1025 0.0985 0.5009 46.42 1.56

Semi-supervised methods performed better than supervised ones but not as well as

the unsupervised methods considering metrics other than accuracy.

The unsupervised COPOD anomaly detection method performed the best on this

dataset, followed by ECOD, which performed similarly. Isolation forest performed

the worst while ABOD performed moderately, with higher average accuracy but

slightly worse performance in other metrics. The semi-supervised methods and the

DeepSVDD unsupervised method performed about the same with higher average ac-

curacy and similar average precision as compared to isolation forest and ABOD but

with lower average recall and F1 scores.

Table 5.1.8 shows the same results discussed above for a low 30% and a high 70%

risk threshold. In the case of supervised methods, the results are similar. All the

semi-supervised and unsupervised methods, except isolation forest, exhibited high

recall but low precision when dealing with a probabilistic risk-threshold-based eval-

uation with slightly larger metric scores. The unsupervised ECOD, COPOD, and
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Table 5.1.8: Low and high threshold evaluation results for all algorithms on the
Deloitte-MachineHack dataset
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Fig. 5.2.1: Comparison of precision and recall for supervised approaches across all
datasets

DeepSVDD, along with all the semi-supervised methods, were similarly effective.

Considering the average training and prediction times, ECOD and COPOD per-

formed similarly and were the best performers.

5.2 Analysis of Results and Considerations

In this section, we analyze the results considering various contexts to understand how

specific approaches would suit different situations.

5.2.1 Balanced versus Unbalanced Datasets

In section 5.1, we noticed that, in most cases, the balanced Bondora Peer-to-Peer

Lending dataset had significantly better performance for all supervised methods

across all performance metrics compared to their performance for all other unbal-

anced datasets. For example, Fig. 5.2.1 demonstrates charts for comparing the pre-

cision and recall metrics across all the datasets for supervised methods. From these

charts, it is clear that supervised methods performed well for the balanced Bondora

Peer-to-Peer Lending data, while for unbalanced datasets, they underperformed.

From these results, we can confidently reason that unsupervised and weakly su-

pervised methods perform better on unbalanced datasets, while supervised methods

are more suitable when the dataset is balanced. Since most loan defaults in the real
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world are unbalanced, anomaly detection is preferable when dealing with defaults.

5.2.2 Peer-to-Peer versus Other Loans

As observed in Tables 5.1.1 and 5.1.2, boosting algorithms XGBoost and CatBoost

performed the best on the Bondora Peer-to-Peer Lending dataset. Both algorithms

had similar efficacy, except that XGBoost was slightly faster.

For the LendingClub peer-to-peer data, as seen in Table 5.1.6, for extremely low

and high-risk threshold values, CatBoost was the best algorithm, followed by XG-

Boost. Also, in Table 5.1.5, we can see that both these algorithms were top-performing

for a moderate risk threshold value and had the highest average F1 scores.

These results show that boosting algorithms such as CatBoost and XGBoost per-

form well on peer-to-peer lending datasets across all thresholds, especially at low

and high extremes, regardless of their class balancing. A financial institution dealing

in peer-to-peer lending may also consider testing boosting algorithms to develop an

early warning system against potential loan defaults, given that they have significantly

lower average training and prediction times than unsupervised and semi-supervised

methods.

5.2.3 Time Considerations

In some cases, depending on the system configuration, data size, and speed require-

ments, it may be prudent to consider using an algorithm that has slightly lower

efficacy in favour of speed.

For example, in Table 5.1.5, we observe that DevNet is the best-performing algo-

rithm, followed by DeepSAD. DevNet performs only slightly better than DeepSAD.

However, the average training time of DeepSAD is over 15 seconds faster than that

of DevNet. If the system has limited computational resources or the data size is sig-

nificantly larger, the time savings can be significant and not worth the slightly better

efficacy of DevNet.

Fig. 5.2.2 shows the average training and prediction times for all the algorithms
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Fig. 5.2.2: Average training and prediction time comparison for all algorithms on the
LendingClub dataset

on the LendingClub dataset. The LendingClub dataset was chosen for this diagram

because the subset of this dataset used in our experiments is considerably large. Other

datasets show the times in a similar proportion. Almost all algorithms except most

deep learning ones and ABOD had comparatively low average training and predic-

tion times. FeaWAD was the only deep learning approach that was relatively fast.

ABOD had the highest average prediction time. PReNet was the slowest algorithm

concerning training time and had the second-largest prediction time.

5.2.4 Availability of Class Label in the Data

Sometimes, the class label information that states that the loan is in default may

not be available. In that case, supervised and semi-supervised approaches cannot be

used as they rely on this information to build the model. In such scenarios, it makes

sense to use the best available unsupervised anomaly detection approach instead of

the best approach if the best approach requires a class label.

For example, consider the metrics for the LendingClub dataset in Tables 5.1.5 and

5.1.6. We observe that, across varying risk threshold values, semi-supervised meth-
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ods such as DevNet and DeepSAD and supervised methods such as CatBoost and

XGBoost, on average, perform very well in this scenario. However, if the loan default

class label is unavailable in the training set, the next-best unsupervised approach,

which, in this case, is isolation forest, may be used in the early warning system in-

stead.

In this chapter, we examined the results and realized their implications. We dis-

cussed how results varied with different risk threshold values. We understood how

different methods work in different contexts. Finally, we analyzed the results and

considered the suitability of various methods in different situations. The next chap-

ter will conclude our thesis by describing how we successfully contributed to research

in building an early warning system against loan defaults using anomaly detection

algorithms and discuss the future potential of our work.
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CHAPTER 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, we initially defined the need for an early warning system to manage

potential loan defaults. We hypothesized that anomaly detection is effective in devel-

oping such a system. We motivated the study by discussing the limitations of current

literature in this context and describing the contribution of our work.

We first proposed an experimental setup for evaluating different kinds of super-

vised, unsupervised, and semi-supervised algorithms for the early detection of loan

defaults. We then proposed a holistic early warning system architecture using the

optimal algorithm determined by the evaluation process.

We stated that the goals of a holistic approach to comparing various approaches

should consider a large number of evaluation metrics to confidently compare various

approaches, test how fast these methods provided results, test them on multiple

types of different loan default datasets, ensure that the methods are probabilistic and

can adapt to different risk threshold values and consider multiple approaches by a

comprehensive evaluation of different methods.

We achieved these goals by considering different evaluation metrics, including ac-

curacy, precision, recall, F1 score, and area under the ROC curve. We also considered

performance metrics such as training and prediction times. We tested the approaches

on four distinct datasets with different characteristics and representing different types

of loans. We performed our tests for different risk threshold values considering regular
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moderate and also extreme risk threshold values by including a low 30% and a high

70% risk threshold in our testing. We also compared fifteen different algorithms, five

of each supervised, unsupervised, and semi-supervised class.

Using the results obtained from our evaluation, we successfully demonstrated that

for most unbalanced loan default datasets, anomaly detection algorithms are helpful

in probabilistically predicting the potentiality of defaults for early warning systems.

We also analyzed these results under different contexts considering balanced versus

unbalanced sets, peer-to-peer loan datasets versus other loan data, time and resource

considerations, and how the availability of the loan default class label in the available

data would impact our choice of algorithm.

We successfully concluded that anomaly detection approaches such as ECOD and

COPOD work well for unbalanced datasets. We also concluded that supervised learn-

ing demonstrated significantly better performance for balanced datasets. We also dis-

covered how boosting approaches work well for predicting potential defaults in peer-

to-peer loan data, especially for extreme risk threshold values. Finally, we understood

why the resources and time considerations of an organization and the availability of

the loan default class label in the data source might impact our choice of algorithm.

These findings can be used in fields other than finance as well. For example, the

concepts detailed in this study can be used to create an early warning system to

predict if a student will fail, if a business will lose a customer, or if a patient may

require surgery.

6.2 Limitations and Future Work

Firstly, our proposed work and experimental evaluation focused on using anomaly

detection for early warning systems in large datasets and on models with low train-

ing and execution times. As such, it does not test combinations of methods, such

as using CNNs with LightGBM, as such methods are computationally much more

expensive than standard ones. Such models have shown promise in synthetically

balanced datasets [11]. Future research may involve focusing on a combination of
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methods regardless of execution time, as some financial institutions may find value

in such methods if they improve predictive outcomes.

Secondly, during our experimental evaluation, we discovered that on peer-to-peer

lending datasets, boosting algorithms performed well, especially on extremely low or

high risk threshold values. Conducting more experiments on different peer-to-peer

datasets considering various risk threshold values may increase confidence in this

conclusion.

Finally, regression models that return a probability of loan default were not in-

cluded in the study due to the difficulty in evaluating them on existing data with bi-

nary class labels as the independent variable instead of a numeric probability. Future

work may test using such probabilistic regression models for early warning systems

instead of using anomaly detection subject to the availability of datasets that pro-

vide numeric probability values as the independent variable instead of a default/non-

default class label. It is also important to note that it is challenging to compute a

value representing the probability of loan default in real-time financial data. It may

not be feasible for a financial institution to make these values available for frequent

retraining of the model as described in our early warning system architecture. Never-

theless, future research in this direction may result in better optimization of existing

methods.

Future research in constructing early warning systems to warn against potential

loan defaults may consider combinations of models instead of independent models,

focus on evaluating boosting as a viable approach for peer-to-peer lending data, and

consider research in probabilistic regression models that predict a numeric probability

of loan default instead of determining the likelihood that the class label of a data point

is a loan default.
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