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ABSTRACT 

Voice pathology is not only circumscribed by voice impairment or speech disorder. 

Pathological voice is also a biomarker of neuropsychiatric and neurocognitive 

diseases, including physical and muscular conditions. Alzheimer’s, Parkinson’s, 

Schizophrenia, ASD (Autism spectrum disorder), oral/lung cancer, depression, and 

asthma strongly correlate with voice disability.  

The physicians' current endoscopic procedures to detect pathological voices 

are painful for the patients. Clinical invasive diagnostic procedures, for example, 

laryngoscopy, laryngeal electromyography, stroboscopy, etc., require high-level 

expertise; they are expensive and time-consuming. This research focuses on 

establishing automated voice signal processing-based noninvasive procedures to 

identify pathological voices with objective diagnostics on top of subjective 

assessment. Several quick computerized digital signal processing-based techniques 

are implemented that require no extensive training/expensive equipment. Being 

noninvasive, they do not traumatize the patients. Also, can evaluate structural, 

neurological, and respiratory voice disorder. An extensive temporal, spectral, 

acoustical, wavelet domain based feature analysis is also performed to enhance the 

current understanding of pathological voice.  
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CHAPTER 1 

INTRODUCTION  
Voice communication is an integral part of our personal and professional life. However, 

that can be affected by several barriers. Speech impairment due to voice disability is one 

of them. Approximately 9.4 million adults have problems using voices that last for one 

week or more. According to a recent National Center for Education Statistics report, about 

20% of children and youth in 3-21 years suffer from voice disability [1]. Voice disability 

occurs mainly from a disruption in the human voice generation system. 

1.1 Human Voice Generation System 

The human voice generation system mainly consists of the lungs, larynx, and vocal tract 

[2] , as shown in Fig. 1.1. During voice generation, we inhale air by expanding the rib cage 

surrounding the lungs. Then, we expel air from the lungs by lowering the diaphragm 

located at the bottom of the lungs. We maintain a steady flow of air by controlling the 

muscles around the rib cage depending on the length of the sentence or phrase. This action 

causes air to rush through the vocal trachea to the epiglottis. The larynx is the most 

complicated part of the human voice generation system. It consists of cartilages, muscles, 

and ligaments. The primary purpose of the larynx is to control vocal folds, which include 

two masses stretched between the front and back of the larynx. A slit-like orifice called 

glottis exists between the two masses. 

 

 

Figure 1.1. The main components of the human voice generation system [2].    
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During normal conditions, vocal folds are in a state called ‘breathing’.  Under the 

breathing state, the vocal fold masses are relaxed, and the glottis is opened. The air from 

the lungs flows through the glottis without much obstruction, and no vocal fold vibration 

occurs. During voice generation, vocal folds can be in two states, namely ‘unvoiced’ and 

‘voiced’. Under the unvoiced condition, the vocal folds come closer and generate 

turbulence by themselves. While under voiced condition (i.e., during the generation of a 

vowel), the vocal folds come significantly closer, become more tensed, and partially close 

the glottis. The partially closed glottis and increased tension cause oscillation of the vocal 

folds. The air stream from the lungs is interrupted by the vocal cords, and a quasi-periodic 

pressure wave is generated. The impulses of this pressure wave are called pitch, and the 

pressure's frequency is called pitch frequency. The masses of the larynx adjust the length 

and tension of vocal folds to ‘fine-tune’ pitch and tone. The articulators (i.e., tongue, palate, 

cheek, and lips) articulate and filter the sound emanating from the larynx. The vocal fold 

and articulators produce highly intricate sounds.  

1.2 Problem Statement  

Voice is a kind of biomedical signal that refers to all possible sounds generated by the 

human voice generation system, such as vowels, continuous speech, counting numbers, 

breathing, and coughing sounds. The production of voice necessitates the cooperation of 

multiple organs, namely (a) the nervous system, (b) the respiratory system, and (c) the 

vocal cords [3]. The nervous system coordinates the operation of various organs and tissues 

to generate voice. The respiratory system provides the energy to the vocal process through 

the lungs and trachea. The vocal cords and vocal tracts act as vibrators and resonators, 

respectively. A pathological voice is generated when the diseases affect the system/systems 

mentioned above directly or indirectly.   

The causes of all kinds of voice disorders are still unknown. However, calluses on 

the vocal cords, swelling or bumps like blisters on the vocal cords, vocal cord paralysis, 

vocal cord shutting, and spasmodic dysphonia are the leading causes of voice disability. 

Other reasons include hearing loss, neurological disorders, brain injury, intellectual 

disability, drug abuse, and malfunction of the human voice generation system. In addition, 

people may encounter temporary voice disorders due to allergies, large tonsils, smoking-

related illnesses, respiratory infections, and poor voice habits.  
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  Voice pathology detection is the first crucial step for correctly characterizing and 

managing voice disorders. Both invasive and non-invasive methods are used for detecting 

voice pathologies. In invasive techniques, physicians insert probes into the mouth using an 

endoscopic procedure. Laryngoscopy [4], stroboscopy [5], and laryngeal 

electromyography [6] are examples of such practices. These approaches are expensive, 

require specialization, and are invasive. The morbidity rate of the diseases affecting the 

vocal cords and vocal tracts is so high that complementary automated, objective, and 

noninvasive diagnostics are imperative.  

In the context of the above facts, in non-invasive methods, voice pathology is 

detected using voice signal processing [7]-[8] techniques. The development of 

computerized voice analysis algorithms is promising to provide state-of-the-art results for 

disease detection and monitoring in current clinical settings. These methods involve three 

significant steps, namely 

 (a) Voice samples collection and analysis, 

 (b) Features extraction, and  

 (c) Classification.  

Voice samples are collected in a sound environment. Then, the samples are analyzed, and 

voice features are extracted. The final step is to classify voice samples into control (i.e., 

healthy) and pathological. A classifier is commonly used for this purpose.  

A literature survey shows that several classifier algorithms have been popularly 

used for voice pathology detection. The published results demonstrate that the 

classification accuracy mainly depends on the classifier algorithms and voice features [9]- 

[10] used by the classifiers. Recently, deep learning algorithms have drawn considerable 

attention from researchers in this field. It has been shown in [11]-[14] that deep learning 

algorithms can play an essential role in voice pathology detection as they provide higher 

accuracies. 

1.3 Research Objectives  

The biomedical value of voice is less maneuvered than biometric applications, such as 

speech recognition or speaker identification. The variation in sounds that can be produced 

both among and between individuals is virtually infinite, conveying psychological and 

physiological information about the speaker. Significant progress has been made in 
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understanding the process of normal vocalization and how various speech pathologies can 

arise. One growing area is an audiometric analysis of voiced sounds. More recently, 

advanced algorithms such as machine learning and deep learning have further advanced 

our understanding of the human voice. 

This research intends to use signal processing techniques and artificial intelligence 

algorithms to classify and diagnose human voices among individuals with and without 

pathology. In addition, these methods may prove helpful in many applications, such as in 

detecting and classifying voice disorders (structural and neurological) through voice 

quality assessment and in disease severity prediction for pathological voices.  

 1.4 Methodologies and Research Approaches 

Voice sample analysis based on noninvasive pathological diagnosis contains the following 

significant steps.  

1.4.1 Voice Acquisition/Recording 

This is the first step of computerized voice analysis for disease detection and monitoring. 

The voice acquisition technique is of great importance for pathological voice analysis since 

the quality of voice significantly impacts the performance of voice analysis. The influence 

of SNR (signal-to-noise ratio) and sampling rates are two key factors that require attention. 

A pathological voice often shows signs in high-frequency bands [12], coinciding with the 

frequency range of numerous noises. Hence, the influence of environmental noise should 

be researched further. The required sample collection criterion [15] suggests that the 

sampling frequency should not be less than 16 kHz and that the voice recording should be 

conducted in a sound-treated room. Also, the mouth-to-microphone distance should be 

constant and less than 10 cm (preferably 3-4 cm). There are several publicly available 

databases, for example, Saarbrucken Voice Database (SVD), Massachusetts Eye & Ear 

Infirmary (MEEI), Arabian voice pathology database (AVPD), etc., that the researchers are 

effectively using to design noninvasive algorithms for pathological voice diagnostics [11]. 

1.4.2 Selection of Voice Samples  

Sustained vowels are commonly used for pathological voice analysis for 2-3 seconds to 

identify the phonation activity of the voice. During vowel sound generation, a speaker can 

maintain a steady frequency and amplitude at a comfortable level [15]. Moreover, it is free 
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of articulatory and other linguistic confounds that often exist with everyday speech tasks 

such as sentences and running speech. Voices of laryngeal diseases, such as vocal fold 

polyps, adductor spasmodic dysphonia, keratosis leukoplakia, vocal nodules, and vocal 

fold paralysis, can be investigated from the vowel samples. Some other voice samples that 

can be considered are counting numbers (say, 1-10), sentences, etc. Physiological voice 

disorders that result from alterations of laryngeal, respiratory, or vocal tract mechanisms 

are better revealed with these samples. Breathing and coughing sounds are good indicators 

for investigating vocal issues related to respiratory disorders like pneumonia, chronic 

obstructive pulmonary diseases (COPD), bronchitis, COVID-19, etc. [11]. The voice 

generation systems for males and females are structurally different. Male and female 

larynges vary in size, vocal fold membranous length, the elasticity of vocal fold tissues, 

and pre-phonatory glottal shapes [16]-[18]. Hence, the male and female voice samples must 

be investigated separately to provide an unbiased classification accuracy, as demonstrated 

in this study. 

1.4.3 Design of Signal Processing Algorithms for Voice Samples  

Various kinds of features can be exploited to differentiate/classify voice samples for 

computerized voice analysis. Not all features perform equally well with different classifier 

algorithms [10]. It is a unique design criterion exercised by biomedical researchers. Based 

on the broader definition of domains, voice features can be categorized into the time-

domain, frequency-domain, and wavelet-domain.  

Time-domain features are those features that can be measured based on temporal 

voice samples. That includes short-time energy (STE), zero-crossing rate (ZCR), short-

time entropy of energy, relative average perturbation (RAP), etc. [19]. 

Frequency-domain features are those features that can be extracted from voice 

spectrums/short-time Fourier transform (STFT). The formants, Mel-frequency cepstral 

coefficients (MFCCs), spectral centroid, spectral entropy, spectral flux, spectral roll-offs, 

feature harmonics, etc. [19] are frequency-domain features. 

Wavelet-domain features include continuous wavelet transform (CWT) and 

discrete wavelet transform (DWT) coefficients. These wavelet-domain features are also 

good indicators of identifying voice disorders [8]. Noise measurements to describe the 
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breathiness, hoarseness, and hypernasality using the features harmonics-to-noise ratio 

(HNR), normalized noise energy (NNE), voice turbulence index (VTI), soft phonation 

index (SFI), glottal-to-noise excitation ratio (GNE), and glottal quotients (i.e., GQ open 

and GQ closed), etc. can be investigated [20]-[22] to diagnose voice pathology. 

Considering the vocal tract as a linear time-invariant system (LTI), different formants, F1, 

F2, F3, etc., can be estimated to characterize vocal tracts for identifying pathological 

voices. The tongue, nose cavity, and oral cavity determine the shape of the vocal tract. 

Pathologies affecting these three elements result in unnatural forms of the vocal tracts that 

are well reflected through formants analysis [8]. 

1.4.4 Design of Classifier Algorithms  

After extracting suitable voice features from voice samples, the final step is to 

design a robust classifier to identify and classify pathological voice samples from healthy 

ones. A discriminative single feature or feature vector can be employed depending on the 

design criterion. Different machine learning algorithms can be implemented for this 

purpose, for example, support vector machine (SVM), k-nearest neighbor (kNN), logistic 

regression, etc. Also, artificial neural network (ANN) based algorithms can be used. The 

deep neural network (DNN) based algorithms, for example, convolutional neural networks 

(CNNs), can be designed to solve the classification problems with better accuracy. Large 

data samples are always suggested to achieve the best accuracy for the DNN. The transfer 

learning approach can be employed to overcome the small data sample size limitation. 

Following this approach, a pre-trained CNN is used to identify the lower-level features; 

consequently, the network is trained to learn the upper-level features from the given data. 

VGG16, AlexNet, GoogleNet, ResNet, etc., fall in this category showing better 

performance with limited data samples. Also, a gammatone filter can be designed for voice 

pathology identification through the signal processing steps involved in the cochlear 

implant device. This method removes the necessity of feature extraction and selection as 

used in the conventional approach [22].  

1.5 Research Contributions  

The major contributions of this dissertation can be summarized as: 
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 Two CNN based algorithms are proposed to process the raw EGG and voice signals 

to detect and categorize the pathological voices into pathology types. Considering 

sustained vowel (‘/a/’) samples as the raw inputs, the proposed system can identify 

the contribution of EGG and voice signals to identify and classify the three major 

voice pathologies, namely dysphonia, laryngitis, and vocal fold polyps affecting the 

general population. The proposed system can extract discriminative features from 

raw audio samples as opposed to conventional algorithms. Hence it is much faster 

than most other feature-based systems requiring a special type of General 

Processing Unit (GPU) to overcome the computation burden 

 A novel pathological voice identification system considering the biological process 

of speech perception is developed to identify the laryngeal voice disorder. The merit 

of the proposed system is that it eliminates the need for feature extraction from 

speech samples. An optimized gammatone filter bank is also designed to divide the 

speech signal into several channels for facilitating the classification process as 

opposed to a conventional bandpass filter bank. The center frequencies and 

bandwidths of the gammatone filter bank are designed to mimic the cochlear 

vibration pattern of the human ear. The performance measure shows significant 

improvement in terms of the F1-score.  

 A low-cost, quick, and easily accessible COVID-19 detection system is proposed 

by employing deep learning with coughing sound samples of healthy and COVID 

subjects. The time, frequency, and mixed domain feature vectors extracted from the 

coughing sound samples are investigated to demonstrate their efficacy in 

identifying COVID voice. Statistical diagnostic performance measures are 

significantly high with the frequency domain feature vectors.  

 A pre- trained CNN, VGG 16, is employed to devise a system model that can detect 

dysphonic voice from both sustained vowel (‘/a/’) and speech samples efficiently. 

A discriminative spectral image, cochleagram is generated from dysphonic and 

healthy voice samples to unveil their detailed spectral contents. Also, female and 

male voice samples are considered separately to eliminate gender bias in the 

detection algorithm. A significant improvement in performance is achieved 
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considering the transfer learning approach with VGG-16. The limitation of sparse 

pathological data samples is overcome with the designed model. 

1.6 Organization of Dissertation 

The motivation of Chapter 2 is to address the need for non-invasive signal processing 

techniques to detect voice disability in the general population. The first few Sections 

present background information, including causes of voice disability, current procedures, 

and practices, experimental setup to include some voice features analysis, and classifiers. 

Also, comprehensive literature survey work on voice disability detection algorithms is 

provided. The issues and challenges related to the selection of voice features and classifier 

algorithms have been addressed at the end of Chapter 2.  

 Chapter 3 introduces the contribution of EGG and voice signals to identify and 

classify the three most common voice pathologies. 

Chapter 4 presents the design of a noninvasive pathological voice identification 

system employing a signal processing-based technique through a simulated cochlear 

implant processing system.  

Chapter 5 proposes a low-cost, quick, and easily accessible COVID-19 detection 

system by employing deep learning with coughing sound samples of healthy and COVID 

subjects.  

In Chapter 6, a pre- trained CNN, VGG 16, is employed to devise a system model 

that can detect dysphonic voice from both sustained vowel (‘/a/’) and speech samples 

efficiently.  

Finally, the dissertation is concluded with future directions in Chapter 7.  
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CHAPTER 2 

EXPERIMENTAL SETUP AND LITERATURE SURVEY  
Researchers and practitioners have suggested voice sample-based noninvasive pathology 

diagnosis techniques. The significant steps followed by these techniques are (a) extracting 

voice features from voice samples and (b) discriminating pathological voices from normal 

voices using a classifier algorithm. However, there is no consensus on the voice feature 

and classifier algorithm that can provide the best accuracy in screening for voice disability. 

Moreover, some techniques use multiple voice features and multiple classifiers to ensure 

high reliability. This Chapter presents a comprehensive survey of signal processing-based 

pathological voice detection techniques to address the above issues. Sections: 2.1-2.4 of 

this Chapter offer background information, including causes of voice disability, current 

procedures, practices, the experimental setup for voice features analysis, and classifiers. 

The later Section: 2.5, presents a comprehensive survey work on voice disability detection 

techniques [23]. Section: 2.6 addresses the issues and challenges related to these 

techniques. Finally, this Chapter is concluded with Section: 2.7. 

2.1 Medical Conditions of Voice Pathology 

Speech pathologists have related certain medical conditions to voice disability. These 

medical conditions include asthma, Alzheimer’s disease, Parkinson’s disease, depression, 

schizophrenia, autism, and cancer.  

Asthma causes swollen and inflamed vocal folds that do not vibrate appropriately 

during voice generation. The voice sound becomes hoarse and impaired. A detailed 

investigation of this issue can be found in [24]. That work analyzes speech segments for 

asthma patients of variable lengths. The speech segments include five minutes 

conversation, a monologue, and counting numbers. Voice parameters, namely onset time, 

word duration, pause time, and total activity duration for normal and asthmatic subjects, 

are considered in that work. The results show that asthmatic subjects demonstrate longer 

pauses between speech segments, produce fewer syllables per breath, and spend more time 

in voiceless ventilator activity than their healthy counterparts.  

Another major cause of voice disability is Alzheimer's disease [25]. The common 

symptoms of Alzheimer's disease are memory loss, confusion, inability to retain 

information, aggressiveness, trouble with language, and mood swings. Studies show that 



2. Experimental setup and literature survey 

10 
 

Alzheimer's disease also causes aphasia [26]-[27]. Although memory impairment has 

generally been considered the major symptom of Alzheimer's disease, it is now reported 

that language deficits occur in about 8%-10% of Alzheimer's patients. Hence, they can be 

used as a primary symptom to detect this disease at its early stages [28]-[30]. Similar work 

shows that about 5% of Alzheimer's patients’ language capacity is steadily impaired during 

the developing period of this disease [31]. Other works [32]-[33] also show that disrupted 

language is an early symptom of Alzheimer's disease. A comprehensive study on voice 

disability due to Alzheimer's disease can be found in [34]. 

Parkinson’s disease is another major cause of voice disability. Generally, 

Parkinson’s disease causes the loss of neurons in the brain, affecting the motor and non-

motor body functions of the human body. Parkinson’s patients face problems related to 

recognition, behavioral changes, insomnia, and sensory difficulties [35]. These symptoms 

are often followed by other symptoms, including slower movement, rigidity, tremor, and 

postural instability. This disease also affects patients’ muscles in the voice generation 

system; hence, patients speak slowly, loosely, and breathily. The patients even find 

difficulty in pronouncing words correctly. They also generate undesired voices due to their 

faulty vocal folds [36]-[38]. Recent research shows that voice disability can indicate an 

early symptom of Parkinson’s disease [39]. 

Depression is a psychiatric disorder that affects a human's mood, behavior, 

thoughts, senses, ailments, and feelings. This disease can make a patient anxious, fatigued, 

irritable, and worried. The patient may have a problem with decision-making, memorizing, 

and losing interest in activities. Studies show that depression can also affect the patients’ 

voice system [40]. The patients speak softly, slowly, hesitatingly, and monotonously. They 

often stutter and mute in the middle of a sentence [41]. Hence, voice features, including 

pitch, energy, speaking rate, formants, and power spectral density, can be used to identify 

a depressed patient [42]-[43]. It is also shown in [44] that acoustic patterns of voice for 

depressed patients can be used to track the disease from an early stage to a treatment stage. 

These findings suggest that acoustic measures of patients’ voices can provide an objective 

procedure to evaluate depression. 

Schizophrenia is a neurodevelopmental disorder that affects voice disability [45]. 

Schizophrenia patients usually suffer from delusions, hallucinations, movement disorder, 
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and disorganized speech. They even sometimes talk about strange and unusual ideas. A 

study [46] shows that speech fluctuations can be biomarkers for schizophrenia. Hence, 

advanced signal processing techniques and artificial intelligence can be employed to 

investigate voice features that contain substantial emotional information about a 

schizophrenia patient. In [47], two spectral features, MFCCs and Linear Predictive Coding 

(LPC), have been used to separate patient groups from the normal group. It is shown that 

MFCC scores are significantly lower, and LPC scores are considerably higher in the 

schizophrenic patient group than in the normal group.  

Autism spectrum disorder is another neurodevelopmental disorder that can affect 

voice disability. One of the earliest works on autism can be found in [48]. In that work, 

autism is characterized by impairment in social interaction, behaviors, and communication 

skills. Autistic patients often say something irrelevant that does not match the situation 

[49].  Hence, speech and prosody-voice profiles can characterize autistic patients and 

patients with Asperger Syndrome (AS) [50]. It is shown in the work that the patients 

suffering from these two diseases cause residual articulation distortion errors, non-

understandable utterances, and inappropriate phrasing, stress, and resonance. Another 

study [51] correlates acoustic measurements to communication impairment due to autism. 

That work shows that fundamental frequency variation in the narrative of the autistic 

patient can be related to the intelligence quotient (IQ) and verbal abilities of autistic 

patients. In that work, PRAAT [52] software was used to extract the fundamental frequency 

of several autistic and controlled patients. The comparison shows that the fundamental 

frequency of autistic patients has a higher standard deviation than controlled patients. 

Inflection of voice, the pattern of pauses, relative duration of syllables, relative loudness, 

and rhythm are often included in the prosodic features of voice [53]. Hence, prosody, 

particularly prominence, and prosodic contours, can be used to investigate the 

communicative intent and conversational skills of autistic patients. The results in [54] show 

that abnormal prosody is the core deficit in autistic patients.   

Cancer is another cause of voice disability. Studies show that voice features can 

relate to the cancer stage [55]. Based on the speech content analysis of 71 patients, it is 

demonstrated that voice features can be used to detect signs of cancer in the head and neck. 

The results show that the systematic quantification of lexical choice can be used as an 
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indicator for cancer detection. Automatic speech recognition has also been used in [56] to 

detect neck and head cancer. The authors conclude that speech recognition can provide the 

percentage of correctly recognized words of a sequence. The same work shows that the 

cancer patients have significantly lower word recognition rates than the control group. 

Hence, automatic speech recognition can serve as a reasonable means to objectify and 

quantify cancer patients. Another study [57] shows that the role of emotional expression 

and cancer progression are related. The study used the voice samples of 25 breast cancer 

survivors and 25 controlled patients. The results show that cancer patients use fewer 

inhibition words than controlled patients. The results also show that cancer diagnosis and 

treatment can alter the emotionally expressive behavior of a patient. 

2.2 Current Procedures for Voice Pathology Detection  

To detect voice disability, physicians use common procedures, namely, laryngoscopy, 

laryngeal electromyography, stroboscopy, and imaging tests [58]. In laryngoscopy, the 

patient’s throat is examined by a light source. There are three types of laryngoscopy: direct 

laryngoscopy, indirect laryngoscopy, and fiber optic laryngoscopy. A direct rigid 

laryngoscopy procedure is used to examine patients' vocal cords or larynx. A laryngoscope 

is a rigid and hollow tube with a light attached at the top. Using this tool, the physicians can 

examine behind the patient’s tongue and down the throat to the vocal cords, as shown in Fig. 

2.1. With indirect laryngoscopy, a small mirror is held at the back of the throat illuminated 

by a light source. With fiber optic laryngoscopy, a laryngoscope is inserted through the nose 

down into the throat, as shown in Fig. 2.2.   

Using laryngeal electromyography (LEMG), electrical activity in the throat muscles 

is measured. LEMG is a useful diagnostic tool for examining the human larynx. The larynx 

is a complex system consisting of various muscles that help humans to speak. Even a minor 

absence of vocal cord movement can cause respiratory and vocal problems. LEMG can help 

to find the original cause of reduced muscle movement. Major reasons for reduced vocal fold 

movement are related to disruption of the laryngeal and superior laryngeal nerve. By using 

LEMG, it is possible to determine the vocal fold’s tonicity. In this method, a thin needle is 

pierced into the neck muscles, and the conductivity of the muscles is measured with 

electrodes.  
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Figure 2.1 The direct laryngoscopy. 

 

Figure 2.2 The Fiber optic laryngoscopy. 

  With stroboscopy, a light source and a video camera are used to examine the vocal 

cord vibration. The vocal folds vibrate very fast during voice production, which is 

impossible to notice with the naked eye. Hence, a stroboscopy is used. A bright flashing 

light is used during this procedure to illuminate the vocal folds. By taking multiple 

snapshots at different phases of the vibration, it is possible to examine the movement of 

the vocal folds. Medical imaging techniques, including X-rays, computerized tomography 
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(CT) scans, and magnetic resonance imaging (MRI), are also used to diagnose voice 

disability. These medical imaging techniques are very effective in examining the growths 

of tissue or other problems in the throat.  

2.3 Experimental Setup of Common Voice Features for Voice Pathology Detection 

To detect voice disability, researchers use several voice features. The most common voice 

features are MFCCs, spectrogram, formants, wavelets, LPC, perceptual linear prediction 

(PLP), relative spectral transform – PLP (RASTA-PLP), Jitter, Shimmer, glottal-to-noise 

ratio (GNR), HNR, cepstral based HNR (CHNR), noise energy to total energy ratio (NNR), 

ZCR, linear frequency cepstral coefficient (LFCC), and Teager energy operator (TEO). 

These voice features are briefly described in the following subsection. To explain these 

voice features, two voice samples have been used – one for a pathological baby and the 

other for a normal baby. These voice samples are shown in Fig. 2.3. The two babies, in the 

age group of 6-8 years, are asked to narrate the same story. The samples are taken, for 

feature extraction, from the beginning of their story narration.  

2.3.1 The Mel-frequency Cepstral Coefficients (MFCCs) 

The MFCCs have been widely used in voice disability detection algorithms. The main 

advantage of MFCCs over other voice features is that they can completely characterize the 

shape of the vocal tract. Once the vocal tract is accurately characterized, one can estimate 

an accurate representation of the phoneme being produced by the vocal tract. The shape of 

the vocal tract manifests itself in the envelope of a short-time power spectrum, and the 

MFCCs accurately represent this envelope.  

The MFCCs are determined by the following procedure [2]. The voice sample 𝑥[𝑛] is first 

windowed with an analysis window 𝑤[𝑛] and the STFT, 𝑋(𝑛, 𝜔) is computed by  

𝑋(𝑛, 𝜔) = ∑ 𝑥[𝑛]𝑤[𝑛 − 𝑚]𝑒ିఠೖ,ஶ
ୀିஶ                                         (2.1) 

where 𝜔 =
ଶగ

ே
 with 𝑁 is the discrete Fourier transform (DFT) length. The magnitude of 
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(a) Normal sample 

 

(b) Pathological sample 

 Figure 2.3 The voice samples used in the analysis. 

𝑋(𝑛, 𝜔) is then weighted by a series of filter frequency responses whose center 

frequencies and bandwidth are roughly matched with those of auditory critical band filters 

called Mel-scale filters. The next step is to compute the energy in STFT weighted by each 

Mel-scale filter frequency response. The energy for each speech frame at time 𝑛 and the 

𝑙th Mel-scale filter is given by  

𝐸(𝑛, 𝑙) =
ଵ


∑ |𝑉(𝜔)𝑋(𝑛, 𝜔)|ଶ

ୀ
,                                                 (2.2)                             

where 𝑉(𝜔) is the frequency response of the 𝑙th Mel-scale filter, 𝐿  and 𝑈 are the lower 

and upper-frequency indices over which each filter is nonzero, while  𝐴  is defined as  
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𝐴 = ∑ |𝑉(𝜔)|ଶ


                                                                         (2.3) 

The cepstrum, associated with  𝐸ெ(𝑛, 𝑙), is then computed for the speech frame at time 𝑛 

by  

𝐶[,] =
ଵ

ோ
∑ 𝑙𝑜𝑔൫𝐸ெ(𝑛, 𝑙)൯𝑐𝑜𝑠

ଶగ

ோ

ோିଵ
ୀ ,                               (2.4)                    

where 𝑅 is the number of filters. An example of MFCCs of normal voice and pathological 

voice samples (presented in Fig. 2.3) are shown in Fig. 2.4. The plot shows the distribution 

of the magnitudes for MFCCs with frame index and cepstrum index. It shows that the 

magnitude of the MFCCs is high with the lower frame indices for normal voice. On the 

other hand, MFCCs for pathological voice are randomly distributed among a wide range 

of frame indices. Hence, MFCCs are extensively used in several works for discriminating 

pathological voices from normal voices.  

 

(a) The MFCCs of normal voice 

 

(b)  The MFCCs of pathological voice 

Figure 2.4 The MFCCs of normal and pathological voice samples. 

2.3.2 The Spectrogram  

A speech waveform consists of a sequence of different events that vary with time. This 

time-varying nature corresponds to highly fluctuating spectral characteristics over time. 
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Hence, a single Fourier transform cannot capture this type of fast time-varying signal, and 

STFT is used instead [59]. The STFT consists of a separate Fourier transform for pieces of 

the waveform under the sliding window. Then, the spectrogram of the voice signal is 

derived from STFT by 

𝑆(𝜔) = |𝑋(𝑚, 𝜔)|ଶ                                                                      (2.5) 

The spectrogram can be presented in a 3-D plot to show the distribution of power 

densities with respect to time and frequency, as shown in Fig. 2.5. It is observed in the 

figure that the power density distribution of the voice signal widely varies with time and 

frequency, and it can be used to distinguish between normal and pathological voices. It is 

also seen in the figure that power distribution for normal voices is more uniform with 

respect to time and frequency. Hence, a spectrogram is an excellent indicator for 

discriminating pathological voices from normal voices. 

2.3.3 The Formants  

The formant frequency or simply formant analysis is another vital voice feature researchers 

have used for voice pathology detection. The formant frequencies are the resonance 

frequencies of the vocal tract that change with different vocal tract configurations [60]. The 

formant usually refers to the entire spectral contribution of a resonance. The peaks of the 

spectrum for vocal tract response correspond approximately to its formants. The formants 

can be plotted with respect to frequency, as shown in Fig. 2.6. The formant plot shows 

distinct peaks at specific frequencies. It also shows that the peaks are separated by some 

frequency band and are of decreasing magnitudes. The formant plot shows that the 

pathological voice exhibits very distinct formants compared to the normal voice. For 

example, the first three peaks are closely located and are of almost the same magnitude for 

pathological voice. On the other hand, normal voice shows peaks located at nearly equal 

distances and with decreasing magnitudes.  
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(a) Spectrogram of normal voice sample 

 

(b) Spectrogram of pathological voice sample 

Figure 2.5 The Spectrograms of normal voice and pathological voice. 

2.3.4 The Wavelet Analysis  

The wavelet transform is another essential tool used in voice disability detection. Its main 

advantage over the Fourier transform is that the wavelet can provide accurate information 

about the fast fluctuations of signals in the time domain. It maps a time function into two 

functions: scale, 𝑎, and translation, 𝑏 [61]. The CWT of a signal 𝑓(𝑡) is defined as 

𝑊(𝑎, 𝑏) = ∫ 𝑓(𝑡)𝜑(𝑡)𝑑𝜑
ஶ

ିஶ
  ,                                                   (2.6) 

where 𝑊(𝑎, 𝑏) is the wavelet transform and 𝜑(𝑡) is the mother wavelet, which is defined 

as 
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(a) Formants of normal voice 

 

(b) Formants of pathological voice 

Figure 2.6 The comparison of the formants. 

𝜑(𝑡) =
ଵ

√
𝜑 ቀ

௧ି


ቁ                                                                     (2.7)                                                  

A scaled version of the function 𝜑(𝑡) with a scale factor of a is defined as 𝜑 ቀ
௧


ቁ. 

A wavelet is a valuable tool for investigating the discontinuity in pathological voice. The 

plot of wavelet coefficients for normal and pathological voices is shown in Fig. 2.7. The 

discontinuity in the pathological voice is more visible in the plots. Fig. 2.7(b) shows some 

discontinuity in voice signals in the range of 2500-5000 samples and 8000-8500 samples.  
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(a) Wavelet coefficients of normal voice. 

 

(b) Wavelet coefficients of pathological voice. 

Figure 2.7 Wavelet analysis comparisons. 

2.3.5 The Linear Predictive Coding (LPC) 

Primarily, LPC has been introduced to compress digital signals for efficient transmission 

and storage. However, LPC has also become one of the most powerful speech analysis 

techniques and gained popularity as a formant estimator [62]. The LPC method is based on 

modeling the vocal tract as a linear all-pole infinite impulse response (IIR) filter, which is 

defined by  

𝐻(𝑧) =
ீ

ଵା∑ ()௭షೖ
ೖసభ

 ,                                                                (2.8) 

where 𝑝 is the number of poles, 𝐺 is the filter gain, and 𝑎(𝑘) are the coefficients.  Given 

a short-time segment of a speech signal (i.e., 20 𝑚𝑠) sampled at a 8 kHz sampling rate, a 

speech encoder determines proper excitation function, pitch period for voiced speech, gain 

parameter 𝐺, and the coefficients  𝑎(𝑘). The LPC is computed using the least mean-

squared error approach [63]. This approach approximates the speech signal as a linear 
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combination of its previous samples. LPC plots are generated by PRAAT [52] software, 

and the plots (original signal and estimated signal) are shown in Fig. 2.8. This figure shows 

that LPC coefficients have distinctively varying magnitudes in some portions of voice 

signal. However, the magnitude is not significant for other parts of the voice signal. The 

magnitude distribution can be used to differentiate pathological voice from normal voice.  

 

(a) Normal sample 

                  

(b)  Pathological sample 

Figure 2.8 The LPC coefficients. 

2.3.6 The Perceptual Linear Prediction (PLP)  

PLP, introduced by Hermansky [64], models human speech based on the concept of the 

psychophysics of hearing. The primary function of PLP is to discard irrelevant information 

contained in the speech. PLP has spectral characteristics that are transformed to match the 

human auditory system, unlike LPC. Hence, PLP is more adapted to human hearing 

compared to LPC. The other main difference between PLP and LPC is that both use two 

different types of transfer functions. For example, the LPC model assumes an all-pole 

transfer function of the vocal tract with a specified number of resonances within the 

analysis band. On the other hand, the transfer function of PLP is also an all-pole model; 
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however, it approximates power distribution of equal magnitude at all frequencies of the 

analysis band. The detailed steps of PLP computation are shown in Fig. 2.9.  

      

Figure 2.9 The computation of PLP.  

To compute the PLP, the speech samples are weighted by a window function and 

transformed into the frequency domain using Fast Fourier Transform (FFT). Then the 

power spectrum is determined by  

 𝑃(𝜔) = ൣ𝑅𝑒൫𝑆(𝜔)൯൧
ଶ

+ ൣ𝐼𝑚൫𝑆(𝜔)൯൧
ଶ

,                                        (2.9) 

where  𝑆(𝜔)  is the Fourier transform of the windowed voice signal. A frequency warping 

into the Bark scale is applied. The first step is a conversion from frequency to bark scale 

frequency, which is a better representation of the human hearing resolution in frequency. 

The bark frequency, 𝑅(𝜔) [64] corresponding to an audio frequency, is given by  

 

𝑅(𝜔) = 6 ln ቈ
ఠ

ଵଶగ
+ ටቀ

ఠ

ଵଶగ
ቁ

ଶ

+ 1     .                                  (2.10) 
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The warped auditory spectrum is then convoluted with the power spectrum of the 

simulated critical-band masking curve to simulate the critical-band integration of human 

hearing. The smoothed spectrum is then downsampled. The three steps: frequency warping, 

smoothing, and sampling, are usually integrated into a single filter bank. An equal-loudness 

pre-emphasis is applied to the filter-bank outputs. The equalized values are then warped 

and processed by a linear predictor (LP). Finally, the cepstral coefficients are obtained from 

the LP coefficients by a recursive method. 

2.3.7 The Rasta Perceptual Linear Prediction (RASTA-PLP) 

Another popular speech feature used in voice disability detection is known as RASTA-

PLP. A special bandpass filter, called the RASTA filter, is used in computing the RASTA-

PLP. An example of the system function for the RASTA filter is defined by  

 𝐻(𝑧) = 0.1𝑧ସ ∗
ଶା௭షభି௭షయିଶ௭షర

ଵି.ଽ଼௭షభ
                                                             (2.11) 

The lower cut-off frequency of the filter determines the fastest spectral change 

ignored at the output. On the other hand, the higher cut-off frequency determines the fastest 

spectral change preserved in the output. The filter's primary function is to suppress the 

frequency that varies more quickly or slowly in the voice signal. The steps of computing 

the RASTA-PLP are shown in Fig. 2.10.    

            The RASTA-PLP is computed in the following steps: (a) compute the critical-band 

power spectrum, (b) transform spectral amplitude through a compressing static nonlinear 

transformation, (c) filter the time trajectory for each transformed spectral component, (d) 

transform the filtered speech representation through expanding static nonlinear 

transformation, (e) multiply by equal loudness curve and raise to the power 0.33 to simulate 

the power of law for hearing, (f) compute all-pole model of the resulting  spectrum, 

following the conventional PLP technique. The plots of RASTA-PLP for normal and 

pathological voices are shown in Fig. 2.11. The RASTA-PLP plots for normal and 

pathological voice samples show apparent differences in magnitude for time and 

frequency.   
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Figure 2.10 The computation of RASTA-PLP [65].   

  

(a) Normal 

                         

(b) Pathological. 

Figure 2.11 The RASTA-PLP spectra comparison.  
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2.3.8 The Jitter  

Jitter reflects the variation of successive periods in the voice signal. Determining Jitter 

needs to detect the timing of the fundamental period. After the determination of onset time 

for the glottal pulses, Jitter can be determined for its several measured shapes given by the 

expressions shown below.  

Jitter (local, absolute): It is defined by (2.12), and it represents the average absolute 

difference (over 𝑁 periods) between two consecutive periods (i.e., 𝑇 − 𝑇ିଵ ). The 𝑇 is 

extracted from the period length, 𝐹 and 𝑁 is the number of extracted periods. This is also 

known as Jitta. This parameter can be used to detect voice pathology by comparing it with 

a threshold value. The threshold value to detect pathologies in adults is 83.2 μs, as reported 

in [66]-[67]. 

Jitta =
ଵ

ିଵ
∑ |T୧ − T୧ିଵ|ିଵ

୧ୀଵ                                                          (2.12) 

Jitter (local): It represents the average absolute difference between two consecutive 

periods divided by the average period. It is also known as Jitt, given by (2.13), and has 

1.04% as the threshold limit for detecting pathologies. 

jitt =
୨୧୲୲ୟ

భ

ొ ∑ 
ొ
సభ

 ,                                                                                         (2.13)  

where 𝑇 is the duration in seconds for each period.  

Jitter (rap): It represents the average absolute difference of one period and the 

average of periods with its two neighbors divided by the average period. The rap is defined 

by (2.14) and its threshold value to detect pathologies is 0.68%. 

rap =
భ

ొషభ
∑ ቚିቀ

భ

య
∑ 

శభ
సషభ ቁቚొషభ

సభ
భ

ొ
∑ 

ొ
సభ

                                                     (2.14) 

Jitter (ppq5): The ppq5 is defined by (2.15), and it represents the average absolute 

difference between a period and the average containing its four nearest neighbor periods 

divided by the average period. 
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ppq5 =
భ

ొషభ
∑ ቚିቀ

భ

ఱ
∑ 

శమ
సషమ ቁቚొషమ

సమ
భ

ొ
∑ 

ొ
సభ

                                                  (2.15) 

2.3.9 The Shimmer  

Shimmer is another voice feature widely used in voice disability detection [66]-[67]. 

Unlike Jitter, Shimmer focuses on the peak values of a signal. To determine Shimmer 

parameters, the algorithm begins by defining the onset time of a signal's glottal pulses and 

the signal's respective magnitude at that sample. Then, the algorithm is applied to determine 

the values of each parameter of Shimmer. Several Shimmer parameters are defined as 

follows. 

Shimmer (local): It represents the average absolute difference between the 

amplitudes 𝐴  and 𝐴ାଵ of two consecutive periods 𝑇 and 𝑇ାଵ, divided by the average 

amplitude. It is called a ‘Shim’, and this parameter is set to 3.81% as the limit for detecting 

pathologies. The expression of Shim is given by  

Shim =
భ

ొషభ
∑ |ିశభ|ొషభ

సభ
భ

ొ
∑ 

ొ
సభ

                                                              (2.16) 

Shimmer (local, dB): It represents the average absolute difference of base 10 

logarithms for the difference between two consecutive periods and is called ShdB. The 

limit to detect pathologies is 0.350 dB.  The ShdB (local dB) is given by  

ShdB =
ଵ

ିଵ
∑ ቚ20 ∗ log ቀ

శభ


ቁቚିଵ

୧ୀଵ                                              (2.17) 

Shimmer (apq3): It represents the quotient of amplitude disturbance within three 

periods. In other words, the average absolute difference between a period's amplitude and 

its two neighbors' mean amplitudes is divided by the average amplitude. It is given by  

apq3 =
భ

ొషభ
∑ ቚ ିቀ

భ

య
∑ 

శభ
సౠషభ ቁቚొషభ

సభ  ×ଵ

భ

ొ
∑ ∑ 

ొ
సభ

ొ
సభ

                                                     (2.18) 

Shimmer (apq5): It represents the ratio of perturbation amplitude of five periods. 

In other words, the average absolute difference between the amplitude of a period and the 
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mean amplitudes of it and its four nearest neighbors is divided by the average amplitude. 

The apq5 is given by  

apq5 =
భ

ొషభ
∑ ቚିቀ

భ

ఱ
∑ 

శమ
సషమ ቁቚొషమ

సమ
భ

ొ
∑ 

ొ
సభ

                                                  (2.19)  

2.3.10 The NNE, GNR, HNR, and CHNR  

NNE is the ratio between the noise energy and the signal's total energy measured in dB) 

[68].  The noise energy (between two harmonics) is directly obtained from the spectrum. 

Within a harmonic, the noise energy is assumed to be the mean value of both adjacent 

minima in the spectrum. If the harmonics are broadened because of Jitter or Shimmer, the 

energy outside the window defined for the harmonic is erroneously assigned to noise 

energy. Hence, the noise measured by NNE appears to be increasing. To overcome this 

problem, it is common practice to vary the frequency range to obtain the best discrimination 

between normal and pathological (glottal cancer) voices.  

The HNR is determined based on the mathematical fundamentals presented by 

Boersma [66]. It is determined by the detection of the autocorrelation function for the voice 

signal. The HNR is defined by 

HNR = 10. log
େ()

ଵିେ()
,                                                             (2.20) 

where the ACV(T) is the peak at the index position corresponding to the period of the signal.  

Roughly speaking, CHNR is the cepstrum-based HNR [69] and is the inverse of 

NNE. It is the ratio between total energy and energy of noise (both measured in dB). 

However, the energies are obtained differently. At first, the cepstral peaks at the 

fundamental period, and its multiples are removed. Essentially, the spectral energy between 

harmonics below the lines that connect minima is considered noise energy. Therefore, the 

inverse CHNR is generally larger than NNE. Due to Jitter and Shimmer, the harmonics are 

broadened, and the minima of the spectrum are less deep. Hence, in the presence of Jitter 

and Shimmer, the noise energy is overestimated by CHNR. It is based on the correlation 

coefficient for Hilbert envelopes of different frequency bands. The parameter indicates 

whether a given voice signal originates from the vibrations of vocal folds or turbulent noise 
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generated in the vocal tract and is thus related to breathiness. Therefore, it is called the 

GNE. The GNE factor is calculated in the following way (a) down-sampling speech signal 

to 10 kHz, (b) inverse filtering of the speech signal, (c) calculating the Hilbert envelopes, 

(d) calculating the cross-correlation function between such envelopes, (e) picking the 

maximum of each correlation function, and (f) picking the maximum from the maxima in 

step. 

2.3.11 The Zero Crossing Rate (ZCR)  

In the context of discrete-time signals, a zero crossing is said to occur when successive 

samples have different algebraic signs. The rate of zero-crossing is a simple measure of the 

frequency content of a signal. The zero-crossing rate is a measure of the number of times 

in each time interval divided by the frame that the amplitude of speech signals passes 

through a value of zero [70]. The zero-crossing rate is defined by  

𝑍 = ∑ |𝑠𝑔𝑛[𝑥(𝑚)] − 𝑠𝑔𝑛[𝑥(𝑚 − 1)]|𝑤(𝑛 − 𝑚)ஶ
ୀିஶ ,                            (2.21) 

where    sgn[𝑥(𝑛)] = ൜
1, 𝑥(𝑛) ≥ 0

−1, 𝑥(𝑛) < 0
ൠ, and      𝑤(𝑛) = ቊ

ଵ

ଶே
, 0 ≤ 𝑛 ≤ 𝑁 − 1

0, otherwise
ቋ . 

Based on the speech production model, we conclude that the energy of voiced 

speech is concentrated below 3 kHz because of the spectrum fall introduced by the glottal 

wave. On the other hand, unvoiced speech is concentrated in the higher frequencies. Since 

high frequencies imply high zero crossing rates and low frequencies imply low zero-

crossing rates, there is a strong correlation between zero-crossing rates and the energy 

distribution of a signal with respect to frequency.  

2.3.12 The Linear Frequency Cepstral Coefficients (LFCCs)  

LFCC is computed as MFCC with a filter bank of 40 bands MFCC-FB40 [71]. The only 

difference is that the Mel Frequency warping step is skipped [72]. This algorithm 

implements the desired frequency range by a filter bank of 40 equal-width and equal-height 

linearly spaced filters. The bandwidth of each filter is 164 Hz, and the whole filter bank 

covers the frequency range of 133-6857 Hz. The LFCC is computed by using the following 

steps: (a) apply N-point DFT to the discrete-time domain input signal x(n), (b) apply 

triangular filtering, (c) compute logarithmically compressed filter bank outputs, and (d) 
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apply discrete cosine transform (DCT) to the filter bank outputs to obtain LFCC FB-40 

parameters.  

2.3.13 The Teager Energy Operator (TEO)  

TEO is introduced by Teager. Detailed information on TEO and its development can be 

found in [73]-[74]. In the discrete-time domain, the TEO is given by  

 𝜑[𝑥(𝑛)] = 𝑥ଶ(𝑛) − 𝑥(𝑛 + 1)𝑥(𝑛 − 1)                                     (2.22) 

    

There are several applications of the TEO, including tracking information content 

in speech signals. This operator can track vowels and formants in the voice signal. It is also 

used to find the center frequency and bandwidth of the formants. Recently, the TEO has 

been used in implementing a voice pathology detection algorithm.   

2.4 The Classifiers 

An essential final purpose of voice signal analysis is to classify a given signal into one of 

a few known categories and to arrive at a diagnostic decision about voice disability. The 

classification of a given voice signal into one of many categories is beneficial in diagnostic 

procedures. Pattern recognition or classification algorithms are used for this purpose. 

Several classifiers have been used in voice disability detection. The commonly used 

classifiers are explained in this section.  

2.4.1 Support Vector Machine  

SVM applies the statistical concept of support vector to classify data [75]. It uses the 

concept of the supervised learning model. The supervised learning algorithm maps between 

input and output by using a function. SVM uses a training algorithm to build a model based 

on the provided data. Once the learning model is established, SVM can classify data into 

two categories. Generally, SVM constructs a hyperplane for decision-making. This type of 

decision-making is called classification. The hyperplane can be a linear line or a non-linear 

line. Intuitively, the performance of SVM depends on the separation defined by the 

optimum hyperplane. Hence, a good separation provides high accuracy. A good separation 

is defined as the largest distance to the nearest training-data point of any class. The larger 

margin between two data sets minimizes the error produced by the classifier. 
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2.4.2 Gaussian Mixture Model and GMM-Universal Background Model  

GMM is a probabilistic model for classifying normally distributed data within an overall 

data [76].  It is a widely used algorithm to classify voice features. Unlike SVM, the GMM 

is an unsupervised algorithm. An unsupervised algorithm does not need prior knowledge 

about the subpopulation of data. The model learns the subpopulation automatically. 

Generally, the GMM algorithm is considered suitable for modeling extensive real-world 

data. Notably, this algorithm is suitable for datasets that are Gaussian distributed. The 

GMM algorithm exploits the theoretical and computational benefits of Gaussian models. 

GMM-UBM framework is a modified version of the GMM model. GMM-UBM 

can handle a large dataset; hence, it is considered suitable for classifying large voice 

samples extracted from many speakers [77]. Once voice features are extracted, speaker-

specific models are then adapted from UBM using maximum a posterior probability 

algorithm (MAP). This MAP algorithm has mainly two steps. In the first step, information 

about the parameters is estimated. In the second step, the new information regarding the 

parameters is mixed with the old parameters, and the model is updated. This kind of mixing 

is highly influenced by language-specific data. 

2.4.3 Artificial Neural Network (ANN)  

In many practical applications, no prior probabilities of patterns belonging to a certain class 

are available. Hence, no general classification rule can be used for pattern recognition. In 

such applications, conventional pattern classification methods are not well suited. 

However, ANN is considered an effective tool for solving such classification problems 

[78]. ANN possesses some properties, including experience-based learning and fault 

tolerance. These properties make ANN particularly suitable for solving classification 

problems.  

ANN has one hidden layer and one output layer for pattern classification. Based on 

an initially provided training dataset, the network learns similarities among patterns 

directly from their instances. Classification rules are determined from training data without 

prior knowledge of patterns in the data. ANN is trained by an algorithm called 

backpropagation. Backpropagation is a method used in artificial neural networks to 

calculate weights that are used in the network. The backpropagation is also known as 
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backward propagation of errors because the error is computed at the network's output and 

distributed backward through the upper layers. 

2.4.4 Hidden Markov Model (HMM)  

HMM is a statistical model used to model data that can be defined by the Markov process 

with unobserved states, called hidden states. It can be represented by a dynamic Bayesian 

network. The mathematical formulation of HMM can be found in [79]-[80]. The 

differences between the simple Markov model and HMM are as follows. The states of 

simple Markov models are directly visible to an observer; therefore, these models only 

consider state transition probabilities. On the other hand, the states of HMM are not directly 

visible. However, the output of HMM is in the form of data. Each state has a probability 

distribution over the possible output data. Therefore, an HMM generates some sequence of 

data containing the series of states. Some typical applications of HMM models 

include speech recognition, handwriting recognition, and gesture recognition. Recently, 

they are also being used in voice disability detection algorithms. 

2.4.5 Deep Neural Network (DNN)  

DNN is an ANN with multiple layers [81]-[82]. It can find both linear and nonlinear 

relations between input and output data. DNN is trained through different layers to find the 

probability of each output. In DNN, each mathematical relation is considered a layer. A 

complex DNN uses many layers to model a complex non-linear relationship between input 

and output. The architecture of DNN generates compositional models based on the data. 

The extra layers used by DNN enable the composition of features from lower layers.  DNN 

is typically a feedforward network, where data flows from the input layer to the output 

layer without a feedback loop. At first, DNN creates a map of virtual neurons, assigns 

random weights, and then establishes the connection between them. The weights and inputs 

are multiplied, and the output is returned. If the network fails to recognize a particular 

pattern, the algorithm adjusts weights, and the whole process repeats.  

2.4.6 Convolutional Neural Network (CNN)  

CNNs are deep artificial neural networks. CNNs are commonly used to classify data, 

cluster them by similarity, and perform object recognition [83]. Some applications of 

CNNs include identifying faces, individuals, street signs, tumors, and platypuses. CNNs 
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are popularly applied in voice analysis and image recognition. It is particularly suitable for 

spectrogram analysis of voice signals.  

2.4.7 Probabilistic Neural Network (PNN)  

PNN is designed to solve classification problems using a statistical memory-based 

approach. It can use both supervised and unsupervised algorithms [84]. In PNN, a Parzen 

window is used to determine a parent probability distribution function (PDF) for each 

population class. Then, Bayes’ rule is employed to allocate the class with the highest 

posterior probability to new input data. This is done to minimize the probability of 

misclassification. PNN uses the Kernel functions that make it suitable for discriminant 

analysis and pattern recognition. Hence, it is popularly used in voice disability detection 

algorithms.  

With the given input, the first layer of PNN computes the distance from the input 

vector to the training input vectors. This produces a vector to indicate the proximity of 

input to training input. The second layer sums the contribution for each class of inputs and 

produces net output as a vector of probabilities. Finally, a complete transfer function on 

the output of the second layer picks the maximum of these probabilities and produces 

output for non-targeted classes. There are several advantages of PNN over perceptron 

networks. PNN is faster than other multilayer perceptron networks. It is also more accurate 

than multilayer perceptron networks. 

2.4.8 Deep Belief Network (DBN)  

In machine learning, DBN is a multilayer deep neural network with a connection between 

layers [85]. When trained on a set of examples without supervision, DBN can reconstruct 

its inputs based on probabilistic models. After this learning step, DBN can be further 

trained with supervision to perform classification. A DBN can be viewed as a composition 

of simple and unsupervised networks based on the concept of restricted Boltzmann 

machines (RBMs). In RBMs, each sub-network's hidden layer serves as a visible layer for 

the next layer. RBMs consist of a visible input layer connected to a hidden layer with 

connections in between. This type of architecture leads to a fast unsupervised training 

procedure. The contrastive divergence is applied to each sub-network in turn, starting from 
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the lowest pair of layers. DBNs can be trained greedily and hence, are considered 

effective deep learning algorithms.  

2.4.9 Generalized Regression Neural Network (GRNN) 

GRNN [86] is a memory-based network to estimate continuous variables and converges to 

an underlying regression surface. GRNN is a one-pass learning algorithm with a parallel 

structure. GRNN algorithm provides a smooth transition of data from one state to another 

state, even in multidimensional space. The algorithm uses linear and nonlinear regression 

models to predict, map, and interpolate the model. The structure of GRNN is similar to that 

of PNN. The main difference is that PNN determines decision boundaries between patterns, 

whereas GRNN estimates values for continuous variables. GRNN has the following several 

advantages over other neural networks. The network learns in one pass through the data 

and converges to a conditional mean regression surface as more examples are learned. The 

estimate is bounded by a minimum and a maximum number of observations. The estimate 

cannot converge to a poor solution corresponding to a local minimum of the error criteria. 

The main disadvantage of the GRNN algorithm is that it requires substantial computation 

to evaluate the algorithms.   

2.4.10 Bayesian Classifier  

The Bayesian classifier is another popular classifier used to classify data based on common 

features [87]-[88]. The Bayesian classifier is a probabilistic model, where the classification 

is a latent variable related to the observed variables by a probabilistic model. The Bayesian 

classifier works based on the following principles. If an agent knows the class, it can predict 

the values of other features. If it does not know the class, a rule called Bayes' rule is applied 

to predict the class. In a Bayesian classifier, the learning agent builds a probabilistic model 

based on the provided data features and uses the model to predict the classification of a 

new dataset. Then, classification becomes an inference in the probabilistic model. A naive 

Bayesian classifier is based on the assumption that input features are conditionally 

independent of each other. It is a belief network where the features are the nodes, the target 

variable has no parents, and the classification is the only parent of each input feature.   



2. Experimental setup and literature survey 

34 
 

2.4.11 The K-Means Clustering  

The k-means clustering is a method of vector quantization that is popularly used for cluster 

analysis in data mining [89]. The k-means clustering aims to partition 𝑛 observations 

into 𝑘 clusters. Each observation belongs to a cluster with the nearest mean. This results in 

partitioning a data space into cells called Voronoi cells. The k-means clustering algorithms 

are computationally expensive. However, some efficient heuristic algorithms have been 

proposed to reduce the computations by converging quickly to a local optimum.  

2.4.12 The Decision Tree Algorithm  

The decision tree algorithm is a flowchart-like tree structure [90]. In decision algorithms, 

an internal node represents a feature (or attribute), the branch represents a decision rule, 

and each leaf node represents an outcome. The topmost node in a decision tree is known 

as the root node. The decision tree algorithms learn to partition data based on the attribute 

value. It recursively partitions the decision tree. This flowchart-like structure helps in the 

decision-making process like that of human-level thinking.  Unlike other neural networks, 

decision tree algorithms share internal decision-making logic. The main advantage of 

decision tree algorithms is that they are faster than other neural networks. The complexity 

of decision trees lies in the number of records and attributes in the given dataset. The 

decision tree algorithms do not depend upon probability distribution assumptions. Hence, 

they can handle high-dimensional data with reasonable accuracy. 

2.4.13 Linear Discriminant Analysis (LDA)  

LDA is a generalization of Fisher's linear discriminant [91], used in statistics, pattern 

recognition, and machine learning to find a linear combination of features that characterizes 

the classes of objects. LDA classifier is loosely related to regression analysis and analysis 

of variance (ANOVA). However, ANOVA uses categorical independent variables and 

continuous dependent variables. On the other hand, LDA uses continuous independent 

variables and a categorical dependent variable. LDA is also closely related to principal 

component analysis (PCA) and factor analysis, as they both look for linear combinations 

of variables that match the data. LDA is used when groups are known as priori. One of the 

main applications of LDA is to assess the severity state of a patient and the prognosis of 
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disease outcomes. For example, the LDA classifier is commonly used to determine voice 

pathology's severity into mild, moderate, and severe forms. 

2.5 Survey on Voice Pathology Detection Techniques 

Voice disability detection algorithms presented in the literature can be classified based on 

voice features. In this section, the related research works are classified based on voice 

features, namely MFCCs, multiple features, time-domain features, pitch, spectrogram, and 

formants.  

2.5.1 The MFCC Techniques  

MFCCs are the most common features used in pathological voice detection. It is widely 

accepted that MFCCs can be used to characterize the human voice generation system fully. 

Hence, it is considered an effective tool for voice disability detection.  

In [92], the authors develop a deep learning-based approach for the detection of 

pathological voices. Their work collected normal and pathological samples of eight 

common clinical voice disorders from a tertiary teaching hospital. The distinct pathological 

voices with vocal fold nodules, polyps, cysts, neoplasm, vocal fold paralysis, atrophy, 

sulcus, and spasmodic dysphonia are considered in the investigation. The MFCCs are 

extracted from the voice samples containing sustained vowel sound for three seconds and 

then used in three machine learning algorithms: DNN, SVM, and GMM, using five-fold 

cross-evaluation. To evaluate the performances of these classifiers, the authors use the 

voice disorder database of MEEI. The results show that the highest accuracy achieved by 

the DNN classifier is 94.26% and 90.52% for male and female subjects, respectively. While 

validating with the MEEI database, the highest accuracy of 99.32% is achieved by the DNN 

classifier. Based on the results, the authors conclude that having several layers of neurons 

and optimized weights helps DNN to outperform other algorithms. 

Wavelet sub-band-based hybrid classifiers are used in [93]. Hybrid classifiers, 

namely GMM-UBM and Gaussian mixture model support vector machine (GMM-SVM), 

are used in that work.  The voice samples are divided into three sub-bands using DWT. 

The MFCCs are computed from each sub-band. Later, the authors model the MFCCs using 

GMM-UBM and score them by SVM, as shown in Fig. 2.12. The results show that the 

accuracy of hybrid GMM-UBM for wavelet sub-band MFCCs is 96.96%, which is 
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significant compared to that of conventional MFCCs with GMM-UBM (i.e., 85.18%). The 

novelty of the proposed classifier is that it is independent of any phonemes ‘/a/’, ‘/i/’, and 

‘/u/’. The proposed method considers the database of 142 normal voice samples and 147 

pathological voice samples from 30-70 years. For each person, the vowels ‘/a/’,’/i/’, and 

‘/u/’, each with a 1.5-second duration, are recorded at a 44.1 kHz sampling frequency. The 

proposed method decomposes the signal into several sub-bands using discrete wavelet 

transform, and then MFCCs are calculated for each sub-band. The GMM scores are 

extracted from each sub-band MFCC using GMM-UBM and applied as input to SVM for 

final classification. In the investigation, the authors use different types of wavelets. The 

accuracies of different wavelet types are listed in Table 2.1. It is shown that the B2 wavelet 

family provides the best accuracy (i.e., 92.19%). Finally, the performance matrix for 

GMM-UBM and GMM-SVM are recorded in Table 2.2. Based on the data, it can be 

concluded that GMM-SVM provides the best accuracy (i.e., 96.61%) compared to the 

conventional GMM-UBM.  

Another MFCCs based pathological voice detection algorithm is presented in [94]. 

The authors focus on the classifier's capacity to improve the accuracy of voice pathology 

detection. They divide the classifiers into two categories, namely (a) generative (GMM and 

HMM) and (b) discriminative (SVM and ANN). The main advantage of generative 

classifiers is their capacity to handle data in separate classes. Hence, the hybrid 

combination of these two types is essential. The authors analyze the normal and 

pathological voice samples from the SVD at the Institute of Phonetics, University of 

Saarland, Germany. They investigate normal and pathological samples for (a) vowels with 

different intonations, (b) sentences, and (c) EGG sampled at 50 kHz with 16-bit resolution. 

The pathological voice sample considered in that work is neurological. Since this disease 

is more frequently seen among females, the authors only choose a female voice database. 

The significant findings of the work are summarized in Table 2.3 and Table 2.4. The work 

focuses on finding a better choice of distance metric in the radial basis function (RBF) 

kernel. In their work, the authors have introduced two new distance metrics, namely 

modified Kullback Leibler (KL) distance and modified Bhattacharyya distance (BH). They 

have improved 2 % and 7 % in sensitivity compared to classical KL (KL-MCS) and BH, 

respectively. 
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Figure 2.12 The proposed method for phoneme-independent pathological voice detection. 

 

Table 2.1 The effects of wavelet families 

Wavelets Accuracy (%) 

Haar 88.45 

DB1 86.68 

DB2 92.19 

DB3 91.82 

Symlet 91.49 
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Table 2.2 The performances of GMM-UBM and hybrid method 

Classifier Sub bands Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

GMM-UBM Full band 

(conventional MFCCs) 

81.08 89.58 85.18 

GMM-UBM A2 82.99 93.05 88.95 

GMM-UBM D1 88.05 86.95 87.62 

GMM-UBM D2 86.05 88.34 86.15 

Hybrid 

(GMM+SVM) 

A2+D1+D2 97.19 96.00 96.61 

   

Table 2.3 GMM-SVM results using classical and modified KL 

Performance Distances 

KL-MCS Modified KL 

Sensitivity 92% 94% 

Specificity 96% 99% 

Accuracy 94% 96.5% 

 

Table 2.4 GMM-SVM results using classical and modified BH 

Performance Distances 

BH Modified BH 

Sensitivity 86% 93% 

Specificity 96% 98% 

Accuracy 92.5% 95.5% 

     

 Voice pathology due to Parkinson’s disease is addressed in [95]. The proposed 

approach operates on cepstral features extracted from voice samples using a 30 ms 

Hamming window. For each signal frame, 12 MFCCs together with log-energy are 

calculated. The authors argue that biomedical acoustic distortions of voice signals occur 

during the acquisition and transmission process, and those distortions affect acoustic 

features extracted from pathological voice. Hence, the information about these distortions 

can be used to compensate for the effect. The authors propose an algorithm for detecting 
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four significant types of acoustic distortions in their work. The authors use GMM and LDA 

to detect noises. They also use two more classifiers, namely SVM and probabilistic LDA, 

to determine specific types of distortion in voice. The authors use clean and acoustically 

distorted pathological voices, achieving an 88% overall classification accuracy. 

A computerized classification model is presented in [96] to diagnose vocal 

pathology. The authors use state-of-the-art machine learning algorithms and various 

classifiers in their work. The authors transfer the acoustic waveform of voice record into 

Mel-spectrogram and then extract features for dense net recurrent neural network 

(DNRNN) and feature-based classifiers. The results show that the DNRNN algorithm 

achieves an accuracy of 71%, the recurrent neural network (RNN) achieves an accuracy of 

30%, and the random forecast approach achieves an accuracy of 68%. Based on the results, 

the authors conclude that frequency-domain voice features are more appropriate for 

detecting voice pathology than their time-domain counterparts. 

In [97], the authors claim that most vocal fold pathologies cause changes in the 

voice signal. Therefore, voice signals can be a valuable tool for diagnosing them. The paper 

presents a vocal fold pathology detection technique with voice signal processing. The 

authors first extract MFCC voice features, then classify the feature vector using GMM. The 

authors also present the design and implementation of their system in that work. They show 

that their proposed method is less computationally complex compared to other related 

algorithms. The experiment was conducted on 30 speakers, and the speech duration was 

60 seconds. The signal processing steps performed in that work are shown in Fig. 2.13. 

The preprocessing step reduces the effect of noise, removes dc offset, and performs pre-

emphasis. The framing and windowing step samples the voice using a 32 ms Hamming 

window. The feature extraction uses a filter bank of size 12 in the frequency range of 0-8 

kHz. Eleven coefficients are taken from MFCCs. In the training step, the GMM algorithm 

of different orders is used. In the test phase, the decision is made regarding normal and 

pathological samples. The performance matrix shows that GMM provides the best 

accuracy.  

In [98], the authors argue that brain tumors, lesions, neural degeneration, and brain 

injury affect the speech-producing center in the human brain. Hence, the voice contains 

hidden information about the disorders in the nervous system. The authors use a speech 
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processing algorithm to detect pathological conditions of the brain. The work investigates 

the use of MFCC and SVM for diagnosis. The voice signal of 1.5-second duration is 

segmented by Hamming window of 20 ms with overlays of 10 ms. Thus, 149 frames are 

generated, and 13 MFCCs are computed for each frame. The authors test and train the SVM 

classifier using normal and pathological subjects with multiple voice disorders. They 

demonstrate that the accuracy level is significantly high with SVM.  

           A method for identifying and classifying pathological voices using ANN is 

presented in [99]. Several other classifier algorithms, namely multilayer perceptron neural 

networks (MLPNN), GRNN, and PNN, are used for classifying pathological voices. The 

MFCC features, extracted from audio recordings, are used for this purpose.  Results show 

that the performance of PNN and GRNN is similar. It is also found that MLPNN performs 

better than PNN and GRNN in classifying pathological voices using MFCC features.  

 

    

 

Figure 2.13 The signal processing steps used in [97]. 

 MFCC-based voice disability detection algorithms are summarized in Table 2.5. 

Based on the data listed in Table 2.5, we can conclude the followings. Most of the works 

use ‘vowel’ samples. SVM is the most popular algorithm used in MFCC-based voice 
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disability detection algorithms, and the MLPNN classifier achieves the best accuracy (i.e., 

an accuracy of 100%). 

2.5.2 Multiple Features  

The primary motivation for using multiple voice features is to improve detection accuracy. 

The researchers show that a single feature may not detect voice pathology with high 

accuracy. Hence, multiple voice features can improve accuracy.   

An automatic speech recognition (ASR) system called the hidden Markov model 

tool kit (HTK) is used in [100] for identifying pathological voices. By using HTK, the 

highest accuracy achieved is 94.44% for normal voices and 88.63% for pathological voices. 

This algorithm uses voice features, including MFCCs, PLP, RASTA-PLP, and LPC. The 

authors consider voice samples of 297 speakers; 121 are normal, and the remaining 176 

have five types of vocal fold disorders. The results show that the best accuracy is 94.44% 

for MFCC with normal samples, and LPC shows the least performance of 77.25%. The 

other parameters show accuracies of 94.44% and 89.62% for PLP and RASTA-PLP, 

respectively. For pathological voice, PLP provides the best accuracy (i.e., the accuracy of 

88.63%). Others are respectively MFCC (accuracy of 87.65%), RASTA-PLP (accuracy of 

87.14%), and LPC (accuracy of 76.16%). The main shortcoming of this work is that the 

authors use manual segmentation. They use a 5-fold cross-validation in the algorithm. 

Arabic digits (‘0’ to ‘10’) and the Arabic words ‘ganal’, ‘gazal’, and ‘zarf’ are used for 

classification. The authors also present an automatic segmentation technique using fuzzy 

logic in the same work. 

In [101], the authors present a computer-based algorithm for classifying 

pathological voices from normal voices. In that work, 50 voice samples are investigated 

(20 normal samples and 30 pathological samples). The features used include energy means, 

ZCR max, ZCR mean, LPC, and MFCCs for different voice segment durations of 200, 300, 

400, and 500 ms. The threshold value for each feature is calculated based on the values that 

are best to distinguish between normal and pathological voices. The work is focused on 

detecting laryngeal voice disorder. The results of the work are summarized in Table 2.6. It 

can be inferred from the table that the highest accuracy is achieved with ZCR features, and 

the lowest accuracy is achieved with MFCC features. 
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The LPC-based cepstral analysis is used to discriminate pathological voices in 

[102]. The main objective is to detect vocal fold edema. The investigated voice features 

include cepstral (CEP), delta cepstral (DCE), weighted cepstral (WCEP), and weighted 

delta cepstral (WDCEP) coefficients. The vector quantization technique is used to classify 

normal and pathological voices. The authors consider 44 pathological voices (33 women 

and 11 men), most of them (i.e., 32) with bilateral edema. The normal samples considered 

in that work are 53 patients (21 male and 32 female). All normal voice samples are down-

sampled to 25 kHz. The database contains more than 1400 voice samples with sustained 

vowel ‘/a/’ from around 700 subjects. The results of the work are summarized in Table 2.7. 

The authors also present the ROC curve for all coefficients. The results show that DCE 

provides the best efficiency in pathological voice detection; however, CEP provides the 

correct acceptance rate. 

 

Table 2.5 Summary of MFCC-based techniques 

Research 

works 

Samples Phonemes Pathological 

Condition 

Classifier Summary of findings 

Shih-Hau 

Fang [92] 

Normal: 60 
Pathological: 402 

Vowels Structural 
lesions, 
neoplasm,  
neurological 
disorder 

SVM, GMM, 
DNN 

- SVM outperforms GMM. 
- DNN provides the highest 

accuracy  

Vikram 

and 

Umarani 

[98] 

Normal: 142 
Pathological: 147 

Vowels 
‘/a/’, ‘/i/’, 
‘/u/’ 

General SVM, GMM-
UBM, 
GMM+SVM 

- Voice signal is 
decomposed into sub-
band by wavelet 
transform 

- The MFCCs are extracted 
from the sub-band signals 

- GMM+SVM outperforms 
SVM and GMM-UBM, 
and the highest accuracy 
is 96.61%  

- Wavelet dB2 provides the 
best performance. 

Fethi. 

Mohamm

ed, and 

Samples: 200 Vowels 
‘/a/’, ‘/i/’, 
and ‘/u/’, 

Spasmodic  
Dysphonia 

GMM-HMM , 
SVM-ANN, 
GMM-SVM 

- GMM-SVM outperforms 
the other two algorithms, 
provided the distance 
metric is suitably chosen.  
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Hocine 

[94] 

“Good 
morning, 
how are 
you?” 

Amir 

Hussain 

et. Al [95] 

Samples: 3750 Vowel 
‘/a/’ 

Parkinson’s 
disease 

GMM, LDA,  
SVM 

- The method presented to 
detect specific noises, for 
example, background 
noise, reverberation,   

- clipping, and coding. 
- Performances of the SVM 

classifier can be   
- improved by 11% if noise 

information is used.  
Tae Joon 

[96] 

Not mentioned General 
voice 
samples 

Neoplasm, 
phono-trauma, 
vocal palsy 

DNRNN 

RNN 

- The highest accuracy is 
achieved with DNRNN 

 

Paravena 

et. al [97] 

Samples: 320 General 
voice 
samples 

Vocal fold 
pathology, 
Coughed speech, 
Fan noise 

GMM of order 
8,16,32 

- GMM of order 16 
produces the highest  

- accuracy of 98% 
- GMM of order 8 

produces the lowest  
- accuracy of 83% 

Vikram 

[93] 

Normal: 56 
Pathological: 67 

Vowel 
‘/ah/’ 

Parkinson’s 
disease, Vocal 
cord paralysis, 
cerebral 
demyelination 

SVM - Highest accuracy of 93%  

V. 

Srinivasan 

[99] 

Samples: 20 General 
voice 
sample  

General  Multilayer 
Perceptron 
Neural 
Networks, 
Generalized 
regression 
Neural 
Networks  

- MLPNN achieves an 
accuracy of 100% 

 

A supervised algorithm is used in [103] to classify pathological voices from normal 

voices. The voice features considered are MFCCs and the energy variation of Jitter and 

Shimmer. The authors classify the data using GMM. The procedure used is illustrated in 

Fig. 2.14. The results presented in [103] are summarized in Table 2.8 and Table 2.9. The 

main focus of the work is to detect spasmodic dysphonia only. The results show that the 
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best accuracy achieved is with 39 coefficients, including Jitter and Shimmer, as shown in 

Table 2.9. The author also claims that pathology detection is more efficient with the second 

derivative of MFCCs.  

Pathological voice detection using HMM, GMM, and SVM is addressed in [104]. 

The authors compare their results with previously published work based on ANN. Six 

characteristic parameters, namely Jitter, Shimmer, NHR, soft phonation index (SPI), 

amplitude perturbation quotient (APQ), and relative average perturbation (RAP) of normal 

and pathological voice samples, are investigated in the study. The pattern recognition 

algorithm is used to categorize normal voices from pathological voices. The authors 

discover that GMM based method can provide a superior classification rate compared to 

other classification methods. In the study, the authors consider cases with vocal fold 

diseases, namely cysts, edema, laryngitis, nodule, palsy, polyp, and glottis cancer. 

 

Table 2.6 Accuracy, sensitivity, and specificity for single features and combined features 

Feature Condition Sensitivity Specificity Accuracy 
Energy mean ˃ 0.07 85% 70% 76% 
ZCR Max < 0.23 80% 90% 86% 
ZCR mean [0.09:0.13] 100% 67% 80% 
LPC [110:130] or [167:220] 75% 87% 82% 
MFCC [130:150] 60% 57% 58% 
ZCR mean 
and ZCR max 

 80% 97% 90% 

ZCR max and  LPC  65% 93% 82% 
ZCR max and MFCC  50% 97% 78% 
ZCR means and energy mean  85% 87% 86% 
Energy means and MFCC  55% 90% 76% 

  

 Detection of dysphonia is addressed in [105]. Dysphonia is a disorder that occurs 

when the voice quality, pitch, and loudness are altered. About 10% of the population suffers 

from dysphonia. It is caused mainly by unhealthy social habits and voice abuse. The 

authors use a mobile device to detect voice pathology. In the study, several voice features, 

namely MFCC, noise features, temporal derivatives, Jitter, Shimmer, wavelet transform, 

NHR, SPI, APQ, RAP, spectral features, perturbation, and energy parameters, are used. 

Several machine learning algorithms are used in that work, including SVM, decision tree, 
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Bayesian classification, logistic model tree, and instance-based learning. The results are 

compared in terms of accuracy, sensitivity, specificity, and receiver operating characteristic 

(ROC). The results show that the SVM and decision tree algorithm achieves the best 

accuracy. 

         The work, presented in [106], evaluates the accuracy of different characterization 

methods for the automatic detection of multiple speech disorders. The pathologies 

considered in the paper include dysphonia due to Parkinson’s disease, laryngeal 

pathologies, and hypernasality in children with cleft lip and palate. The authors use four 

methods: noise content measure, spectral-cepstral modeling, non-linear features, and 

stability in fundamental frequency. They conclude that the stability measure is suitable for 

Parkinson’s disease and laryngeal pathologies. The spectral cepstral features are eligible 

for the detection of hyper-nasal voice. Noise measures are ideal for dysphonic voices. The 

authors also conclude that a particular feature is not convenient equally to model all voice 

pathologies. Hence, it is vital to study the physiology of each impairment to choose the 

most appropriate set of features. 

 

Table 2.7 Performance comparison of different cepstral methods 

Methods Correct 
Rejection 

(%) 

False 
Acceptance 

(%) 

Correct 
Acceptance 

(%) 

False 
Rejection 

(%) 

Specificity 
 

(%) 

Sensitivity 
 

(%) 

Efficiency 
 

(%) 
CEP 89 11 91 9 89 91 90 

WCEP 94 6 86 14 94 86 90 

DCE 98 2 86 14 98 86 92 

WDCEP 91 9 82 18 91 82 87 
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Figure 2.14 Pathological voice detection by GMM [103]. 

 

Table 2.8 The confusions matrix with MFCC and energy coefficients 

System’s Decision Actual diagnosis (MFCCs and Energy) 

Pathological 

(%) 

Normal 

(%) 

Pathological 79.92 18.10 

Normal 20.08 81.90 

 

Table 2.9 The confusion matrix with MFCC, Jitter, and Shimmer coefficients 

 

System’s 

Decision 

Actual diagnosis 

(MFCCs, Jitter, and Shimmer) 

Pathological 

(%) 

Normal 

(%) 

Pathological 82.14 17.4 

Normal 17.86 82.6 
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  In [107], Jitter, Shimmer, periodic correlation, and GNE detect voice pathology. 

An additional feature, namely the speech signal's noise content, is used in that work. The 

authors argue that GNE is an acoustic measure that has advantages over NNE or Cepstrum-

based harmonics-to-noise ratio. The authors conclude that GNE is independent of 

fundamental frequency (Jitter) variations and amplitude. A two-dimensional “hoarse” 

diagram is also presented in the paper. The “hoarse” diagram can be used to determine the 

severity of voice disability. In the hoarse diagram, Jitter, Shimmer, and periodic correlation 

contribute in equal parts to the x-coordinates, while a linear function of GNE defines the 

y-coordinate. The authors consider that a hoarse diagram is a suitable tool for 

differentiating various phonation mechanisms and specific vocal pathologies and 

monitoring the voices' progress during voice rehabilitation.  

 Detection of vocal fold pathology with the aid of speech signals recorded from the 

patients is presented in [108]. The authors separate pathological voice from normal voice 

by using voice feature analysis. Their method consists of two steps. In the first step, voice 

features, including MFCC, LFCC, and ZCR, are extracted from the voice samples. In the 

second step, the classification is done by using ANN. The main advantage of the proposed 

method is that it has less computation and it supports real-time system development.

 The work presented in [109] aims to compare and evaluate dynamic feature sets 

suitable for classifying pathological voices using HMM. Various features, including 

MFCC, HNR, GNE, NNE, and energy envelopes, have been used in that work. The feature 

extraction is carried out employing PCA, and the classification is done using discrete and 

continuous HMM. The results show that there is a direct relationship between principal 

direction and classification performance. The authors claim that dynamic feature analysis 

(employing PCA) reduces the dimension of the original feature space while keeping the 

topological complexity unchanged. The algorithm is tested with Kay Elemetrics (DB1) and 

UPM (DB2) databases. The results show that an accuracy of 91% can be achieved from 

the proposed algorithm with a 30% computational cost reduction for DB1. 

 The work presented in [110], explores and compares various classification models to 

find acoustic parameters' ability to differentiate normal voices from pathological voices. 

The authors use different classification algorithms, namely SVM and radial basis function 

neural networks (RBFNN). Acoustic parameters include signal energy, pitch, formant 
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frequencies, mean square residual signal, reflection coefficients, Jitter, and Shimmer. The 

acoustic features are combined to form a feature set. The results show that the RBFNN 

algorithm can achieve an accuracy of 91% compared to 83%, which can be achieved by 

SVM. 

 Stuttering voice disability is addressed in [111]. The authors claim that over 3 million 

American stutters when they speak, and many voice interfaces that exist with consumer 

technology often neglect the population with voice ailment, including TV and car systems. 

For example, Apple’s Siri is tested against various speech disorders, including stutter and 

slurred speech. It is found that accuracy ranges from as low as 18.2% to only as high as 

73%. The authors propose a method to improve the performance of automatic speech 

recognizers on speech containing stuttering.  Specifically, the authors develop a classifier 

that can better detect stuttering in speech signals and study techniques for applying these 

classifiers to automatic speech recognition mode. The classifiers can effectively parse out 

stuttered speech before processing the same. The classification algorithm includes ANN, 

HMM, and SVM. The authors implement a six-layer neural network algorithm using 

MATLAB.  

 A system for remotely detecting vocal fold pathology using telephone-quality speech 

is implemented in [112]. The system uses a linear classifier to process the measurement of 

pitch perturbation, amplitude perturbation, and harmonic-to-noise ratio derived from 

speech samples. The results show that an accuracy of 89.1% can be achieved when the 

voice is recorded in a controlled environment—however, the same declines to 74.2% when 

telephone-quality speech is used. The authors classify voice samples into four subclasses: 

normal, neuromuscular, physical, and mixed (neuromuscular and physical). The 

significance of this study is that it combines telephony and server-side speech processing 

to diagnose pathological voices from a remote location.  

 In [113], the authors argue that pathological voice detection algorithms often fail to 

detect voice pathology correctly. Additionally, classification rates are still insufficient for 

reliable and large-scale screening. The work reviews the performance of state-of-the-art 

methods and their weaknesses. The authors include the features in the time and frequency 

domain. Different machine learning techniques evaluate the features. Based on the results, 

they conclude that the spectral features are the most important. On the other hand, pitch-
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related features are less important. The most useful feature set is the residual from the 

inverse LPC filtered signal. The authors also show the effectiveness of their algorithm.  

 In [114], the authors investigate dysphonic voices. Sustained vowels from male and 

female speakers with mild to severe dysphonia are analyzed in that work. Multiple voice 

features are used. The authors make several essential conclusions in the paper as follows. 

The reliability of 𝐹 measurement decreases significantly with increasing dysphonia. The 

shimmer measures vary much more in reliability at all levels of severity than 𝐹 measures 

and the reliability is not related significantly to increasing dysphonia. The overall reliability 

is even worse for Jitter and HNR than for 𝐹 and Shimmer. 

 Five voice qualities have been used in [115] to detect vocal disorders. The work also 

investigates six acoustic measures. The authors extract all the measures from the residue 

signal obtained by inverse filtering the speech signal using the LPC technique. The authors 

conclude that pitch amplitude (PA) and HNR are the two most valuable parameters for 

predicting vocal quality.  

 Grade Roughness Breathiness Strain (GRBS) attributes of voice have been presented 

in [116] to assess pathological voice quality automatically. The proposed method adopts 

higher-order local autocorrelation (HLAC) features. The HLAC features are calculated 

from the excitation source signal obtained by an automatic topology-generated 

autoregressive higher-order HMM (AR-HMM) analysis. Additionally, the proposed 

method identifies the four attributes using a feed-forward neural network (FFNN) based 

classifier.  

In [117], the authors argue that although there are many research works published 

to detect pathological voices; however, only a few deal with the severity of estimation of 

voice disabilities. The authors present an automatic classifier using acoustical 

measurement of sustained vowel ‘/a/’ and a pattern recognition tool based on neural 

networks. The authors include four acoustic features. The severity of the voice disability is 

estimated depending on how these parameters are far from standard values. The authors 

use healthy and pathological voice samples from a German database in the analysis. The 

performance of the proposed algorithm is evaluated in terms of accuracy (97.9%), 

sensitivity (1.6%), and specificity (95%). The results show that the classification rate is 

90% for the normal class and 95% for the pathological class. The authors recommend 
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threshold values of Jitter, Shimmer, and HNR, as listed in Table 2.10, to differentiate 

between pathological and normal voices. 

The research presented in [118], compares the effectiveness of pitch rate, Jitter, 

Shimmer, and HNR as indices of voice disability in English, German, and Japanese 

language speakers. This study includes reciting a page instead of using only long vowel 

sounds. The results show that Jitter, Shimmer, and HNR are effective indices for long 

English vowel sounds. On the other hand, Shimmer and HNR for reading speech are 

considerably worse, although the effectiveness of Jitter is an index that is maintained for 

reading speech. The pitch rate is better in distinguishing healthy individuals from patients 

with illnesses affecting their voice. The reading speech results in German, Japanese, and 

English are similar.  

In a study in [119], the authors present a robust, rapid, and accurate system for 

detecting normal and pathological speech automatically. The system uses fully automated 

measures of vocal tract characteristics and excitation information. The authors use MFCC 

coefficients and pitch dynamics to model the Gaussian mixture in HMM classifier. The 

authors compare their work with some existing best-performing work, demonstrating that 

their method outperforms other classifiers by 8%. The authors use two methods: multi-

dimensional voice program (MDVP) and HMM. The results are summarized in Table 2.11 

and Table 2.12. These two tables show that GMM provides the highest accuracy using 

MDVP. However, the accuracy is 99.44% when MFCC and pitch are combined.   

Table 2.10 The recommended ranges of the parameters for voice disability detection 

Software PRAAT Teixeira 

Jitter (ddp%) Female ≤ 1.04% ≤ 0.66 

Male  ≤1.04% ≤0.44 

Shimmer 

(dda) 

Female ≤ 3.810 ≤2.43 

Male ≤3.810 ≤2.01 

HNR (dB) Female ≤ 20dB 15.3 dB 

Male ≤20 dB 17.3 dB 

  

The summary of the mixed features-based voice disability detection algorithms is 

presented in Table 2.13. Based on the table, we can conclude the following. Although more 
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than one voice feature has been used, MFCC is one of the most common features. Mainly 

vowels are used for generating voice samples. Among the classifiers, SVM and ANN are 

commonly used in multiple feature-based algorithms.  

Table 2.11 The classifications using MDVP 

Method Training (%) Test (%) 

LDC 95.64 95.93 

NMC 67.15 65.24 

GMM 97.97 97.67 

 

Table 2.12 The classifications using HMM with MFCC and MFCC + pitch 

Features Training (%) Test (%) 

MFCC 98.59 97.75 

MFCC+ Pitch 99.44 98.30 

 

2.5.3 Time Domain Features  

In voice disability detection algorithms, voice features, other than the time domain, have 

been mainly used. However, some recent works show that time-domain parameters can 

also be used effectively in voice disability detection. Some of these works are now 

presented. 

Table 2.13 The summary of mixed features-based classifications 

Research  Samples Phonemes Pathological 
Condition 

Features Tools Summary of findings 

Manu 
Chopra 
[111] 
 

28 samples 3 minutes 
speech 
samples 

Stuttering,  
Slurred speech 

MFCC, 
Spectral 
measures 

ANN, 
HMM, and 
SVM 

-Stuttered voice can be 
improved by 87% for  
male and 75% for   
female. 

R.J. Moran 
et. al [112] 

Normal: 58 
Pathological: 573 

1-3 second 
speech 
samples 

Neuromuscular, 
Physical, and both 

Fundamental 
frequency, 
Shimmer, Jitter, 
Perturbation in 
amplitude, SNR, 
and HNRs 

LDA -Obtained accuracies   
  :87%  neuromuscular,   
  :78% abnormality, and 
  :61% mixed pathology 

Zvi Kons  
[113] 

Samples: 320 
males and 339 
females 

Vowel 
‘/a/’ 
2-5 second 

Nodule, 
Polyp, 
Cyst, 
Cancer, 
Polypoid, 
Hyperplasia, 
Keratosis, and 
Papilloma  

Pitch, Degree of 
voicing, Spectral 
envelope, 
Harmonic 
frequency, Jitter, 
LPC, LPC 
residual signal, 
and Glottal 
sound 

SVM -  Severe cases are easier    
   to diagnose and weak 
   pathology is hard to  
   diagnose. 
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Algarbi in 
[100] 

Normal: 121 
Pathology: 176 

Arabic 
words 
‘/gamal/’ 
‘/gazal/’ 
‘/zarf/’ 

Irregular vibration 
and Incomplete 
closure of vocal fold 

MFCC, PLP, 
RASTA-PLP, 
and LPC 

HTK -Accuracy of 94.44% for 
normal voice and 88.63% 
for pathological Voices 

Stevan [114] Male: 29 
Female: 21 

Vowel 
‘/a/’ 

Dysphonia Fundamental 
frequency, Jitter, 
Shimmer, 
Harmonics, 
signal to noise 
ratio, HNR 

CSpeech, 
Computerized 
speech 
laboratory 
(CSL), and 
Soundscope 

-Wide variation of 
reliability with increased 
pathology using shimmer 

L. Eskenazi 
[115] 

Male: 25 
Female: 25 

Vowel  
‘/a/’ 

Hoarseness, 
Breathiness, 
Roughness, and 
Vocal fry 

HNR, 
PA, and 
JIT 
 

Prediction 
Sum of 
Squares 
(PRESS) 

-  The most useful 
    parameters for voice 
    pathology detection   
    are: 
        (a) Overall Quality:  
              PA and HNR. 
        (b)  Breathy voice: 
               SIR and HNR 
        (c) Vocal fry: 
               PA and HNR 

(d) Hoarse Voice: 
PA and HNR               

Akira [116] Pathological: 60 Japanese 
Vowel 

Roughness, 
Breathiness, 
Asthma, and Strain 

HLAC FFNN, 
AR-HMM 

-   An accuracy of     
87.75% is achieved to   
detect voice  pathology. 

Brahim et al 
[117] 

Normal: 25 
Pathological: 25 

Vowel  
‘/a/’ 
3-5 second 

General  Pitch, 
Jitter, 
Shimmer, and 
HNR 

ANN - Acoustical 
measurement is helpful 
to detect the severity of 
pathology. 

Shuji 
[118] 

Normal: 53 
Pathological: 602 

Vowel 
‘/ah/’, 
Rainbow 
passage 
(German, 
Japanese, 
and English) 
 

Hyper function, 
Paralysis, Anterior-
posterior squeezing, 
Gastric reflux, 
Vocal fold 
edema, and 
Ventricular 
compression  

Pitch, 
Jitter, 
Shimmer, and 
HNR 

PRAAT - Voice pathology 
detection depends on the 
language- more efficient 
for English, but less 
efficient for German and 
Japanese. 

Alireza 
[119] 

700 samples 
MEEI  
 
 

Vowel  
‘/a/’ 
Rainbow 
passage 

Organic, 
Neurologic, 
Traumatic, and 
Psychogenic 

MFCC, 
Pitch 

GMM, 
MDVP 

- An accuracy of 99.44% 
is achieved. 

 

The focus of the work presented in [120] is to detect voice disability among 

children. In that work, the authors use the envelope of voice signals to detect pathological 

cases of speech-disabled children. The speech samples of children aged 5-8 years are used 

in the study. The speech signals are first digitized, and then speech envelopes are detected. 

The envelopes are then used for ratio mean analysis to estimate speech disability. The 

authors also classify voice disability into three levels. 

It is claimed in [109] that the short-term parameters combined with dynamic 

classifiers such as HMMs are suitable for the pathological voice detection system. The 

authors argue that most approaches rely on complex procedures or add new parameters that 
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increase the processing time and do not favor the system's performance. They present an 

approach that improves the standard scheme of HMM-based classifiers to detect voice 

pathologies. The authors use HMMs to derive discriminative voice features defined by 

specific components. The authors achieve high accuracy using a simpler procedure to 

generate an optimal decision boundary. The results show that the proposed system 

significantly outperforms other classification systems.  

In [121], the authors use a TEO feature to detect normal and pathological voices 

automatically. The authors get the idea of TEO from a work that used the LP residual phase 

for speaker recognition. The authors use a second-order polynomial classifier on a subject. 

They also use two different methods: the TEO phase and score level fusions. The 

comparison of the two methods is listed in Table 2.14 in terms of classification accuracy 

(ACC) and equal error rate (EER).    

 RASTA-PLP is used in [122] to identify four different types of vocal fold disorders. 

This study investigates dysphonic patients consisting of 40 males and 20 females. The 

diseases are classified by using a multi-class SVM. RASTA-PLP voice features are first 

extracted from the voice samples. Then the voice features are compressed using a vector 

quantization, which is implemented using the K-mean algorithm. The results show that a 

100% classification rate can be achieved by choosing a suitable word for each disease.  

         Table 2.15 presents the summary of time-domain features-based voice disability 

detection algorithms. The vowels and other native words have been used for generating 

voice samples. Based on the data presented in the table, we can conclude the followings. 

The highest accuracy obtained is 100% for a specific pathology. 

 

Table 2.14 The comparison between the TEO phase and score level fusions 

Feature Dimensions TEO Phase Score-Level Fusion 
ACC            EER ACC       EER 

6 80.65           19.34 97.50      2.49 
12 79.87            20.13 97.32      2.68 
30 82.66            17.23 97.28      2.71 
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Table 2.15 The summary of time-domain features 

Research 
works 

Samples Phonemes Pathological 
Condition 

Features Tools Summary of 
findings 

Anandthirtha 
[120] 

Normal: 
60  
Pathological: 
13 
(5-8 years) 

Kannada 
Words 
‘Namma’ 
‘Nanna’ 
‘Ide’ 
Shale’ 
‘Jep’ 
‘Hesa’ 
‘Naga’ 
‘Saha’ 
‘Noora’ 
‘Jayn’ 

General Envelope 
detector 

Threshold 
values 

-   Classify 
the voice 
disability 
into mild, 
moderate, 
and severe. 

M. Sarria 
[109] 
 
 
 

Pathology:  
65 
Normal:  
13 

Spanish 
vowel 

Dysphonia, 
Hypernasalit 
Dysarthria 

Nonlinear 
parameter, 
entropy  

HMM 
tools 

-  Accuracy 
of 99% is 
obtained.  
 

Hemant 
[121] 

Pathological: 
173 
Normal:  
53 

Vowel 
‘/ah/’ 

Paralysis Teager 
Energy 
Operator 
(TEO)  

HMM 
tools 

-The 
maximum 
accuracy for 
selection 
fusion is  
97.28%, and 
TEO Phase  
is 82.6% 

Mansour 
[122] 

65 samples 
 

Vowel 
‘/a/’and 
‘/i/’ 

Cyst, 
gastroesophageal 
reflux disease 
(GERD), 
Polyp, 
and Sulcus 

PLP, 
RASTA-
PLP 

SVM -100% 
accuracy in 
classifying 
GERD and 
polyp. 
Maximum 
accuracy of 
75%   and 
83% for cyst 
and sulcus 
respectively. 
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2.5.4 The Pitch  

Pitch is another essential feature used in voice disability detection. In the past, the pitch 

was considered an effective tool for voice recognition. Nowadays, many voice pathology 

detection algorithms have used pitch too.  

In [123], the authors present a new pitch detection algorithm suitable for detecting 

dysphonia voices. The proposed method uses the frame size of half-wave rectified 

autocorrelation adjusted to a smaller frame after two potential pitch candidates are 

identified within the preliminary frame. This method is compared to PRAAT’s standard 

autocorrelation tool, and the results show a significant improvement in detecting pitch for 

pathological voices. The technique is more reliable for detecting pitch in a low or high-

pitched voice without adjusting the window size. The authors argue that PRAAT works 

better for normal voices. However, the results shown in the paper dictate that PRAAT 

works poorly for pathological voices. The results also show that, in some cases, PRAAT 

exceeds 40% of error, but their proposed algorithm never exceeds 40% of error.  

A software system for pathological voice analysis using a personal computer with 

a sound card is presented in [124].  The software system can evaluate pitch period, degree 

of unvoiceness (DUV), pitch perturbation quotients (PPQ), amplitude perturbation (APQ) 

quotients, dissimilarities in surfaces of the pitch pulses (DPP), the ratio of 

aperiodic/periodic components in cepstral energy (APR), HNR, degree of hoarseness 

(DH), the ratio of cepstral energies (PECM), and glottal closing quotient (GCQ). The 

results show that the software can detect pathological voices by using the above-mentioned 

voice features.   

Unlike other works, the unvoiced part of voice samples is investigated in [125]. The 

authors argue that most of the existing works depend on the voiced portion of a speech 

sample to detect voice pathology, and these works use pitch detectors to separate the voiced 

part from the unvoiced part. However, the existence of voice pathology affects the 

speakers’ vocal fold and produces a more irregular vibration pattern. All these 

consequently cause degradation of voice quality within less voiced segments. Hence, 

selecting only clear-voiced segments for the classifier may not be appropriate. In the paper, 

the authors propose a new approach that enables the classification of voice pathology by 

analyzing the unvoiced information of the continuous speech. The signal frames are 
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divided into turbulent or non-turbulent instead of voiced/un-voiced parts. The results show 

that useful pathological information is present in turbulent or near-unvoiced segments.  

 The summary of the pitch-based voice disability detection algorithms is presented in 

Table 2.16. Based on the data, we can conclude the followings. The pitch feature is very 

useful for detecting voice disabilities. Although PRAAT is widely used in voice pathology 

detection; however, some algorithms in the time domain can provide even better accuracy 

for dysphonia, laryngeal, and neurological voice disorder. The vowels are mostly used in 

the analysis.  

2.5.5 The Spectrogram Features  

The spectrogram is computed based on frequency domain information. In many 

pathological voice detection algorithms, a spectrogram of the voice signals solely has been 

used.  

Pathological voice disorder due to vocal cord paralysis or Reinke’s edema is 

investigated in [126]. In the paper, the authors claim that the deep learning method is 

widely used in speech recognition; however, it can also be applied in pathological voice 

detection. The authors use CNN in the work, instead. The spectrograms of pathological 

and normal speech are computed and used as the input to the convolutional deep belief 

network (CDBN) to train CNN. Then, CNN is trained using a supervised back propagation 

learning algorithm to fine-tune the weights. The signal processing steps used in the work 

are shown in Fig. 2.15.  

In [127], the authors argue that the most used acoustic measures for the diagnosis 

of voice disability are Jitter, Shimmer, and harmonics-to-noise ratio. However, these 

measurements are not independent and, therefore, may give ambiguous information. For 

example, the addition of random noise increases Jitter measurement, and the introduction 

of Jitter causes a reduced harmonic-to-noise ratio. The authors suggest that to increase 

accuracy in detecting voice pathology by analyzing spectrogram, it is required to remove 

the effects of Jitter and Shimmer on the speech spectrum. The authors test their algorithm 

by initially moving them on specially designed synthesis data files.  

           The spectrogram-based voice disability detection algorithms are summarized in 

Table 2.17. We can conclude the following based on the data. Vowels are primarily used 
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as voice samples. The deep learning algorithm helps detect voice disability. Jitter and 

Shimmer adversely affect the voice disability decision. 

2.5.6 The Formants 

Like spectrogram, formants are also a frequency domain feature. It has been widely used 

in voice recognition algorithms. However, some voice pathology detection algorithms 

have used formants as the primary tool.   

 

Table 2.16 The summary of pitch-based voice disability detection algorithms 

Research 
works 

Samples Phonemes Pathological 
Condition 

Features Tools Summary of findings 

Mohammad 
Redzuan et al 
 [123]  

Normal: 
49 
Patholo
gical: 87 

Vowel 
‘/a/’ 

Dysphonia Pitch Pitch 
Detection 
Algorithm 
(PDA) 

- The proposed 
algorithm performs 
better than PRAAT 
in detecting voice 
pathology.  

Boynov 
[124] 

Normal: 
100 
Patholo
gical: 
300 

Vowel 
‘/a/’ 

Laryngeal, 
Neurological 

Pitch ANOVA - Very significant 
changes in DH, 
DPP, DUV, APR, 
and PECM 

F. Perdigae  
[125] 

Normal: 
53 
Patholo
gical: 
660 
 

Vowel 
‘/a/’ and 
Rainbow 
passage 

General Pitch Multilayer 
Perceptron 

- The highly 
turbulent speech 
contain useful 
pathological    
information.  

 

       The first two formants of vowels are used in [128] for voice disorder classification. 

Five voice disabilities are addressed in the work. The four voice features are used by two 

types of classifiers, namely vector quantization and neural network. The results show that 

neural network performs better than vector quantization in terms of accuracy.  
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Figure 2.15 The signal processing steps used in [126].           

 

Table 2.17 The summary of spectrogram based voice disability detection algorithms 

Research 
works 

Samples Phonemes Pathological 
Condition 

Features Tools Summary of findings 

H. Wu 
[126] 
 

Pathological
: 73 

Vowels 
‘/a/’, ‘/i/’, 
‘/u/’, 
‘Good 
morning,  
How are 
you?’ 

Reinke’s edema, 
Laryngitis, 
Leukoplakia, 
Recurrent 
laryngeal, 
Nerve paralysis, 
vocal fold 
carcinoma, and 
Vocal fold 
paralysis 

Spectrogram CNN, 
CDBN 

- Deep-learning 
algorithms can be 
trained with a 
small amount of 
data. 

Peter 
Murphy  
[127] 

Normal: 12 
Pathological
: 13 

 
General 

Breathy voice, 
Vocal fry, 
Modal voice,  
Murmur, 
Creaky voice, 
and 
Stiff voice 

Spectrogram MATLAB - Effects of 
Shimmer and 
Jitter need to be 
removed before 
feature extraction 
for best accuracy. 
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   Four fundamental frequencies (𝐹) and two 𝐹- independent measures are used to 

quantify pathological voice [129]. Two of 𝐹-dependent measures are computed in the time 

domain, and two others are computed using spectral information from a vowel. The 𝐹- 

independent measure is based on LP modeling of vowel samples. The results show that the 

measures on the LP model are much superior to other measures. The authors conclude that 

LP modeling approach to quantify vocal noise is attractive for several reasons as follows. 

The LP model is known to be a good model for normal voice speech. As a result, it is 

applied in many speech processing applications, including speech coding, speech 

recognition, and speech synthesis. The LP modeling is 𝐹-independent. This eliminates the 

need for computationally intensive high precision 𝐹 extraction algorithm. The LP model 

is sensitive to the presence of noise. Thus, the presence of vocal noise is reflected in the 

LP model output, which can be used as an indicator of voice pathology. 

 The summary of the formant-based voice disability detection algorithm is presented 

in Table 2.18. Based on the data, we can conclude the followings. The best accuracy 

achieved is only 70.72%, which is less than other voice features-based algorithms. The 

formants help detect multiple voice pathologies, including vocal noise, Cyst, Polyp, Gerd, 

voice Paralysis, and Sulcus. 

Table 2.18 The summary of formants-based voice disability detection algorithms 

Research 
works 

Samples Phonemes Pathological 
Condition 

Features Tools Summary of findings 

Vijay Persa 
[128] 

Normal: 53 
Pathological: 
175 

Vowels Vocal noise Formants  LP - The vocal 
noise is 
related to LP 
model output. 

Gulam 
Mohammad 
[129] 

Male: 51 
Female: 51 

Arabic word 
‘fathma’and 
‘kasra’ 

Cyst, Polyp, 
Gerd, voice 
Paralysis, 
and Sulcus 

Formants Vector 
Quantization 
and ANN 

- The best 
accuracy 
achieved is 
70.72% 

 

2.6 Issues and Challenges of Voice Disability Detection Algorithm  

Voice disability detection is usually initiated by using a screening method after receiving 

concerns from patients, parents, teachers, and healthcare service providers. During the 

screening, any deviation from normal voice is detected by the physicians. Vocal 
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characteristics, including respiration, phonation, and resonance, are investigated during the 

screening process. If any deviation is detected, a comprehensive assessment is followed. 

The typical components of comprehensive assessment include case history, oral-peripheral 

examination, assessment of respiration, and auditory perceptual assessment. Voice quality 

is assessed by examining the voice features, including roughness, breathiness, strain, pitch, 

loudness, and overall severity. In addition, other voice features including MFCC, 

spectrogram, formants, wavelets, LPC, PLP, RASTA-PLP, Jitter, Shimmer, GNR, HNR, 

CHNR, NNR, ZCR, LFCC, and TEO are popularly used in voice pathology detection. 

From voice sample collection and assessment to the final classification stage, the following 

issues need to be primarily considered. 

2.6.1 Sample Collection Environment  

Voice samples must be collected and assessed in a controlled environment [130]. It is 

suggested that voice data must be collected in a quiet environment. The other requirements 

are (i) a microphone with a sensitivity of -60 dB should be used, (ii) mouth to microphone 

distance should be around 10 cm, (iii) sampling frequency should be 20-100 kHz, and (iv) 

recording should be done in a sound-treated room with the ambient noise of less than 50 

dB, and (v) microphone must be aligned 450 with respect to mouth.  

2.6.2 Voice Samples 

There is no consensus about the most representable voice samples. However, most voice 

detection algorithms use vowel samples. The rest of the works use sentences and running 

speeches. The followings are recommended in [130] 

 Sustained vowels 

Two vowels, namely ‘/a/’ and ‘/i/,’ shall be used. The vowel ‘/a/’ is considered a 

lax vowel. On the other hand, the vowel ‘/i/’ is tense. It is also recommended that 

the patients should be asked to say the vowel ‘/a/’ for a sustained period of 3-5 

seconds. Then, the patient should be asked to say the vowel ‘/i/’ for a similar 

sustained period. 

 Sentences 

The sentences used in voice sample collection should be carefully designed so that 

they can elicit various laryngeal behaviors. For example, the following six 
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sentences have been recommended in [130] : (a) the blur spot is on the key again, 

(b) how hard did he hit me? (c) we were away a year ago, (d) we eat eggs every 

Easter, (e) my mama makes lemon jam, and (f) Peter will keep at the pack. The first 

sentence contains all the vowels in the English language. The second sentence 

emphasizes ‘/h/.’ The third sentence is all voiced. The fourth sentence elicits a 

glottal attack. The fifth sentence elicits a nasal sound, and the sixth sentence is 

mostly voiceless. In addition to these sentences, other works have used the 

“Rainbow Passage” [131] for voice disability detection. The specialists use this 

passage to diagnose a patient who has vocal cord paralysis or vocal cord paresis. 

This passage is considered suitable to assess the mobility of the vocal cords of a 

patient.  

 Running speech 

The clinicians urge the patients to answer some standard interview questions for at 

least 20 seconds, such as “Tell me about your voice problem”, or “Tell me how 

your voice is functioning.” The patients are also sometimes asked to tell a simple 

story.  

2.6.3 The Data Source and Samples  

The common sources of voice samples are the local clinics. One of the primary sources of 

the database is MEEI voice disorders database. However, the voice recording environment 

and voice recording techniques are not mentioned in the database. Hence, these are 

important aspects that need to be considered when implementing voice pathology detection 

algorithms. 

2.6.4 Sample Size 

The data sample size also varied widely in different works.  It is shown in the paper that 

some works have used a few samples; however, other works have used a substantial 

sample. For example, only a few voice samples (i.e., 20) are used in [99]. On the other 

hand, large samples (i.e., 3750) are analyzed in [95]. Although using large samples for 

training and classification is recommended, there are no general recommendations about 

the sample size. 
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2.6.5 Voice Features  

Voice features, namely MFCC, spectrogram, formants, wavelets, LPC, PLP, RASTA-PLP, 

Jitter, Shimmer, GNR, HNR, CHNR, NNR, ZCR, LFCC, and TEO have been used in the 

research works. It is mostly recommended that frequency domain voice features are more 

helpful for detecting voice disability. However, some researchers also argue that time-

domain features are more helpful for detecting voice disability in [109], [120]-[122]. 

2.6.6 Classification Algorithms  

Several classification algorithms have been used by researchers. Some of them include 

SVM, GMM, GMM-UBM, SVM-Universal Background Mode (SVM-UBM), HMM, 

ANN, DNN, CNN, PNN, DBN, GRNN, Bayesian classifier, the K-mean clustering, the 

decision tree, and linear discrimination. In addition, other common tools used are HMM 

tool and PRAAT software. Among these algorithms, SVM is the most popular classifier 

algorithm that has been widely used in voice disability detection. 

2.6.7 Voiced or Unvoiced  

Most voice disability detection algorithms use the voiced part of speech samples. It is 

shown that the voiced part of speech samples elicits the glottal structure. However, some 

works suggest that unvoiced portions of speech are useful. Because the pathological voices 

are noisy and hence, they should be used as samples to correlate the voice pathology.  

2.6.8 Voice Pathology  

Most of the works presented in this Chapter are suitable for detecting a particular voice 

pathology. Only a few works deal with more than one type of voice disability. It is also 

recommended that the algorithm development must target a specific voice disability, not 

all types of disability simultaneously.  

2.7 Conclusion 

This Chapter presents a survey work on voice disability detection techniques available in 

the literature. It is shown in the literature that voice disability detection is very challenging 

work because the voice signal is complicated to analyze. The voice signals widely vary 

depending on the disability type. There have been many algorithms reported in the 

literature. However, none of these algorithms is suitable for detecting any specific kind of 
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voice disability.  Hence, it is essential to target a particular disability while designing the 

algorithm. In this Chapter, it is also shown that choosing the voice samples is also 

challenging. The researchers should focus on voiced as well as unvoiced components of 

the samples since there is also evidence of pathology detection in the unvoiced part of the 

speech samples. The survey also found that a single letter, word, or full sentence with a 

pause can be used as voice samples. While using a complete sentence, some extra 

consideration should be given to transitional words and pauses. Though many databases 

are available as voice sources, some researchers can also collect samples according to their 

pathology detection criterion in a controlled environment. But during sample collection, 

the researchers should take extra precautions, as mentioned in this Chapter. Selecting 

features from the samples is the next challenge for the researchers. From the literature 

survey, it is concluded that most of the researchers are more confident in using the features 

in the frequency domain though few researchers also rely on time-domain measures for 

specific pathology. Using acoustic features is also not uncommon. However, it is a long-

time measurement that can be sensitive to the pathological status of the patient. Multiple 

features analysis is also a common practice, as seen in the survey. Many classification 

algorithms have been used by researchers. SVM is considered the most suitable tool for 

voice disability detection among these classification algorithms. However, the SVM 

algorithm is not particularly ideal for categorizing levels of voice disability. To achieve 

good accuracy in classification, a large data set is required to train the classifiers and test 

the algorithms. Some researchers also use different tools for classification, as found in the 

literature. Hence, the limitation arises when there is a need to detect the level of voice 

disability. To design an efficient voice pathology detection algorithm, researchers must 

focus on the selection of proper voice samples and appropriate feature collection. Above 

all, they should focus on the design of a level-based voice pathology detection algorithm 

suitable for a distinct pathology. 
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CHAPTER 3 

VOICE PATHOLOGY DETECTION WITH ELECTROGLOTTOGRAPHIC 

(EGG) AND SPEECH SIGNALS 

This Chapter presents a convolutional neural network (CNN) based automated 

noninvasive voice pathology detection system. The proposed system functions in two 

steps. First, it discriminates pathological voices from healthy ones, and then, it classifies 

the discriminated pathological voices into one of the three pathologies. Two CNNs are 

used for these purposes; one works as a binary classifier to identify pathological voices. 

The other one works as a multiclass classifier for categorizing voice pathologies. The 

main objective of this work is to investigate the effectiveness of electroglottographic 

(EGG) and speech signals in detecting and classifying pathological voices using 

sustained vowel ('/a/') samples. EGG signals can assess the vibratory pattern of the 

vocal folds during voiced sound. On the other hand, the speech signals add spectral 

color to the EGG signals. Hence, their contributions to pathology identification and 

segregation differ, as demonstrated in this Chapter. The SVD is used in this 

investigation. The contributions of this investigation are three-fold: 

1) The proposed system works with a small number of datasets. Hence, this 

automated voice pathology detection system is fast and clinically viable. 

2) This system can extract the features from the raw EGG and speech signals, thus 

preserving most of the pathological information within the datasets. The 

proposed system would avoid losing pathological information that is incurred 

in other systems due to preprocessing and filtering stages.  

3) The proposed approach investigates EGG and speech signals separately to 

compare and correlate their contribution to pathological voice identification and 

classification in terms of statistical parameters and clinical reasoning. 

3.1 Related Background  

As mentioned in Chapter 1, vocal folds are significant components of the human voice 

generation system. The area between the vocal folds is called the glottis, as shown in 

Fig. 3.1. This area changes depending on the voicing, unvoicing, and breathing 

conditions. During phonation/voicing, the vocal cords are tensed and closer; 

consequently, the glottis looks like a slit, as shown in Fig. 3.1(a). While during 

breathing conditions, the glottis becomes a narrow wedge shape, as shown in Fig. 

3.1(b); however, during forced respiration, it becomes a wide triangular shape, and the 
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vocal cords are as far apart as possible. During pronunciation, the vocal cords vibrate 

and produce a buzzing sound that makes up the human voice.  

With these varying activities mentioned above, the airflow velocity at the glottis 

becomes a function of time, as illustrated in Fig. 3.2, and the airflow velocity roughly 

follows the time-varying area of the glottis. With the vocal fold in a closed position, the 

flow begins slowly, builds up to a maximum, and then quickly decreases to zero when 

the vocal folds abruptly close. The whole process can be divided into three phases: 

closed, open, and return, as shown in Fig. 3.2. The time interval during which the vocal 

folds are closed, and no flow occurs, is the glottal closed phase. The time interval during 

which there is nonzero flow, and the airflow velocity reaches the maximum, is the open 

phase. Finally, the return phase is the time interval during which the airflow velocity 

decreases from maximum to minimum. The process repeats periodically as a series of 

pulses that produce “modal” voiced speech. 

 

 

Figure 3.1 Vocal fold condition during (a) voicing, and (b) breathing [2] 
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Figure 3.2 The periodic glottal airflow velocity [2]. 

 

The vocal tract output can be modeled by the convolution of the glottal airflow, 

𝑔(𝑛), with the vocal tract impulse response, ℎ(𝑛). Mathematically, the vocal tract 

output can be expressed as [2] : 

𝑦[𝑛] = 𝑔[𝑛] ∗ ℎ[𝑛] ,                                                                                                 (3.1) 

where 𝑦[𝑛] and g[n] are practically the speech and EGG signals, respectively. 

3.2 Selection of Samples and Pathologies 

In this investigation, the sustained phonation of the vowel ‘/a/’ is used. The main reason 

is that a speaker can maintain a steady frequency and amplitude at a comfortable level 

[132], during this vowel sound generation. Moreover, it is free of articulatory and other 

linguistic confounds that often exist with everyday speech tasks such as sentences and 

running speech. Most importantly, sustained vowel sound adequately mimics the EGG 

waveform being free from articulation. There are several publicly available databases, 

some of which are as listed in Table 3.1 [133]. This study needs both the EGG and 

speech signals of the same patient that are available only in the SVD database [134] . 

Not only that, but the SVD database also meets the required sample collection criteria 

mentioned in [15]. These criteria are as follows: (a) the audio sample recording should 

be done with 16-bit resolution, and (b) the sampling frequency should not be less than 

20 kHz. 
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Table 3.1 The publicly available voice databases [133] 

Database Samples Language  Pathologies Contents 

MEEI [135] Control: 53 
Pathological: 657 

English Various types Vowels, Sentences 

SVD [134] Control: 650 
Pathological: 

1320 

Germany 71 types Vowels, Sentences 

PdA [136] Control: 239 
Pathological: 200 

Spanish Various types Vowels 
 

PDS [137] Control: 8 
Pathologies:23 

English Parkinson’s 
Disease 

Voice Features 
of dimension 22 

PTDS [138] Control: 0 
Pathologies:42 

English Parkinson’s 
Disease 

Voice Features 
of dimension 22 

AVPD [139] Control: 188 
Pathological: 178 

Arabic 5 types Vowels, Sentences, 
and Counting: 0-10 

     

As mentioned before, the speech signals and contemporaneously recorded EGG 

signals available in the SVD database [134] are used for the proposed method. The data 

collection scenario adopted by the SVD database can be visualized in Fig. 3.3. EGG 

signals are captured utilizing a noninvasive EGG device that measures the contact area 

between the vocal folds with the two electrodes placed in the proximity of the larynx. 

Low-amplitude and high-frequency currents are passed through the electrodes. The 

vocal fold masses are good conductors of electricity. Therefore, during the opening and 

closed cycles of the glottis, there is a variation in impedance. The EGG device captures 

this impedance variation, resulting in an EGG signal. The speech signals are recorded 

with the microphone and sampled at the rate of 50 kHz in the SVD database.  

The SVD database is a collection of speech and EGG signals of more than 2000 

speakers. It contains recordings of 687 control (i.e., healthy) samples. Among them 

were 428 females and 259 males. A total of 1356 pathological samples are available in 

this database. Out of them, 727 females and 629 males. The samples are collected in 

one session with a normal, high, and low pitch. The sustained vowels are recorded for 

1-3 seconds. The sampling frequency is   𝑓௦ = 50000 Hz with 16-bit resolution. This 

database contains 71 different types of pathologies. Among them, the most common 

are laryngitis and dysphonia. American Speech-Language-Hearing Association 

(ASHA) also concludes similar findings in a recent report [140]. According to ASHA’s 

findings, the most frequently diagnosed pathologies among the population (in the age 
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group 19-60) include dysphonia (20.5%) and laryngitis (12.5%). The subsequent 

significant pathology is the vocal fold polyps (12%) [141]. Therefore, these three 

pathologies are considered in this investigation. A brief description and illustrations 

(Fig. 3. 4) of these three most common voice pathologies are provided below for this 

work's completeness. Also, the samples considered in this study are the female 

sustained vowel sound ‘/a/’ with a high tone in the age group of 15 years and above.   

 

Figure 3.3 The EGG and voice signals [142] as collected in the SVD database. 

 

Laryngitis is an inflammation in the larynx, as shown in Fig. 3.4(a). It is 

occurred from overuse, smoking, and infection in the larynx [143]. The vocal folds are 

inflamed and swelled, hence deforming the sounds by obstructing the air. The other 

reasons for laryngitis are excessive alcohol consumption and GERD [144]. Laryngitis 

is very common among professional groups, such as singers, actors, telephone 

operators, lawyers, teachers, referees, coaches, and chemical factory workers. This 

pathology is also common in children resulting from overused voices. Laryngitis makes 

the voice sound hoarse and weak. In some cases, it can even make voice undetectable.  

Vocal cord polyps are benign masses [145]-[146], just beneath the surface 

membrane of the vocal cord, as illustrated in Fig. 3.4(b). However, it often results from 

significant voice use and vocal abuse. It affects the proper vibration of the vocal fold 

and hence, the quality of the voice. Even a single episode of eventual yelling can cause 

vocal cord polyps. It can occur on either one or both vocal cords. They have immense 

blood vessels and hence appear reddish and massive morphologically.  
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Dysphonia refers to having an abnormal voice [147]-[148] quality. Dysphonia 

can change the voice suddenly or gradually over time. The voice can be described as 

hoarse, rough, cracked, weak, breathy, and gravely. Voice may even be completely lost 

for a while. Dysphonia causes changes in the pitch level. The dysphonic patients 

complain of pain while speaking, singing, and projecting their voices. Most commonly, 

dysphonia is caused by an abnormality with the vocal cords. It can also be caused by 

obstruction of airflow from the lungs. Sometimes, it can result from structural 

abnormalities of the throat near the vocal cords. It is often a symptom of problems in 

the vocal folds caused by an upper respiratory infection, a cold, and allergies. Some 

common types of dysphonia include muscle tension dysphonia, vocal cord paralysis, 

phono traumatic lesions, recurrent respiratory papillomatosis, paradoxical vocal cord 

motion, and neurological disorder. Muscle tension dysphonia is the most common one. 

The cause is abnormal activation of muscle tension. The vocal folds appear long and 

stretchy, as shown in Fig. 3.4(c). Eventually, that results from the difficulty in 

phonation, breathing, and swallowing. 

The samples of the EGG and corresponding speech signals for the control voice 

and pathological voices, investigated in this work, are shown in Fig. 3.5(a) and Fig. 

3.5(b), respectively. Ideally, the vowel samples for the EGG signals should produce 

periodic pulses [2].  

            As shown in Fig. 3.5(a), this is true for the control voice. It is also observed that 

the open phase, closed phase, and return phase for the EGG samples vary widely 

depending on the pathologies. Also, the amplitudes of the pathological EGG signals 

vary significantly compared to the control sample. The vocal cord polyps significantly 

alter traditional EGG characteristics for the voiced sound of the vowel ‘/a/’. Like EGG 

signals, the amplitudes of the speech signals also vary widely, depending on the 

pathologies, as shown in Fig. 3.5(b). The vocal tract configurations can vary depending 

on the pathological conditions. The speech samples of the corresponding EGG signals 

have been reshaped due to different vocal tract configurations.  
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Figure 3.4 The three most common voice pathologies are (a) Inflamed larynx due to 

laryngitis [149], (b) Vocal cord polyps [145], and (c) Muscle tension dysphonia [150]. 

3.3 The Proposed Method 

In this work, two CNNs are adopted to implement the system. The EGG and speech 

signals for 150 control and 65 pathological samples are used to train and test CNN-1 

separately. As mentioned before, the 65 pathological samples contain a mixture of three 

different pathologies. The decision made by the CNN-1 is binary (i.e., control/healthy 

or pathology). Once CNN-1 is adequately trained, with high accuracy, the network is 

tested with another set of 150 control and 65 pathological samples. After CNN-1 sorts 

out the pathological voices, these data samples are applied to CNN-2 for pathology 

classification. The CNN-2 is trained with 64 samples of three pathologies, as mentioned 

before. Once CNN-2 is trained, another set of 64 samples for the three different 

pathologies is used to test CNN-2. Finally, the CNN-2 classifies the pathological 

samples into one of the three pathology types: laryngitis, vocal fold polyps, and 

dysphonia. The complete flow chart of the proposed system is shown in Fig. 3.6. 
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Figure 3.5 The control and pathological samples in the time domain: (a) EGG signals, 

and (b) speech signals. 
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Figure 3.6 The flowchart of the proposed voice pathology detection system.  

This work uses the CNN model that originated from a pioneer work published 

in [151]. The CNN model includes two networks, namely the feature extraction network 

and classifier network [152]. The input data enters the feature extraction network to 

produce a feature map based on the input data.  

The raw temporal data are fed to the CNN. The primary purpose of this work is 

to minimize the computation burden on the system. Hence, no audio features are 

extracted from the speech and EGG samples. The proposed method depends on the 

built-in feature extraction network of CNN. Since the SVD database provides data of 

varying lengths for vowel ‘/a/’ sounds, the first 100 × 100 = 10000 samples are 

arbitrarily selected in this work. However, the CNN model used in this work accepts 

only two-dimensional data as the input. Hence, we reshaped the data and converted 
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them into a 100 × 100 matrix to satisfy this requirement. This conversion of the data 

is illustrated in Algorithm 1.  

The feature extraction network consists of a special kind of neural network, of 

which the synaptic weights are determined via the training process. The feature 

extractor network consists of piles of convolutional layer and pooling layer pairs. It is 

widely accepted that a pattern recognition algorithm performs better when the feature 

extractor network contains more layers (i.e., a deeper network). However, a deeper 

network is always challenging to train [153]. Considering this, only one convolutional 

layer is used in the feature extraction network. The convolution layer operates in a very 

different way compared to other neural network layers. This layer does not employ 

connection weights and a weighted sum. Instead, it contains filters that convert the input 

data to produce the feature map. This work uses 20 convolutional filters of size (9 ×

9), as listed in Table 3.2. The feature map that the convolution filters generate is 

processed through the activation function before the layer yields the output. The ReLU 

has been used as the activation function in the proposed algorithm. Several other 

activation functions, including sigmoid, and tanh have also been investigated in this 

work. Among these activation functions, the ReLU is selected as this investigation's 

primary objective is to perform classification tasks without providing a significant 

computation burden on the system. The main advantage of using the ReLU function is 

that it does not activate all the neurons simultaneously. Hence, it is far more 

computationally efficient than the sigmoid and tanh function.  

Table 3.2 The parameters used in CNN Model 

Layer Remarks Activation 
Function 

Input (100 × 100) --- 

Convolution 20 convolution filters (9 × 9) ReLU 
Pooling 1 mean pooling (2 × 2) --- 

Hidden  100 nodes ReLU 
Output 1 node (pathology detection), 

3 nodes (pathology classification) 
Softmax 
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Algorithm 1  Data processing using backpropagation algorithm 
 
/* read the data samples of control and pathological voice samples */ 
1:  Read the controlled voice samples, 𝐗𝐜

ሬሬሬሬ⃗  
2:  Read the pathological voice samples, 𝐗𝐩

ሬሬሬሬ⃗  

3:  Read the training labels,  𝐃ሬሬ⃗  
4:  Set random numbers for the convolutional filter weight matrix, 𝐖𝟏

ሬሬሬሬሬሬ⃗  
5:  Set random numbers for the pooling-hidden layer weight matrix, 𝐖𝟓

ሬሬሬሬሬሬ⃗  
6:  Set random numbers for the hidden-output layer weight matrix, 𝐖𝟎

ሬሬሬሬሬሬ⃗  
/* make all the data of the same length */ 
7:   𝐗𝐜

ሬሬሬሬ⃗ = 𝐗𝐜 ሬሬሬሬሬ⃗ [𝟏: 𝟏𝟎𝟎𝟎𝟎]; 
8:   𝐗𝐩

ሬሬሬሬ⃗ = 𝐗𝐩
ሬሬሬሬ⃗ [𝟏: 𝟏𝟎𝟎𝟎𝟎]; 

/* convert the data into a two-dimensional array 
and make them ready for the input to the convolutional layer*/ 
9:   𝐱𝐜ሬሬሬ⃗  =  𝐫𝐞𝐬𝐡𝐚𝐩𝐞(𝐗𝐜,

ሬሬሬሬሬ⃗ [𝟏𝟎𝟎, 𝟏𝟎𝟎]); 

10: 𝒙𝒑ሬሬሬሬ⃗  =  𝐫𝐞𝐬𝐡𝐚𝐩𝐞൫𝑿𝒑,
ሬሬሬሬሬ⃗ [𝟏𝟎𝟎, 𝟏𝟎𝟎]൯; 

/* combine the data of control and pathological and form a vector 
11: 𝐗ሬሬ⃗ = [ 𝐱𝐜ሬሬሬ⃗   𝐱𝐩ሬሬሬሬ⃗  ] 
/* initialize the learning rate, momentum factor, and batch size */ 
12:   𝛂  ⃪ 𝟎. 𝟎𝟏; 
13:   𝛃   ⃪  𝟎. 𝟗𝟓; 
14:   𝐛𝐚𝐭𝐜𝐡 ⃪ 𝟐; 
15:   𝐞𝐩𝐨𝐜𝐡 ⃪ 𝟑𝟎; 
16:   Determine the data size, 𝐍 = 𝐥𝐞𝐧𝐠𝐭𝐡(𝐃ሬሬ⃗ ); 
17:   Determine the batch size list 𝐛𝐥𝐢𝐬𝐭 = 𝟏: 𝐛𝐚𝐭𝐜𝐡: (𝐍 − 𝐛𝐚𝐭𝐜𝐡 + 𝟏); 
18:   Determine the number of batches, 𝐌 = 𝐥𝐞𝐧𝐠𝐭𝐡(𝐛𝐥𝐢𝐬𝐭); 
19:   while (i < epoch) do 
20:       while (n <M) do 
21:            / * learning rule */ 
22:            Input data matrix, 𝐗ሬሬ⃗      % dimension 100 x 100 
23:           Compute convolution, 𝐘ሬሬ⃗ 𝟏 = 𝐗𝟏

ሬሬሬሬ⃗ ∗ 𝐖𝟏
ሬሬሬሬሬሬ⃗ ;   % dimension 92 x 92 x 30 

24:           Calculate the output of the convolution layer, 𝐘𝟐
ሬሬሬሬ⃗ = 𝐑𝐞𝐋𝐔(𝐘𝟏

ሬሬሬሬ⃗ ); 
25:           Determine the output 𝐘𝟑

ሬሬሬሬ⃗  by 2 x 2 mean pooling    % dimension 46 x 46 x 30 
26:           Reshape the output, 𝐘𝟒

ሬሬሬሬ⃗ = 𝐫𝐞𝐬𝐡𝐚𝐩𝐞(𝐘𝟑
ሬሬሬሬ⃗ ) ;    % dimension 63480 x 1 

27:           Calculate the output of the hidden layer 𝐘𝟓
ሬሬሬሬ⃗ = 𝐑𝐞𝐋𝐔(𝐘𝟒

ሬሬሬሬ⃗  𝐖𝟓
ሬሬሬሬሬሬ⃗ );    % dimension 150 x 1 

28:           Calculate the final output 𝐘ሬሬ⃗ = 𝐒𝐨𝐟𝐭𝐦𝐚𝐱(𝐘𝟓
ሬሬሬሬ⃗  𝐖𝟎

ሬሬሬሬሬሬ⃗ ); 
29:           Determine the error at the output-pooling layer, 𝐞ሬ⃗ = 𝐃ሬሬ⃗ − 𝐘ሬሬ⃗  and backpropagate the error 
30:           Update the weight matrices 𝐖ሬሬሬ⃗ 𝟏, 𝐖𝟓

ሬሬሬሬሬሬ⃗ , and 𝐖𝟎
ሬሬሬሬሬሬ⃗  using 𝛂 and 𝛃 

31:        end while 
32:   end while 
33:   return 𝐖ሬሬሬ⃗ 𝟏, 𝐖𝟓

ሬሬሬሬሬሬ⃗ , 𝐖𝟎
ሬሬሬሬሬሬ⃗  

 

The feature map produced by the feature extraction network accentuates the 

unique features of the original data. Then, the extracted feature map is applied to the 

classification neural network. The classification neural network operates on the feature 

map and performs the classification task. The feature map is then passed through the 

pooling layer. The pooling layer reduces the data size as it combines neighboring data 



3. Voice pathology detection with Electroglottographic (EGG) and speech signals 

75 
 

of a particular area into a single representative value. In this work, a (2 × 2) matrix is 

used for pooling the mean value from the input feature maps. The data produced by the 

pooling layer enters the classifier network, which consists of a hidden layer and an 

output layer. The classifier network uses a backpropagation algorithm for determining 

the weight vectors. The hidden layer has 100 nodes that also use the ReLU activation 

function. The ReLU, as the activation function in the hidden layer, also overcomes the 

problem of vanishing gradient. The output layers of CNN-1 and CNN-2 contain a 

different number of output nodes as their purposes are different. Since we use CNN-1 

as a binary classifier, the output layer of CNN-1 is constructed with a single node. On 

the other hand, the output layer of the CNN-2 is built with three nodes as there are three 

pathologies to classify. The network architectures of the proposed system are shown in 

Fig. 3.7. The training parameters of the model are set as follows: learning rate is 0.01, 

momentum is 0.95, and batch size is 2. The other parameters used in the model are 

listed in Table 3.2. MATLAB 2020 simulation software is adopted to implement the 

proposed algorithm.  

3.4 Simulation Results and Discussion  

In voice pathology detection, we need to provide a clinical or diagnostic interpretation 

of rule-based decisions made with the data samples. Classification decisions are made 

in the context of medical diagnosis that goes beyond statistical measures of accuracy 

and validity system [153]. To investigate the performance of our proposed system, we 

use the following terminologies and performance parameters.  

Let us assume that 𝐴 is the event that a subject has the voice pathology and  𝑁  

is the event that the subject does not have the pathology. If 𝑇ା represents a positive 

screening test (indicative of the presence of the pathology) and 𝑇ି represents a negative 

screening test (absence of the pathology). The following possibilities will arise [154]-

[155]: 

 

True positive (TP) is the situation when the test is positive for the subject with the 

pathology. Let 𝑃(𝑋)  indicates the probability of an event, 𝑋, the true-positive fraction 

(TPF) or Sensitivity/Recall is denoted by Sା and it is given by  P(Tା|A) or 

 

 Sା =
୬୳୫ୠୣ୰ ୭  ୢୣୡ୧ୱ୧୭୬

୬୳୫ୠୣ୰ ୭ ୲୦ୣ ୟୡ୲୳ୟ୪ ୮ୟ୲୦୭୪୭୧ୡୟ୪ ୱ୳ୠ୨ୣୡ୲ୱ
                                                                               (3.2) 
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True negative (TN) represents the case when the test is negative for a subject who 

does not have the pathology. The true-negative fraction (TNF) or specificity is 

denoted by 𝑆ି  and it is given by 𝑃(𝑇ି|𝑁) or 

 Sି =
୬୳୫ୠୣ୰ ୭  ୢୣୡ୧ୱ୧୭୬

୬୳୫ୠୣ୰ ୭ ୲୦ୣ ୟୡ୲୳ୟ୪ ୦ୣୟ୪୲୦୷ ୱ୳ୠ୨ୣୡ୲ୱ 
 .                                                                      (3.3) 

False-negative (FN) is said to occur when the test is negative for a subject who has the 

pathology of concern. The probability of this error, known as the false-negative 

fraction (FNF) and is given by P(Tି|A) or 

FNF =
୬୳୫ୠୣ୰ ୭  ୢୣୡ୧ୱ୧୭୬

ା୬୳୫ୠୣ୰ ୭  ୢୣୡ୧ୱ୧୭୬
 .                                                                                   (3.4) 

False-positive (FP) is defined as the case where the result of the test is positive when 

the individual being tested does not have the pathology. The probability of this type of 

error or a false alarm, known as the false-positive fraction (FPF) and is given by (Tା|N) 

or 

 FPF =
୬୳୫ୠୣ୰ ୭  ୢୣୡ୧ୱ୧୭୬

ା୬୳୫ୠୣ୰ ୭  ୢୣୡ୧ୱ୧୭୬ 
 .                                                                                  (3.5) 

Accuracy is the most intuitive performance measure, and it is simply a ratio of the 

correctly predicted observations to the total observations. The accuracy is defined by, 

Accuracy = (TP + TN)/(TP + FP + FN + TN).                                                          (3.6) 

Precision or PPV (positive predictive value) is the ratio of correctly predicted positive 

observations to the total predicted positive observations. The precision is defined by, 

Precision = TP/(TP + FP).                                                                                                          (3.7) 

F1 Score is the weighted average of the precision and recall. Therefore, this score 

takes both FP and FN into account. The F1 Score is defined by,  

F1 Score = (2 ∗ Recall ∗ Precision)/(Recall + Precision).                                          (3.8) 

Negative predictive value (NPV) represents the percentage of the cases labeled as 

truly negative. The NPV is defined by  

NPV = TN/(TN + FN).                                                                                               (3.9) 
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Figure 3.7 The network architecture for (a) binary classifications, and (b) multiclass 
classifications. 

Ten simulations were performed for training and testing; the results of CNN-1 

are listed in Table 3.3. This table shows an average training accuracy of 100%, and the 

testing accuracy of 73.33% achieved with the EGG signals. The performances of the 

CNN-1, in terms of TP, TN, FP, and FN, are listed in Table 3.4, and the corresponding 

entries for the classification matrix are provided in Table 3.5. Based on the data 

presented in Table 3.4 and Table 3.5, we can conclude that CNN-1 can correctly detect 

voice pathology with an accuracy of 78.34%. On the other hand, it can detect a 

controlled voice with an accuracy of 65.84%. 

Repeating the same experiment with the speech signals, CNN-1 achieves 

100.00% and 82.33% accuracy for training and testing, respectively, as listed in Table 

3.6. Comparing these values with those presented in Table 3.3, it can be concluded that 

the speech signals help to achieve higher accuracy (around 9% more) compared to the 

EGG signals for binary classification.  

The system performances in terms of TP, FP, TN, and FN are listed in Table 

3.7, and the corresponding entries of the classification matrix are provided in Table 3.8. 

The data presented in these tables show that the proposed system can detect voice 

pathology with an accuracy of 90.55% with speech signals, which is 12.21% more than 

the case with EGG signals, as listed in Table 3.5. Comparing the data presented in Table 
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3.8 to that in Table 3.5, we can also conclude that the proposed system is less prone to 

misclassify pathological subjects as control subjects when the speech signal is used 

instead of the EGG signal. The statistical performance comparisons of the proposed 

system with the EGG and speech signals are listed in Table 3.9. This table shows that 

the performance of CNN-1 with speech signals outperforms the one with EGG signals 

in terms of accuracy, precision, recall, F1 Score, and NPV.  These scores are almost 6-

13% higher in speech signals than their EGG signals counterparts. 

The mixed pathological EGG samples of laryngitis, dysphonia, and vocal cord 

polyps are used to train the CNN-2. The data presented in Table 3.10 shows that CNN-

2 achieves 100% and 88.67% accuracy in training and testing, respectively. After 

successful training and testing of CNN-2 with the pathological data, the pathological 

EGG samples discriminated by CNN-1 are applied as the input of CNN-2 as depicted 

in the flowchart presented in Fig. 3.6. The simulation results of the final classification 

performed by the CNN-2 are listed in Table 3.11. The results show that CNN-2 detects 

dysphonic pathology more accurately than laryngitis and vocal cord polyps. The 

classification matrix presented in Table 3.12 shows that the system has decided 16.5% 

of the data as vocal cord polyp and 6.5% as dysphonic although the original data belong 

to laryngitis pathology. The CNN-2 misclassifies vocal cord polyp as laryngitis with a 

probability of 21.83%. However, it misclassifies the dysphonic pathology as polyps 

with a probability of 20%.  

Similar experiments have been repeated for the mixed speech pathological 

samples of laryngitis, dysphonia, and vocal cord polyps. The results are presented in 

Table 3.13-3.15. The data presented in Table 3.13 shows that CNN-2 achieves an 

accuracy of 100% and 76.48% in training and testing, respectively. After successful 

training and testing of CNN-2 with the pathological data, the pathological speech 

samples discriminated by CNN-1 are applied as the input of CNN-2 as depicted in the 

flowchart presented in Fig. 3.6. The simulation results of the final classification 

performed by the CNN-2 are listed in Table 3.14. The results show that CNN-2 can 

detect dysphonic pathology more accurately (83.33%) compared to laryngitis (78.83%) 

and vocal cord polyps (63.00%). The classification matrix presented in Table 3.15 

shows that the system has decided 21.16% of the data as vocal cord polyp, although the 

original data belong to laryngitis pathology. The CNN-2 misclassifies vocal cord polyp 

as laryngitis with a probability of 29.67%. The CNN-2 also misclassifies dysphonic as 

laryngitis, with a possibility of 17.66%.  



3. Voice pathology detection with Electroglottographic (EGG) and speech signals 

79 
 

The comparison of the performance parameters in terms of precision/PPV, 

recall/S+, and F1 Score for CNN-2 with EGG and the speech signals are listed in Table 

3.16. The results show that the performance parameters are always higher with the 

dysphonic voice compared to the other two pathology types. However, the uneven 

confusion matrix compelled us to focus on the F1-Scores where laryngitis and vocal 

fold polyps achieve better results with EGG signals (0.775 and 0.731, respectively) as 

compared with speech signals (0.697 and 0.684, respectively). We can also conclude 

that the dysphonic voice is easier to detect compared to laryngitis and vocal cord polyps 

using either speech or EGG signals (F1 Scores are 0.868 and 0.858, respectively). The 

experimental results manifest that control and mixed pathological speech samples are 

better candidates for binary classification than EGG signals. The multi-classification 

performance is superior for EGG signals and strongly depends on the pathology 

attributes. The EGG signals that identify the phonation activity of the vocal folds 

resemble a better prognosis for vocal cord polyp and laryngitis. Clinically, the strong 

correlation of these two voice pathologies with the vocal fold justifies the result. The 

diseases in the vocal fold or vocal tract should have a direct impact on the voice. On 

the practical side, the structural presence of vocal fold polyps interrupts the glottal 

closure. The size and stiffness of polyps directly interfere with the vocal fold's vibratory 

pattern, resulting in more hoarseness. While large polyps tend to induce sub-harmonics 

and chaos, small polyps may not influence much the periodicity of vocal fold vibrations. 

Hence, the variable morphology of vocal fold polyps makes it harder for the system to 

identify them compared to the other two pathologies using EGG or speech signal as 

demonstrated in this study. The dysphonic voice identification is almost equally 

efficient using either EGG or speech signals. 

Finally, the performances of the proposed algorithm are compared with other 

related works available in the literature and the comparison is listed in Table 3.17. The 

data presented in the table shows that the proposed algorithm outperforms the works 

published in [156]. The performances of the proposed algorithm are also comparable 

with that of the algorithms listed in Table 3.17. However, the algorithms presented in 

[7], [21], and [157] provided much higher accuracy (92.8%, 99.69%, and 99.8%, 

respectively) than the proposed algorithm. The algorithm presented in [21] needs to 

compute the Mel-spectrogram from the speech signals. It also necessitates the 

computation of the closed and open quotient, peak amplitude, peak width, and cepstral 

features from the EGG signals. Also, the algorithm presented in [7] requires computing 
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the autocorrelation and entropy of the voice signals. It also entails a searching algorithm 

to locate the peak values and their lags in the autocorrelation function. The work in 

[157] demands the computation of correlation functions from voice signals. The work 

presented in [158] required a significant number of computations to extract the features 

from the voice samples. The proposed algorithm avoids those kinds of computation 

burdens on the system as the original/raw temporal speech and EGG samples are 

directly used for voice pathology detection. Another major advantage of the proposed 

system is that it deals with fewer neural network parameters than other systems. For 

example, the algorithm presented in [159] uses a pre-trained CNN network called 

VGG16, which contains 13 convolutional layers and 138 million associated parameters. 

The algorithm presented in [158] uses a combination of networks (i.e., CNN+MLP and 

CNN+LSTM), and hence the computation burden is also significant. On the other hand, 

the proposed system uses only one convolutional layer, two hidden layers, and one-

pooling layer (see Fig. 3.7). Based on the above-mentioned observation, we can 

conclude that the proposed system provides less computation burden, achieving 

accuracy comparable to some other related works. 

3.5 Conclusion 

An automated noninvasive pathological voice detection system using both the EGG and 

the speech signals has been presented in this Chapter. It has been always an argument 

about using the EGG signals or the speech signals for a pathological voice detection 

system. This Chapter provided a rigorous in-depth etiology of these two signals. The 

sources of origin of these signals and their characteristics revealed their performance 

for binary and multi-classification of pathological voices. The better detection accuracy 

(80.30%) for binary classification has been achieved with the raw temporal speech 

signals. But the performance for multi-classification has exhibited better F1 Scores for 

laryngitis (0.775) and vocal fold polyps (0.731) with EGG signals than speech signals. 

The best F1 Scores were achieved for classifying dysphonia with speech (0.868) and 

EGG signals (0.858). 

This work has also shown that a small dataset would be enough to train the 

proposed dual CNN algorithm with high accuracy, relying on its in-built feature 

extractor network. Another advantage of the proposed system is that it does not need a 

separate feature extraction network. Also, the system can extract discriminative features 

from the raw samples as opposed to conventional algorithms. Hence, the proposed 
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system is much faster than most other feature-based systems requiring a special type of 

processor to overcome the computation burden.  

   
TABLE 3.3 

TRAINING AND TESTING ACCURACIES OF CNN-1 WITH 

THE EGG SIGNALS ((BINARY CLASSIFICATION) 
Accuracy of the EGG signals 

Simulation 
No. 

Training 
(%) 

Testing 
(%) 

1 100.00 73.33 
2 100.00 73.33 
3 100.00 73.33 
4 100.00 73.33 
5 100.00 73.33 
6 100.00 73.33 
7 100.00 73.33 
8 100.00 73.33 
9 100.00 73.33 

10 100.00 73.33 
Average 100.00 73.33 

Std. Dev.                                                            0.00 
 
 

 
TABLE 3.6 

TRAINING AND TESTING ACCURACIES OF CNN1 WITH THE 

SPEECH SIGNALS (BINARY CLASSIFICATION) 
Accuracy of the speech signals 

Simulation 
No. 

Training 
(%) 

Testing 
(%) 

1 100.00 90.00 
2 100.00 86.67 
3 100.00 90.00 
4 100.00 80.00 
5 100.00 76.67 
6 100.00 76.67 
7 100.00 83.34 
8 100.00 76.67 
9 100.00 86.67 

10 100.00 76.67 
Average 100.00 82.34 
Std. Dev.  5.383 

 
  

TABLE 3.4 
THE PERFORMANCES OF  CNN-1 WITH THE EGG SIGNALS 

(BINARY CLASSIFICATION) 
Simulation. 

No. 
TP 
(%) 

TN 
(%) 

FP 
(%) 

FN 
(%) 

1 77.78 66.67 33.33 22.22 
2 77.78 66.67 33.33 22.22 
3 83.33 58.33 41.67 16.67 
4 77.78 66.67 33.33 22.22 
5 77.78 66.67 33.33 22.22 
6 77.78 66.67 33.33 22.22 
7 77.78 66.67 33.33 22.22 
8 77.78 66.67 33.33 22.22 
9 77.78 66.67 33.33 22.22 

10 77.78 66.67 33.33 22.22 
Average 78.34 65.84 34.16 21.67 

 

TABLE 3.7 
THE PERFORMANCES OF  CNN-1 WITH THE SPEECH SIGNALS 

(BINARY CLASSIFICATION) 
Simulation 

No. 
TP 
(%) 

TN 
(%) 

FP 
(%) 

FN 
(%) 

1 100.00 75.00 25.00 0.00 
2 94.44 75.00 25.00 5.56 
3 94.44 83.33 16.67 5.56 
4 77.78 83.33 16.67 22.22 
5 83.33 66.67 33.33 16.67 
6 83.33 66.67 33.33 16.67 
7 94.44 66.67 33.33 5.56 
8 88.89 58.33 41.67 11.11 
9 94.44 75.00 25.00 5.56 

10 94.44 50.00 50.00 5.56 
Average 90.55 70.00 30.00 9.45 

 

 
 

TABLE 3.5 
THE CONFUSION MATRIX OF  CNN-1 WITH THE EGG 

SIGNALS (BINARY CLASSIFICATION) 
Prediction (%) 

Actual Control Pathology 
Control 65.84% (𝑆ି) 34.16% (FPF) 
Pathology 21.67% (FNF) 78.34% (𝑆ା) 

 

  
 

 TABLE 3.8 
THE CONFUSION MATRIX OF  CNN-1 WITH THE SPEECH 

SIGNALS (BINARY  CLASSIFICATION) 
 Prediction (%) 

Actual Control Pathology 
Control 70.00% (𝑆ି) 30.00% (𝐹𝑃𝐹) 
Pathology 9.45% (𝐹𝑁𝐹) 90.55% (𝑆ା) 

 

 
TABLE 3.9 

THE PERFORMANCE COMPARISON OF CNN-1 WITH  EGG AND SPEECH SIGNALS 
(BINARY CLASSIFICATION) 

Measures Speech 
signal 

EGG 
Signal 

Accuracy 0.803 0.721 
Precision/ PPV 0.751 0.696 
Recall/Sensitivity 0.906 0.783 
F1 Score 0.821 0.737 
NPV 0.881 0.752 
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TABLE 3.10 

THE TRAINING AND TESTING ACCURACIES OF CNN-2 
WITH THE EGG SIGNALS (MULTI-CLASSIFICATION) 

Accuracy of the EGG signals (%) 
Simulation 

No. 
Training 

(%) 
Testing 

(%) 
1 100.00 86.67 
2 100.00 93.33 
3 100.00 86.67 
4 100.00 86.67 
5 100.00 86.67 
6 100.00 86.67 
7 100.00 86.67 
8 100.00 93.33 
9 100.00 86.67 

10 100.00 93.33 

Average 100.00 88.67 
Std. Dev.                                                   3.05 

 

 
TABLE 3.13 

THE TRAINING AND TESTING ACCURACIES OF CNN-2 
WITH THE SPEECH SIGNALS (MULTI-CLASSIFICATION) 

Accuracy of the speech signals 
Simulation 

No. 
Training 

(%) 
Testing 

(%) 
1 100.00 66.66 
2 100.00 83.33 
3 100.00 76.47 
4 100.00 71.43 
5 100.00 80.00 
6 100.00 80.00 
7 100.00 64.70 
8 100.00 83.34 
9 100.00 82.35 

10 100.00 76.47 

Average 100.00 76.48 
Std. Dev.                                                  6.43 

 

 

TABLE 3.11 
THE TESTING ACCURACIES OF CNN2 WITH THE 

BINARY CLASSIFIED EGG SIGNALS 
(MULTI-CLASSIFICATION) 

 

Simulation 
No. 

Laryngitis 
(%) 

Polyp 
(%) 

Dysphonic 
(%) 

1 75.00 80.00 80.00 
2 100.00 80.00 80.00 
3 60.00 80.00 80.00 
4 75.00 80.00 80.00 
5 75.00 80.00 80.00 

6 75.00 80.00 80.00 
7 75.00 80.00 80.00 

8 100.00 80.00 80.00 
9 75.00 80.00 80.00 

10 60.00 66.67 80.00 
Average 77.00 78.67 80.00 

Std. Dev. 12.88 3.90 0 

TABLE 3.14 
THE TESTING ACCURACIES OF CNN-2 WITH THE 

BINARY CLASSIFIED SPEECH SIGNALS 
(MULTI-CLASSIFICATION) 

Simulation 
No. 

Laryngitis 
(%) 

Polyp 
(%) 

Dysphonic 
(%) 

1 66.67 50 83.33 
2 83.33 60 83.33 

3 83.33 60 83.33 

4 75.00 60 80.00 

5 100.00 60 80.00 
6 100.00 60 80.00 

7 50.00 60 83.33 
8 80.00 60 83.33 

9 83.33 80 83.33 

10 66.67 80 83.33 
Average 78.83 63 82.33 

Std. Dev. 14.40 9.0 1.52 
 

 
TABLE 3.12 

THE CLASSIFICATION MATRIX FOR CNN-2 WITH 
THE EGG SIGNALS (MULTI-CLASSIFICATION) 

 Prediction (%, per class) 
Actual Laryngitis Polyp Dysphonic 

Laryngitis 77 16.5 6.5 
Polyp 21.83 78.67 0 

Dysphonic 0 20 80 
 

 
TABLE 3.15 

THE CLASSIFICATION MATRIX FOR CNN-2 WITH 
THE SPEECH SIGNALS (MULTI-CLASSIFICATION) 

 Prediction (%, per class) 
Actual Laryngitis Polyp Dysphonic 

Laryngitis 78.83 21.16 0 
Polyp 29.67 63 7.33 

Dysphonic 17.66 0 82.33 
 

           
 
 

             TABLE 3.16 
                        COMPARISON OF PERFORMANCE MEASURES FOR 
                           CNN-2 ((MULTI-CLASSIFICATION), PER CLASS  

Measures Speech EGG Speech EGG Speech EGG 

 Laryngitis Polyps Dysphonic 
Precision/ 

PPV 0.625 0.779 0.749 0.683 0.918 0.925 
Recall/ 

S+ 0.788 0.770 0.630 0.787 0.823 0.800 

F1 Score 0.697 0.775 0.684 0.731 0.868 0.858 
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TABLE 3.17 
PERFORMANCE COMPARISON WITH OTHER RELATED WORKS 

Study Datasets Assessment  
Measures 

Features Classifier Best Results/Findings 

M. Shamim et 
al. in [21] 

SVD Accuracy,  
Sensitivity,  
Specificity 

Voice signals: 
Mel-spectrogram  
EGG signals:  
Closed quotient, open 
quotient, peak amplitude,       
peak width, cepstral feature 
 

GMM Accuracy:(detection)  
92.8% (voice signal), 
77.7% (EGG signal).  

A. Al-Nasheri 
et al. in [7] 

SVD, 
AVPD, 
MEEI 

Accuracy,  
Sensitivity,  
Specificity  
 

Voice signals: 
Autocorrelation: Peaks, and 
their lags, 
Entropy 

SVM Accuracy: (MEEI database ) 
99.69% (detection), 
99.54% (classification).  

A. Al-Nasheri 
et al.  [157] 

SVD, 
AVPD, 
MEEI 

Accuracy,  
Sensitivity,  
Specificity 

Voice signals: 
Correlation: Peaks and their 
lags 

SVM Accuracy: (MEEI database ) 
99.80% (detection), 
99.25% (classification).  
1000-8000 Hz is the most 
significant band for voice 
pathology detection. 

M. Alhussein 
and G. 
Muhammad 
[159] 

SVD, 
MEEI 

Accuracy,  
Sensitivity,  
Specificity 

Voice signals: 
Octave spectrogram 

Pre-trained 
CNN 

Accuracy: (SVD database)    
97.5% (detection) 

S. Kadiri and 
P. Alku in 
[156]. 

Hospital 
Universitario 
Príncipe de 
Asturias 
(HUPA),  
SVD 

Accuracy, 
Sensitivity, 
Specificity, 
Area under 
the curve 
(AUC), 
Equal Error 
Rate (EER) 
 

Glottal source waveform:  
Time and frequency-domain 
features 

SVM (HUPA database) 
Accuracy: 78.37% 
(detection) 
EER: 0.207, 
AUC: 0.84.  
The proposed method 
outperforms while 
combining glottal features 
with conventional MFCCs 
and PLP. 

N.P. Narendra 
and P. Alku in 
[158] 
 
 

Universal 
access 
speech (UA-
Speech),  
TORGO 
database, 
Universidad 
Politécnica 
de Madrid 
(UPM) 

Accuracy, 
Sensitivity, 
Specificity 

Temporal raw glottal flow, 
Temporal raw speech 

CNN+MLP, 
CNN+LSTM 

Accuracy: (detection) 
87.93%: UA-Speech 
81.12%: TORGO 
76.66 %: UPM.   
Better detection accuracy 
with glottal flow compared 
to speech samples.  
 

Proposed 
System 

SVD Accuracy 
Sensitivity 
Precision 
F1 Score 
NPV 
 

Temporal raw EGG, 
Temporal raw speech 

CNN Accuracy: binary 
classification /detection 
80.3% : Speech 
72.1%: EGG  
F1score: multi-classification 
Dysphonia: 0.868 (Speech) 
Polyps: 0.731 (EGG) 
Laryngitis: 0.775 (EGG)   
Better detection accuracy 
with speech signals. Overall 
performance for multi-
classification is better for 
EGG signals. 
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CHAPTER 4 

A PATHOLOGICAL VOICE IDENTIFICATION TECHNIQUE THROUGH 

COCHLEAR IMPLANT PROCESSING SYSTEM 

This Chapter presents a pathological voice identification system employing signal 

processing techniques through cochlear implant models. The fundamentals of the 

biological process for speech perception are investigated to develop this technique. This 

work considers two cochlear implant models: one uses a conventional bank of bandpass 

filters, and the other uses a bank of optimized gammatone filters. The critical center 

frequencies of those filters are selected to mimic the human cochlear vibration patterns 

caused by audio signals. The proposed system processes the speech samples and applies 

a CNN for final pathological voice identification. The results show that the two 

proposed models adopting bandpass and gammatone filter banks can discriminate the 

pathological voices from healthy ones, resulting in F1 Scores of 77.6% and 78.7%, 

respectively, with speech samples. The obtained results of this work are also compared 

with those of other related published works. 

4.1 Introduction  

This work investigates the possibility of using the existing technology of the cochlear 

simulation model noninvasively for detecting pathological voices. The clinical tools 

used by physicians rely on invasive technology that is unpleasant for the patients. 

Additionally, they sometimes rely on subjective assessment, especially for voice 

pathology that lacks structural abnormality. To overcome these limitations, this Chapter 

addresses a signal processing and deep learning-based technology that can help 

clinicians with noninvasive objective assessment of voice disorder, thus providing 

relief for the patients from painful processes and avoiding the misdiagnosis that may 

result from subjective evaluations. 

Many pathological voice detection systems have been published in the 

literature. However, the novelty of this work is it uses the cochlear simulation model to 

implement a pathological voice detection system. The voice samples are processed 

using a cochlear simulation model, and then the processed voice samples are applied to 

the input of a CNN for final classification. 

Cochlear implants are sensory prosthetic devices. They can establish the 

functional hearing of the listeners with severe hearing loss. This is achieved by 

establishing direct electrical stimulation to the auditory nerves for people with damaged 
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hair cells in the basilar membrane. These hair cells are tuned at different frequencies to 

aid hearing perception for people with no hearing impairment [160]. A typical cochlear 

implant system includes several signal processing steps: (a) removal of the D.C. 

component, (b) pre-emphasis, (c) division of the signal into a set of channels, (d) 

rectification, and (e) lowpass filtering. Among these signal processing steps, the most 

critical is dividing the signal into several channels using a filter bank. The center 

frequencies and the bandwidth of these filters are determined based on the human 

cochlear vibration patterns caused by the audio samples. In this work, two models have 

been considered for the filter bank. One model uses a bank of bandpass filters, and the 

other uses gammatone filters. A bank of bandpass filters is commonly used in 

commercially available cochlear implants. However, recently, researchers are 

recommending using gammatone filters instead. The main advantages of the 

gammatone filters are that they (a) provide an appropriate “pseudo-resonant” frequency 

transfer function, (b) demonstrate a simple impulse response, and (c) support efficient 

hardware implementation [161]. Finally, the processed audio features are applied to the 

input of a CNN for classification. The main contributions of this work are as follows: 

 It develops a novel, non-invasive pathological voice detection algorithm based 

on speech signal processing that mimics the biological process of speech 

perception and a deep learning approach. 

 It extracts audio information using gammatone and conventional bandpass 

filters to examine their efficacy for pathological voice identification. 

 It eliminates the necessity of choosing suitable features from speech samples to 

aid the classification mechanism. 

 It achieves a reasonably high classification accuracy without overwhelming the 

computation burden on the system. 

 It provides a detailed performance analysis of the proposed system in terms of 

accuracy, precision, recall, NPV, F1 Score, and G-mean. 

 It compares the performances of the proposed system with other related works 

to demonstrate its effectiveness. 

4.2 Materials and Methods  

This investigation collected control (i.e., normal) and laryngitis voice samples from the 

SVD database [133].  The samples contain the recordings of the following components: 

(a) vowels ‘/i/’, ‘/a/’, and ‘/u/’ produced at a normal, high, and low pitch, (b) vowels 
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‘/i/’, ‘/a/’, and ‘/u/’ with rising and falling pitch, and (c) sentence, “Guten Morgen, wie 

geht es Ihnen?” (“Good morning, how are you?”). In this investigation, the sentence, 

“Guten Morgen, wie geht es Ihnen?” (“Good morning, how are you?”) has been used. 

The main reason is that the sentence speech samples contain both voiced and unvoiced 

components. On the other hand, the vowel speech samples contain only the voiced 

component. Moreover, the sentence speech samples have articulatory and other 

linguistic confounds that often do not exist with the vowel samples. Figure 4.1 shows 

the time domain plots for control (i.e., healthy) and laryngitis sentence speech samples 

randomly collected from the SVD database. It is observed in the figure that the 

laryngitis voice sample suffers from irregular distortion in both magnitude and shape 

compared to that of the healthy sample. In addition, the laryngitis voice samples exhibit 

a more extended unvoiced segment than the vowel samples. 

The basic building blocks of the proposed system are shown in Fig. 4.2. This 

model was derived based on the commercially available Clarion 1.2 processor [162]- 

[164] introduced by Advanced Bionics Corporation in cooperation with the University 

of California and the Research Triangle Institute. 

 

Figure 4.1 The healthy and pathological voice samples of “Guten Morgen, wie geht es 

Ihnen?” (“Good morning, how are you?”). 
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As shown in Fig. 4.2, the system model can be broadly classified into three 

major sub-systems: (a) pre-processing, (b) cochlear modeling, and (c) classification. 

The pre-processing sub-system consists of three signal processing steps: down-

sampling, D.C. removal, and pre-emphasis. In a Clarion processor, the acoustic signal 

is processed at the rate of 13000 samples/s. On the other hand, the voice samples 

available in the SVD database have a sampling frequency of 50000 samples/s. Hence, 

the voice signals were down-sampled to 13000 samples/s using the MATLAB built-in 

resample function. The resample function utilizes a built-in anti-aliasing (lowpass) 

finite impulse response (FIR) filter to minimize the effects of aliasing that occur due to 

the down sampling operation. Afterward, the D.C. component of the speech signals was 

removed.  

 

Figure 4.2 The proposed system, comprised of pre-processing, cochlear modeling, and 

classifier. 

Most of the energy in the speech signal is concentrated in the lower frequency 

components of its spectrum, and generally, the energy drops at a rate of 2.0 dB/kHz 

[165]. This rapid reduction in energy leads to a problem for further subsequent 

processing of speech signals. To overcome this limitation, the high-frequency 

components of the speech signals were boosted by a pre-emphasis filter, which was 
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designed based on the model presented in [166]. The magnitude response of the pre-

emphasis filter is shown in Fig. 4.3, which has a cut-off frequency of 2000 Hz and a 

roll-off of 3 dB/octave. It compensates for the rapid reduction of the energy in the low-

frequency components of the audio signal. Additionally, it better optimizes CPU 

consumption. 

 

Figure 4.3 The magnitude spectrum of the pre-emphasis filter with a cut-off frequency 

of 2000 Hz. 

It is also shown in Fig. 4.2 that the cochlear modeling sub-system consists of a 

bandpass filter, rectifier, lowpass filter, and a non-linear mapper. The pre-processed 

speech signals were divided into eight channels by using eight filters. These filters were 

designed based on the specifications mentioned in [166]. The center frequency and the 

bandwidth of these eight filters are listed in Table 4.1. These eight filters were designed 

by using the third-order Butterworth prototype filters. The table demonstrates that the 

filters' bandwidth is logarithmically spaced from 265 to 1136 Hz, mimicking the 

frequency response of the basilar membrane. The basilar membrane is mechanically 

tuned at different frequencies, and it plays a vital role in distributing sound energy by 

frequencies along the cochlea’s length, as shown in Fig. 4.4. The designed band pass 

filter has the lowest center frequency is 394 Hz (the center frequency of the first filter), 

and the highest center frequency is 4871 Hz (the center frequency of the eighth 

bandpass filter). The magnitude spectrum of these eight bandpass filters is shown in 

Fig. 4.5. 
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Figure 4.4 The tuning frequencies of the basilar membrane [167]. 

 

Figure 4.5 The magnitude response of the bandpass filter bank. 

The next signal processing steps include envelope detection and lowpass 

filtering. This work used a full-wave rectifier as an envelope detector, and an eighth-

order FIR filter was used as a lowpass filter. This lowpass filter was designed by using 

the Hamming window function. Several window functions, namely Hanning, 

Blackman, Bartlett, and Hamming, have been investigated in this work. The main 

advantages of these window functions are that they taper at their ends and avoid 

unnatural discontinuity in the speech segment. They also minimize the distortion in the 

underlying spectrum. Finally, the Hamming window function was selected as it 

provided the minimum passband ripple and maximum stopband attenuation compared 

to the other investigated window functions [168]. 

800
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Table 4.1 The bandwidth and center frequencies of the eight filters 

Bandwidth, Hz Center Frequency, Hz 

265 394 

331 692 

431 1064 

516 1528 

645 2109 

805 2834 

1006 3740 

1136 4871 

 

Finally, the detected signal envelope in each channel was used to modulate a 

biphasic pulse train. A non-linear mapping technique was used to produce the biphasic 

pulse train so that the interferences of the pulses in different channels were minimized. 

The eight filters (mentioned above) were replaced by eight gammatone filters 

in the second model while using the same other components. The pre-processed audio 

signals were divided into eight channels by using these eight gammatone filters. The 

name gammatone comes from the fact that the envelope of the impulse response of 

those filters resembles the gamma function. Moreover, the fine structure of the impulse 

response is a tone at the center frequency of the filter, 𝑓 [169]-[170]. Those gammatone 

filters perform spectral analysis and convert an acoustic wave into a multichannel 

representation by mimicking the basilar membrane motion [171]. The gammatone filter 

has an impulse response that is like that of a cat’s cochlea [172], and it is defined by: 

 

ℎ(𝑡) = 𝑐𝑡𝑒ିଶగ 𝑐𝑜𝑠(2𝜋𝑓𝑡 + 𝜑)𝑢(𝑡),                                                                                         (4.1) 

 

where 𝑐 is a constant, 𝑛 is the filter order, 𝑏 is the temporal decay coefficient, 𝑓 is the 

center frequency of the filter, 𝜑 is the carrier phase, and 𝑢(𝑡) is the unit step function. 

The filter order, 𝑛, controls the relative shape of the envelope that becomes less skewed 

when 𝑛 increases. The carrier phase, 𝜑, determines the relative position of the envelope. 

Let us assume that the carrier component is denoted by 𝑠(𝑡) = 𝑐𝑜𝑠(2𝜋𝑓𝑡 + 𝜑) and the 

gammatone distribution function is defined by 𝑟(𝑡) = 𝑡ିଵ𝑒ିଶగ௧𝑢(𝑡). Hence, the 

impulse response of the gammatone filter can be expressed as ℎ(𝑡) = 𝑐𝑠(𝑡)𝑟(𝑡). The 

parameter 𝑏 determines the duration of the impulse response and hence, determines the 
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bandwidth of the gammatone filters, and the parameter 𝑛 determines the tuning or 

quality factor (𝑄) of the filter. Fig. 4.6 shows the impulse response of the gammatone 

filter with its constituent components. In the plot, the factor 𝑐 was set to 


(ିଵ)!
 to make 

the area under the curve of gamma distribution equal to one [161]. The temporal decay 

coefficient 𝑏 was set to 125, and the carrier frequency, 𝑓, was chosen to be 1000 Hz. 

The shape of the magnitude characteristic of the gammatone filters with order 4 is very 

similar to that of the 𝑟𝑜𝑒𝑥 function [173] that is commonly used to represent the 

magnitude response of the human auditory filter [174]-[175]. The Fourier transform of 

the ℎ(𝑡) is given by 𝐻(𝑓) and it can be expressed as 

𝐻(𝑓) =


ଶ
(𝑛 − 1)! (2𝜋𝑏)ି ቂ𝑒ఝ ቀ1 + 𝑗

(ିబ)


ቁ

ି

ቃ +


ଶ
(𝑛 − 1)! (2𝜋𝑏)ି ቂ𝑒ିఝ ቀ1 + 𝑗

(ାబ)


ቁ

ି

ቃ    (4.2) 

 

Figure 4.6 The components of a gammatone filter: (a) gammatone distribution 

function, (b) the carrier tone, and (c) impulse response. 

A complete derivation of the 𝐻(𝑓) can be found in Appendix A. The impulse 

response, ℎ(𝑡), and the transfer function, 𝐻(𝑓), of the gammatone filter with varying 

𝑓/𝑏 are plotted in Fig. 4.7, which shows that the two frequency components of the 

gammatone filters do not interfere with each other when 𝑓/𝑏 > 8. In this work, we 

selected 𝑓/𝑏 = 9. Another advantage of selecting 𝑓/𝑏 = 9 is that the bandwidth 
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becomes proportional to 𝑏, and it is claimed in [176] that the bandwidth (equivalent 

rectangular bandwidth) becomes independent of 𝑓 when 𝑓/𝑏 > 3. The detailed proof 

is shown in Appendix B. The center frequency and the bandwidth of the gammatone 

filters are listed in Table 4.2, while the magnitude spectrum of the gammatone filter 

bank is shown in Fig. 4.8. The filters are logarithmically spaced in frequency resolution 

that is similar to the basilar membrane’s motion, as shown in this figure 4.4. 

 

 

Figure 4.7 The filter impulse responses, ℎ(𝑡), and their corresponding spectrums, 

𝐻(𝑓), for: (a) 𝑓/𝑏 = 2, (b) 𝑓/𝑏 = 4, (c) 𝑓/𝑏 = 8, and (d) 𝑓/𝑏 = 10. 

Another main system component is the classifier, as shown in the proposed 

system’s last sub-system presented in Fig. 4.2. The processed signal from the cochlear 

model is applied to the input of a classifier for binary classification. In this work, a 

CNN was employed for this purpose. The CNN presented in [152] was adopted and 

optimized to implement the proposed system. The CNN includes feature extraction and 

classifier networks. The feature extractor network produces a feature map based on the 

input data. The feature map accentuates the unique features from the original data. 
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Consequently, the extracted feature map was applied to the classification neural 

network. The classification neural network operates on the feature map and performs 

classification functions. The feature extractor network consists of a special kind of 

neural network, of which the synaptic weights are determined via the training process. 

Usually, the feature extractor network consists of piles of convolutional layer and 

pooling layer pairs, as shown in Fig. 4.2. It is widely accepted that pattern recognition 

algorithms perform better when the feature extractor network contains more layers. 

However, it is always challenging to train them as it incurs a substantial computational 

burden on the system [153]. Considering this limitation, this work used one 

convolutional layer as a feature extractor network. 

Unlike other conventional neural networks, no connection weights or a 

weighted sum are employed in the convolutional layer. Instead, filters are used to 

convert the input data to produce a feature map. In this work, 20 convolutional filters 

of size  11 × 11 were used. An activation function processes the feature map produced 

by the convolutional filters. In this work, the ReLU is used as the activation function. 

The output produced by the convolutional layer is then passed through the pooling 

layer. The pooling layer reduces the data size by combining the neighboring data of a 

certain area into a single representative value. In this work, a 2 × 2 matrix was used for 

pooling the mean value from the input data. The data produced by the pooling layer 

enters the classifier network, which consists of a hidden layer and an output layer. A 

backpropagation algorithm was used to determine the weight vectors for this 

classification network. The hidden layer has 100 nodes that also use the ReLU 

activation function. The output layer of the CNN was constructed with a single node, 

as the decision made by the classifier is binary. The SoftMax function was used at the 

output node. 

Table 4.2 The center frequency and the bandwidth of the gammatone filters 

Bandwidth, Hz Center Frequency, Hz 

158 50 

173 186 

276 389 

478 690 

788 1139 

1249 1807 

1936 2802 
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2960 4282 

 

Figure 4.8 The magnitude spectrum of the gammatone filter bank. 

4.3 Results  

To evaluate the performance of the proposed system, some statistical parameters have 

been used [154]-[155]. To investigate the proposed system's performance, 10 

simulations were conducted using the first investigated model consisting of bandpass 

filters. First, the CNN was trained with 100 control and 100 pathological samples. Five-

fold cross-validation was used to ensure the accuracy of the training. The simulations 

were run for enough epochs to achieve a training accuracy of 100%. Once trained, the 

100 other control samples and 100 pathological samples were used to test the network’s 

performance. The training, validation, and testing results of the proposed algorithm for 

the first model are listed in Table 4.3. The table shows that the proposed system’s 

average training, validation, and testing accuracies are 100%, 85.96%, and 77.91%, 

respectively. The testing performances of the proposed system in terms of TPF, TNF, 

FPF, and FNF are listed in Table 4.4, and the corresponding classification matrix is 

shown in Table 4.5. Based on the data presented in Table 4.5, it can be concluded that 

the proposed system can correctly detect pathological voices, resulting in an accuracy 

of 76.67% with the first model. On the other hand, the system can detect control (i.e., 

normal) voices with an accuracy of 79.17%. 
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Ten more simulations were conducted using the second model consisting of the 

gammatone filters with the same set of control and pathological samples that were used 

in the previous simulations. The proposed algorithm’s training, validation, and testing 

results are listed in Table 4.6. This table shows that the average training, validation, and 

testing accuracies of the proposed system are 100%, 81.98%, and 77.50%, respectively. 

The testing performances of the proposed method in terms of TPF, TNF, FPF, and FNF 

are listed in Table 4.7, and the corresponding classification matrix is shown in Table 

4.8. Based on the data presented in Tables 4.7- 4.8, it can be concluded that the proposed 

system can correctly identify pathological voices with an accuracy of 83.30% adopting 

the second model. On the other hand, the system can detect control (i.e., normal) voices 

with an accuracy of 71.67%. 

Table 4.3 Training and testing accuracies with bandpass filters 

Simulation 

No. 

Accuracy (%) 

Training Validation Testing 

1 100 88.00 79.17 

2 100 85.83 79.17 

3 100 88.83 75.00 

4 100 85.83 79.17 

5 100 87.83 83.33 

6 100 88.00 79.17 

7 100 85.83 75.00 

8 100 83.33 75.00 

9 100 85.33 79.17 

10 100 80.83 75.00 

Average 100 85.96 77.91 

Table 4.4 Simulation results with bandpass filters 

Simulation 

No. 

TPF 

(%) 

TNF 

(%) 

FPF 

(%) 

FNF 

(%) 

1 83.33 75.00 25.00 16.67 

2 83.33 75.00 25.00 16.67 

3 75.00 75.00 25.00 25.00 

4 75.00 83.33 16.67 25.00 

5 75.00 91.67 8.33 25.00 
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6 75.00 83.33 16.67 25.00 

7 66.67 83.33 16.67 33.33 

8 75.00 75.00 25.00 25.00 

9 83.33 75.00 25.00 16.67 

10 75.00 75.00 25.00 25.00 

Average 76.67 79.17 20.83 23.33 

Table 4.5 The classification matrix for the bandpass filter model 

                                                           Prediction (%) 

Actual Control Pathology 

Control 79.17 (TNF) 20.83 (FPF) 

Pathology 23.33 (FNF) 76.67 (TPF) 

     The performance comparisons of the two investigated models are listed in Table 

4.9. The proposed system performed almost equally in terms of accuracy for both 

models. The recall was significantly higher for the model with gammatone filters, 

though precision was greater with bandpass filters. However, the F1 score that 

considers both recall and precision, was higher for gammatone filters. Also, the NPV 

was higher for gammatone filters. Hence, it justifies the greater possibility of 

implementing a signal processing-based pathological voice detection system with 

gammatone filters, incorporating the functionality of an optimally simulated cochlear 

implant processing system. 

Finally, the performance results of the proposed model were compared with 

other existing published works, and the comparison is presented in Table 4.10. As listed 

in this table, the spectrogram audio feature has been used in [96], [126] and the achieved 

accuracy was 71% for both works. Compared to those works, the proposed system 

achieved significantly higher accuracies (i.e., 77.9% and 77.5%) for the two studied 

models. Moreover, the achieved results are challenging as compared with that of [110], 

where multiple features and mixed pathologies were considered with the children 

subgroup. Additionally, in [118], a high F-measure (87.75%) was achieved considering 

vowel samples, but with a speaker-specific identification system. 
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Table 4.6 Training and testing accuracies with gammatone filters 

Simulation 

No. 

Accuracy (%) 

Training Validation Testing 

1 100 85.00 75.00 

2 100 75.83 75.00 

3 100 87.83 79.17 

4 100 80.83 79.17 

5 100 77.83 79.17 

6 100 85.00 79.17 

7 100 80.83 75.00 

8 100 83.33 75.00 

9 100 85.00 75.00 

10 100 78.83 83.33 

Average 100 81.98 77.50 

Table 4.7 Simulation results with gammatone filters 

Simulation 

No. 

TPF 

(%) 

TNF 

(%) 

FPF 

(%) 

FNF 

(%) 

1 83.33 66.67 33.33 16.67 

2 83.33 66.67 33.33 16.67 

3 83.33 66.67 33.33 16.67 

4 83.33 75.00 25.00 16.67 

5 83.33 75.00 25.00 16.67 

6 83.33 75.00 25.00 16.67 

7 83.00 75.00 25.00 16.67 

8 75.00 75.00 25.00 25.00 

9 91.67 75.00 25.00 8.33 

10 83.33 66.67 33.33 16.67 

Average 83.30 71.67 28.33 16.67 

 

Table 4.8 The classification matrix for the gammatone filter model 

                                                Prediction (%) 

Actual Control Pathology 

Control 71.67 (TNF) 28.33 (FPF) 

Pathology 16.67 (FNF) 83.30 (TPF) 
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Table 4.9 Performance comparison of two system models 
with gammatone and bandpass filters 

 
                       System Model 

Measures Bandpass Filters Gammatone Filters 

Accuracy 77.90 77.50 

Precision 78.60 74.60 

Recall/Sensitivity 76.70 83.30 

F1 score 77.60 78.70 

NPV 77.20 81.10 

 

Table 4.10 The performance comparisons with some published voice pathology 
detection systems 

Research  

Works 
Phonemes 

Pathological  

Condition 
Features Tools 

Accuracy/ 

F1 score 

Tae Jun 

[96] 

General voice 

samples 

Neoplasm, 

phono-trauma, 

vocal palsy 

Mel-spectrogram DNRNN 71% 

V. Sellam 

[110] 

Tamil  

phrases 

Multiple  

voice 

disorders 

Signal energy, pitch,  

formant frequencies, 

mean square residual  

signal, reflection  

coefficients, jitter 

and shimmer 

SVM 

RBFNN 

Accuracy: 

91% (RBFNN) 

83% (SVM) 

A. Sassou 

[118], 

Japanese 

 Vowel 

Roughness,  

breathiness,  

asthenia, 

and strain 

HLAC 
FFNN, 

AR-HMM 

F-measure:  

87.25%  

for speaker-based 

identification. 

H. Wu 

[126] 
Vowels 

Reinke’s edema, 

laryngitis, 

leukoplakia, 

recurrent 

laryngeal, nerve 

paralysis,  

vocal fold 

carcinoma, vocal 

fold paralysis 

Spectrogram 
CNN, 

CDBN 

Accuracy: 

71%,  

77% 
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Proposed 

Method 
Speech Laryngitis 

Cochlear Simulation  

Model-1, 

Cochlear Simulation  

Model-2 

Cochlear 

implant 

processing 

system and 

CNN 

F1 score: 

77.6%, 

78.7% 

Accuracy: 

77.9%, 

77.5% 

 

4.4 Conclusion 

This Chapter presented a novel, non-invasive pathological voice detection system 

considering a cochlear simulation model. Two models have been considered in this 

work. One model uses a bank of bandpass filters, and the other uses gammatone filters. 

It has been shown that the gammatone filter is more suitable for voice pathology 

identification through the signal processing steps involved in the cochlear implants. It 

has also been demonstrated that the gammatone filters with 𝑓/𝑏 = 9 are the optimum 

choice for this purpose. The speech samples have been processed using these two 

models and the processed signals were applied to the input of a CNN, which acted as a 

binary classifier to detect pathological voices. It is a challenging issue to consider 

suitable features extracted from the speech samples. In general, no single feature or 

feature vector is well-accepted to provide the best accuracy. This novel technique 

eliminates acoustic feature extraction from the speech samples before applying the 

classification algorithm. The simulation results presented in this work have shown that 

the proposed system achieved almost equal accuracy by using the two proposed models. 

However, the higher F1 score for the model with gammatone filters illustrates its better 

applicability for pathological voice identification through the cochlear implant 

simulation model.
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CHAPTER 5 

A STUDY OF USING COUGH SOUNDS AND DEEP NEURAL NETWORK 

FOR THE EARLY DETECTION OF COVID-19 

The current clinical diagnosis of COVID-19 requires person-to-person contact, needs 

variable time to produce results, and is expensive. It is even inaccessible to the general 

population in some developing countries due to insufficient healthcare facilities. Hence, 

a low-cost, quick, and easily accessible solution for COVID-19 diagnosis is vital. This 

Chapter presents a study that involves developing an algorithm for automated and 

noninvasive diagnosis of COVID-19 using cough sound samples and a deep neural 

network. The cough sounds provide essential information about the behavior of glottis 

under different respiratory pathological conditions. Hence, the characteristics of cough 

sounds can identify respiratory diseases like COVID-19. The proposed algorithm 

consists of three main steps (a) extraction of acoustic features from the cough sound 

samples, (b) formation of a feature vector, and (c) classification of the cough sound 

samples using a deep neural network. The output from the proposed system provides a 

COVID-19 likelihood diagnosis. In this work, three acoustic feature vectors have been 

considered, namely (a) time-domain, (b) frequency-domain, and (c) mixed-domain 

(i.e., a combination of features in both time-domain and frequency-domain). The 

performance of the proposed algorithm is evaluated using cough sound samples 

collected from healthy and COVID-19 patients. The results show that the proposed 

algorithm automatically detects COVID-19 cough sound samples with an overall 

accuracy of 89.2%, 97.5%, and 93.8% using time-domain, frequency-domain, and 

mixed-domain feature vectors, respectively. The proposed algorithm, coupled with its 

high accuracy, demonstrates that it can be used for quick identification or early 

screening of COVID-19. The obtained results have been compared with that of some 

state-of-the-art works.  

5.1 Introduction  

According to the global database maintained by John Hopkins University, more than 

270 million COVID-19 (and its variants) cases and 5.3 million deaths have been 

reported till December 13, 2021 [177]. Social distancing, wearing masks, widespread 

testing, contact tracing, and massive vaccination are all recommended by the World 

Health Organization (WHO) to reduce the spreading of this virus [178]. To date, reverse 

transcription-polymerase chain reaction (RT-PCR) is considered the gold standard for 
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testing coronavirus [179]. However, the RT-PCR test requires person-to-person contact 

to administer, needs variable time to produce results, and is still unaffordable to most 

global populations. Sometimes, it is unpleasant to the children. Not least, this test is not 

yet accessible to the people living in remote areas, where medical facilities are scarce 

[180].  Alarmingly, the physicians suspect that the general people refuse the COVID-

19 test in fear of stigma [181].  

Governments worldwide have initiated a free massive testing campaign to stop 

the spreading of this virus, and this campaign is costing them billions of dollars per day 

at the average rate of $23 per test [182]. Hence, easily accessible, quick, and affordable 

testing is essential to limit the spreading of the virus. The COVID-19 detection method, 

using human audio signals, can play an important role here.  

Researchers and clinicians have suggested using the recordings of speech, 

breathing, and cough sounds to detect various diseases. As mentioned in Chapter 2 that 

the speech samples can help clinicians to detect several diseases, including asthma, 

Alzheimer’s disease, Parkinson’s disease, depression, schizophrenia, autism, head or 

neck cancer, and emotional expressiveness of breast cancer patients. Among these 

diseases, respiratory diseases like asthma have some similarities to COVID-19. An 

extensive investigation on the detection of asthma using audio signal processing can be 

found in [24], [183]-[185]. These works show that asthma causes swollen and inflamed 

vocal folds, which do not vibrate appropriately during voice generation. Hence, the 

voice samples of asthma patients differ from that of healthy (i.e., control) patients. For 

example, it is shown in [24] that asthmatic subjects show longer pauses between speech 

segments, produce fewer syllables per breath, and spend a more significant percentage 

of time in voiceless ventilator activity than their healthy counterpart. 

Recently, researchers have been suggesting using cough sounds for the early 

detection of the COVID-19. However, there are still some challenges, as the cough is 

also a symptom of 30 other diseases [186]-[187]. Hence, it is very challenging to 

discriminate the cough sound of the COVID-19 patients from that of other patients. In 

[186], the authors considered three diseases: bronchitis, pertussis, and COVID-19. 

Investigation of 247 normal cough samples and 296 pathological samples was 

performed. The authors used a CNN to implement a binary classifier and a multiclass 

classifier. The binary classifier discriminates pathological cough sounds from normal 

cough sounds, and the multiclass classifier categorizes the pathologies into one of the 
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three pathology types. In a similar work [188], the authors considered bronchitis, 

bronchiolitis, and pertussis. They used a CNN to discriminate against these pathologies.  

Various human audio samples, namely, the sustained vowel ‘/a/’, counting (1-

20), breathing, and cough samples, have been used in [189]. The authors considered 

nine acoustic voice features: spectral contrast, MFCCs, spectral roll-off, spectral 

centroid, mean square energy, polynomial fit, zero-crossing rate, spectral bandwidth, 

and spectral flatness. They used a random forest (RF) algorithm to discriminate the 

COVID-19 samples from the control/healthy samples and achieved an accuracy of 

66.74%. 

   In [190] , the authors used large samples (5320 samples) selected from the MIT 

open voice COVID-19 cough dataset [191]. They extracted the MFCC features from 

the cough samples and classified them by using a CNN. The network consists of one 

Poisson biomarker layer and three pre-trained ResNet50s. The results showed that their 

proposed system achieved an accuracy of 97%.  

Cough and breathing sounds have also been used in [192]. In that work, the 

authors used eleven acoustic features: RMS energy, spectral centroid, roll-off 

frequencies, zero-crossing rate, MFCC, Δ-MFCC, ∆^2-MFCC, tempo, duration onsets, 

and period. In addition, they used VGGish (a pre-trained CNN from Google) to classify 

the samples into COVID-positive/non-COVID, COVID-positive with cough/non-

COVID with cough, and COVID-positive with cough/non-COVID asthma with cough. 

The proposed system achieved an accuracy of 80%, 82%, and 80% for the classification 

tasks mentioned above.  

In [193], the authors used Computational Paralinguistic Challenge 

(COMPARE) [194] features and extended Geneva Minimalistic Acoustic Parameter 

Set (eGeMAPS) [195] to discriminate the COVID-19 samples from the healthy 

samples. These features were extracted by using the OpenSMILE [196] tool kit. The 

voice samples were collected by using five sentences uttered by the patients. The 

authors classified the COVID-19 patients into three categories, namely, high, mild, and 

low. In that study, they used 260 samples, including 52 COVID-19 samples. The 

authors have used a SVM and achieved an accuracy of 69%.  

Three acoustic feature sets have been used in [197]. The first one was the 

COMPARE acoustic features, which were collected by using the OpenSMILE 

software. The second one was a combination of acoustic feature sets extracted by freely 

available software, PRAAT [52]  and LIBROSA [198]. The third one was an acoustic 
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feature set consisting of 1024 embedded features extracted by a deep CNN. The 

samples used in the investigation comprised of three vowels (i.e., ‘/a/’, ‘/s/’, and ‘/z/’), 

cough sounds, six symptomatic questions, and counting from 50 to 80. The authors 

have used the SVM with the RBF and RF as the classifiers. Experimental results 

showed an average accuracy of 80% in discriminating the COVID-19 positive patients 

from the COVID-19 negative patients based on the features extracted from the cough 

and vowel ‘/a/’ recordings. They also achieved even more accuracy (83%) by 

evaluating six symptomatic questions.  

In [199], the authors used voice features, namely cepstral peak prominence 

(CPP), HNR, first and second harmonic (H1H2), fundamental frequency and its 

variations (F0SD), Jitter, Shimmer, and maximum phonation time (MPT) to 

discriminate the voice samples of the COVID-19 patients from that of the healthy 

patients. The authors collected the sustained vowel sample ‘/a/’ from 70 healthy and 64 

COVID-19 patients of Persian speakers. They revealed significantly higher F0SD, 

Jitter, shimmer, H1H2, and voice break numbers in the COVID-19 patients than the 

control/healthy group.  

Vowels in ‘/ah/’, snoring consonants in ‘/z/’, cough sound, and counting 

samples from 50 to 80 have been used in [200]. The authors have used a RNN based 

expert classifier in work. The authors have used three techniques: pre-training, 

bootstrapping, and regularization to avoid the over-fitting problem of RNN. They also 

used the leave-one-speaker-out validation technique to achieve a recall of 78%. In a 

similar work [201], the authors used the RNN algorithm with long short-term memory 

(LSTM) to detect the COVID-19 patients. In that investigation, the authors used several 

features, including spectral centroid, spectral roll-off, zero-crossing-rate, MFCCs, and 

ΔMFCCs from the cough sound, breathing sound, and voice samples of the COVID-19 

patients. The authors used 60 healthy and 20 COVID-19 patients in the work. To 

improve accuracy, they removed the silence part from the samples using the PRAAT 

software. As a result, the authors achieved an accuracy of 98.2%, 97.0%, and 77.2% by 

using breathing, cough, and voice samples, respectively.  

In [202], the authors have used the MFCC features of cough, breathing, and 

voice sounds to discriminate the COVID-19 patients from the non-COVID-19 patients. 

The authors concluded that the MFCCs of cough and breathing sounds for the COVID-

19 patients and non-COVID-19 patients are similar. However, the MFCCs of voice 

sounds are very distinct between the COVID-19 and non-COVID-19 patients.  
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   A cloud computing and artificial intelligence-based early detection of the 

COVID-19 patients have been presented in [203]. The authors used three-voice 

features, namely, HNR, Jitter, and Shimmer. In addition, they used the RBF algorithm 

as a classifier. The authors suggested that the HNR, Jitter, and Shimmer can be used to 

differentiate between healthy and asthma patients. They also indicated that the same 

parameters can be used to discriminate between the healthy and COVID-19 patients.  

Recurrence quantification measures in the MFCCs have been introduced in 

[204] to detect the COVID-19 patients using sustained vowel ‘/ah/' and cough sounds. 

The authors have used several classifiers, namely, decision trees, SVM, kNN, RF, and 

XGBoost. Among these classifiers, they achieved the best results with the XGBoost 

classifier. That model achieved accuracies of 97% (with an F1 Score of 91%) and 99% 

(with an F1 Score of 89%) for coughs and sustained vowels, respectively.  

   In [205], the authors used crowdsourced cough audio samples that were 

acquired on a smartphone from around the world. They collected three acoustic 

features: MFCCs, Mel-frequency spectrum, and spectrogram from the cough sounds. 

The authors used an innovative ensemble classifier model (consisting of three 

networks) to discriminate the COVID-19 patients from the healthy patients. The highest 

accuracy achieved was 77.1%.  

       This work is a preliminary investigation of Artificial Intelligence’s (AI’s) 

capability to detect COVID-19 by using acoustic features. The proposed algorithm has 

been developed based on the available data which is limited. Rigorous testing of the 

algorithm is required with more data before deploying the algorithm in practice for 

COVID-19 pre-screening. The main contributions of this work are as follows: 

 To develop a novel COVID-19 detection algorithm based on signal 

processing and a DNN.  

 To compute the acoustic features and compare their uniqueness for the cough 

sound samples of control (i.e., healthy) and COVID-19 patients.  

 To form the feature vectors using three domains: time-domain, frequency-

domain, and mixed-domain, to investigate the efficacy of these feature 

vectors. 

 To achieve a high classification accuracy (compared to other related works) 

while avoiding an overwhelming computation burden on the system.  
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 To use a dropout strategy in the proposed algorithms to make the training 

process faster and to overcome the overfitting problem. 

 To provide a detailed performance analysis of the proposed system in terms 

of the confusion matrix, Accuracy, Precision, NPV, and F1-Score.  

5.2 Background  

The human voice generation system mainly consists of lungs, larynx, and articulators. 

Among them, the lungs are considered the power source of the voice generation system. 

Respiratory diseases prevent the lungs from working properly and hence, affect the 

human voice generation system. Respiratory diseases can be classified into two main 

classes, namely, (a) obstructive and (b) restrictive [206]. Obstructive lung diseases 

make the pulmonary airways narrow and affect a patient’s ability to expel air from the 

lungs completely. Hence, a significant amount of air remains in the lungs all the time. 

On the other hand, people suffering from restrictive lung diseases cannot fully expand 

their lungs to fill them with air. Hence, the lungs fail to fully expand. Some patients 

may suffer from a combination of both obstructive and restrictive respiratory diseases. 

Cough is the common symptom of obstructive, restrictive, and combined lung diseases. 

Hence, cough sounds are considered useful for detecting lung diseases caused by 

respiratory issues [207]. 

The COVID-19 is also considered a respiratory disease. Like other respiratory 

diseases, the COVID-19 can cause the lungs to fill with fluid and get inflamed. As a 

result, patients can suffer from breathing difficulty and need treatment at the hospital 

with severe onset. Untreated COVID-19 can progress and lead to acute respiratory 

distress syndrome (ARDS), a form of lung failure [208].  Although coughing is a 

common symptom of any respiratory illness, including the COVID-19, recent studies 

suggest that the COVID-19 cough is characterized by dry, persistent, and hoarse at the 

earliest stage of coronavirus infected patients. Hence, the cough sound samples of the 

COVID-19 patients differ from those of other patients suffering from some other 

respiratory diseases. Human cough samples contain three phases: explosive phase, 

intermediate phase, and voiced phase [209], as shown in Fig. 5.1. These phases 

represent the glottal airflow variation in the vocal cord, and they differ depending on 

the pathological conditions of the patients.  

Two segmented cough sound samples are randomly selected from the Virufy 

database [210] to investigate the differences between the cough sound samples of a 
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COVID-negative (i.e., healthy/control) subject and a COVID-positive patient. The 

cough samples of a healthy subject and a COVID-positive subject are shown in Fig. 

5.2. This figure demonstrates that the healthy sample is similar to the typical human 

cough signal presented in Fig. 5.1. However, the cough sound sample of the COVID-

19 patient varies significantly from the typical human cough sample. For example, both 

the intermediate and voiced phases are longer for the COVID-positive patient than for 

the healthy subject. 

Moreover, the signal amplitude during the voiced phase is higher for the 

COVID-positive patient than for the healthy subject. The amplitudes in the explosive 

phase also differ between these two cough sound samples, as depicted in Fig. 5.2. The 

differences mentioned above indicate that the cough sound can be used as a valuable 

tool to discriminate the COVID-positive patient from the healthy subject. The power 

spectral densities (PSD) of these two samples are plotted in Fig. 5.3.  It is observed in 

the figure that the healthy cough sound has prominent frequencies of continuous 

decreasing magnitudes. On the other hand, the COVID-positive cough sound samples 

do not contain very distinct frequencies. 

 

 

Figure 5.1 A typical cough sound signal phase [209]. 
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Figure 5.2 Comparison of the cough sounds for a healthy subject and COVID-19 

subjects collected from the Virufy database [210]. 

 
Figure 5.3. Comparison of the power spectral density (PSD) of the cough sounds for a 

healthy subject and a COVID-19 subject. 
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5.3 Models, Materials, and Methods 

The proposed system model is presented in Fig. 5.4. It consists of four major steps: pre-

processing, feature extraction, formation of feature vectors, and classification. The main 

functions of the pre-processing stage are audio segmentation and windowing. Afterward, the 

frames are formed. In the next step, the features are extracted from the framed samples. The 

extracted features are then grouped to form the feature vectors. Finally, the feature vectors are 

applied as the input to the classifier. The most crucial component of the proposed system is 

feature extraction (also called the data reduction procedure). It involves extracting features from 

the cough sound of interest. The main advantage of using features is that the analysis algorithm 

(i.e., classifier) needs to deal with small and transformed data compared to original voluminous 

cough sample data. 

In practice, acoustic features are extracted, and a feature vector is formed, representing 

the original data. However, the selection of features and the formation of the appropriate feature 

vector is an open issue for ongoing research in pattern recognition. In this investigation, 33 

acoustic features are considered to form three feature vectors. The acoustic features used in this 

work can be broadly classified into two major classes: time-domain and frequency-domain 

features. In this investigation, the cough sound samples are divided into small frames using a 

rectangular window, and the features are extracted from these frames. These features are 

explained in the following subsections. 

 
Figure 5. 4 The block diagram of the proposed algorithm. 
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5.3.1 The Time-domain Features  

In this investigation, we consider the following time-domain features: (i) short-term 

energy, (ii) zero-crossing rate, and (iii) entropy of energy [211]. The short-term energy 

of the 𝑖th frame is calculated by  

 

𝐸(𝑖) = ∑ |𝑥(𝑛)|ଶௐಽ
ୀଵ  ,                                                             (5.1) 

 

where, 𝑥  (𝑛) is the 𝑖th frame, with  𝑊 being the length of the frame. The energy 

expressed in (5.1) is normalized as 

 

 𝐸(𝑖) =
ா()

ௐಽ
=

∑ |௫()|మೈಽ
సభ

ௐಽ
 ,                                                   (5.2) 

 

The normalized energy content of the COVID-positive and healthy cough 

sounds is plotted in Fig. 5.5(a). This figure shows that the energy content of both 

samples are concentrated in a few frames, and they exhibit a high variation over 

successive frames. However, the energy content of the COVID-positive patient is much 

higher than that of the healthy subject. It indicates that the cough sample of the COVID-

positive patient contains weak phonemes and a short period of silence between two 

coughs. Hence, the energy content also varies rapidly between two successive frames.  

       The zero-crossing rate of a cough sound signal can be defined as the rate of sign 

changes of the movement over the frames. It is calculated by using the following 

equation 

 

𝑍(𝑖) =
ଵ

ଶௐಽ
∑ |𝑠𝑔𝑛[𝑥(𝑛)] − 𝑠𝑔𝑛[𝑥(𝑛 − 1)]|ௐಽ

ୀଵ ,                                                                    (5.3)  

 

where, 𝑠𝑔𝑛(•) is the sign function defined by s𝑔𝑛[𝑥(𝑛)] = 1, when 𝑥  (𝑛) ≥ 0 and 

s𝑔𝑛[𝑥(𝑛)] = −1, when 𝑥  (𝑛) < 0. The zero-crossing rate of the COVID-positive 

patient and the healthy subject are plotted in Fig. 5.5(b), which shows that the healthy 

cough sample has a more zero-crossing rate than that of the COVID-positive patient. 

Since the zero-crossing rate measures the noisiness of a signal, it exhibits a higher zero-

crossing rate for the unvoiced part of the cough sound sample and a lower zero-crossing 

rate for the voiced samples. As shown in Fig. 5.2, the voiced phase of the cough samples 
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for the COVID-positive patient is longer than that of the healthy subject. Hence, the 

zero-crossing rate is lower for the COVID-positive patient than for the healthy subject, 

as depicted in Fig. 5.5(b). The short-term entropy of energy can be interpreted as a 

measure of the abrupt changes in the energy level of an audio signal. To compute it, we 

first divide each short-term frame into 𝐾 sub-frames of fixed duration. Then, for each 

sub-frame, 𝑗, the energy is calculated by using (5.1) and divide it by the total energy, 

𝐸௦௧_
 of the short-term frame. Then, the sub-frame energy values, 𝑒,  for j =1,2, 

…, K, is computed as a sequence of probabilities and is defined as 

 

𝑒 =
ாೞೠ್_ೝೌೕ

ாೞೝ_ೝೌ

 ,                                                                                                 (5.4) 

 

where, 𝐸௦௧_
= ∑ 𝐸௦௨_ೖ


ୀଵ . At the final step, the entropy, 𝐻(𝑖), is 

calculated from the sequence 𝑒 by 

 

 𝐻(𝑖) = − ∑ 𝑒.𝑙𝑜𝑔ଶ൫𝑒൯
ୀଵ ,                                                                                                                  (5.5) 

 

The short-term entropy of energy for the COVID-positive patient and the 

healthy subject are plotted in Fig. 5.5(c). The short-term entropy of energy for the 

COVID-positive patient is greater than that of the healthy subject for most of the 

frames. Since the energy content of the COVID-positive patient varies more abruptly 

than that of the healthy subject, the energy entropy tends to be higher for the COVID-

positive patient after frame 20, as shown in Fig. 5.5(c).   

5.3.2 Frequency Domain Features  

The frequency-domain acoustic features are extracted from the DFT of a signal.  The 

DFT of a frame of audio signal can be expressed as  

 

𝑋(𝑘) = ∑ 𝑥 (𝑛)𝑒ି
మഏ

ಿ
ேିଵ

ୀଵ  ,                                                                                                             (5.6) 

 

where, 𝑁 is the size of the DFT, 𝑋(𝑘) is the value of the DFT coefficients, and 𝑘 =

1,2, . . . 𝑊. The spectral centroid dictates a noise-robust estimate of the dominant 

frequency for the cough sound signal that varies over time. It is also called the center 
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of gravity of the spectrum. The value of the spectral centroid,𝐶, of the 𝑖th audio frame 

is calculated by  

 

𝐶 =
∑ ()

ೈಽ
ೖసభ

∑ ()
ೈಽ
ೖసభ

   ,                                                                                                                     (5.7) 

 

The spectral centroids of the COVID-19 positive and the healthy person are 

shown in Fig. 5.6(a). It is shown in the figure that the spectral centroids of the cough 

sound for the healthy person are higher compared to those of the COVID-19 cough 

samples until approximately frame number 50. The highest value corresponds to the 

brightest sound practically. Usually, the existence of noise, silence, etc. signifies the 

lower values of the spectral centroid. This is noticeable for COVID-positive patient as 

opposed to the healthy person for the range mentioned above. From nearly 50-80 

frames, the COVID-positive patient exhibits higher values of the spectral centroid. 

After frame number 80, both the samples show insignificant spectral components. 

The spectral entropy is a measure of irregularities in the frequency domain. The 

spectral entropy features are computed from the STFT spectrum. Spectral entropy is 

widely used to detect the voiced regions of an acoustic signal. The flat distribution of 

silence or noise induces high entropy values. The spectral entropy is computed with the 

same method that follows to calculate the cough signal's energy entropy. First, the 

spectrum of the short-term frame is divided into 𝐿 sub-bands. The energy, 𝐸, of the 

𝑓th sub-band, where 𝑓 = 0,1,2, … , (𝐿 − 1), is normalized by the total spectral energy. 

The normalized energy is defined as 𝑛 =
ா

∑ ா
ಽషభ
సబ

, 𝑓 = 0,1,2, … , (𝐿 − 1). Finally, the 

entropy of the normalized spectral energy, 𝑛 , is computed by  

 

𝐻 = − ∑ 𝑛.𝑙𝑜𝑔ଶ൫𝑛൯ିଵ
ୀ  ,                                                                                   (5.8) 

 

The spectral entropies of the COVID-positive and the healthy person are shown 

in Fig. 5.6(b). This figure shows that the spectral entropy of the healthy person is higher 

than that of the COVID-positive patient for most of the frames. The reason is that the 

voiced part of the signal contains less spectral entropy than the unvoiced one.   
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Figure 5.5 The time-domain features (a) short time energy distribution, (b) short time 

zero-crossing rate, and (c) energy entropy. 

The spectral flux measures the spectral change between two successive frames. 

The spectral flux is computed as the squared difference between the normalized 

magnitudes of the spectra for the two subsequent short-term windows. It is defined by 
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𝐹𝑙(,ିଵ) = ∑ [𝐸𝑁 (𝑘) − 𝐸𝑁ିଵ(𝑘)]ଶௐಽ
ୀଵ ,                                                                                       (5.9) 

 

where,   𝐸𝑁(𝑘) =
()

∑ ()
ೈಽ
సభ

. The spectral fluxes of the cough sample for the COVID-

positive and the healthy person are plotted in Fig. 5.6(c). The magnitude of the spectral 

flux is higher for the healthy person compared to the COVID-positive patient for most 

frames. The reason is the more frequent local spectral changes in the healthy cough 

samples than in the COVID-positive ones. This indicates more rapid spectral alternation 

among phonemes in the healthy cough sample than in the COVID-positive patient. 

    The spectral roll-off is the frequency below which a certain percentage (usually 

around 90%) of the magnitude distribution of the spectrum is concentrated. Therefore, 

if the 𝑚th DFT coefficient corresponds to the spectral roll-off of the 𝑖th frame, then it 

satisfies the following equation 

 

∑ 𝑋(𝑘) = 𝐶 ∑ 𝑋(𝑘)
ௐಽ
ୀଵ


ୀଵ  ,                                                                                 (5.10) 

 

where, 𝐶 is the adopted percentage (user parameter). The spectral roll-off frequency is 

usually normalized by dividing it with 𝑊, so that it takes values between 0 and 1. The 

spectral roll-offs of the cough samples for the healthy person and the COVID-positive 

patient are shown in Fig. 5.7(a). It can be easily observed that the cough samples of the 

healthy person show a higher spectral roll-off value than that of the COVID-positive 

patient for most of the frames. It means that the cough sample of the healthy person has 

a wider spectrum compared to that of the COVID-positive patient. 

       The MFCCs are also used to form the feature vector. In this work, 13 MFCCs 

have been considered. The plots for the arbitrarily chosen 7th coefficient of the MFCCs 

for both the healthy cough samples and COVID-positive cough samples are shown in 

Fig. 5.7(b). It is shown in the figure that the magnitude of the 7th MFCC coefficient is 

higher for the COVID-positive cough sample compared to that of the healthy cough 

sound for most of the frames.  

The chroma vector used in this work is a 12-element representation of spectral 

energy. The chroma vector is computed by grouping the DFT coefficients of a short-

term window into 12 bins. Each bin represents the 12 equal-tempered pitch classes of 

semitone spacing. Also, each bin produces the mean of the log-magnitudes of the 

respective DFT coefficients defined by  
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𝑣 = ∑
()

ேೖ
∈ௌೖ

, k ϵ 0,…, 11,                                                                                (5.11) 

where, 𝑆  is a subset of the frequencies that correspond to the DFT coefficients and 𝑁  

is the cardinality of 𝑆. In the context of a short-term feature extraction procedure, the 

chroma vector 𝑣 is usually computed on a short frame basis. This results in a matrix 𝑉, 

with elements  𝑉,, where indices 𝑘 and 𝑖 represent pitch-class and frame-number, 

respectively. The chroma vector plots of the healthy and the COVID-positive cough 

samples are shown in Fig. 5.7(c).  It is shown that the chroma vector of the healthy 

person shows one dominant coefficient, and the rest of the coefficients are of small 

magnitudes. On the other hand, the chroma vector of the COVID-positive cough sample 

is nosier and does not have any dominant coefficient. In addition, the chroma vector of 

the cough sample for the COVID-positive patient does not contain any nonzero 

coefficient.  

The autocorrelation function for the 𝑖th frame is computed by 

 

𝑅(𝑚) = ∑ 𝑥(𝑛)𝑥(𝑛 − 𝑚)
ௐಽ
ୀଵ   ,                                                                          (5.12) 

 

Actually, 𝑅(𝑚) is the correlation of the 𝑖th frame with itself at time lag, 𝑚. Then the 

autocorrelation function is normalized as  

 

 г(𝑚) =
ோ()

ට∑ ௫()మ ∑ ௫(ି)మೈಽ
సభ

ೈಽ
సభ

,                                                                                                (5.13) 

Afterward, the maximum value of  г, i.e., the harmonic ratio is calculated as  

 

𝐻𝑅 = 𝑚𝑎𝑥{г(𝑚)},                                                                                                                              (5.14) 

 

where , 𝑇 ≤ 𝑚 ≤ 𝑇௫, 𝑇 and 𝑇௫ are the minimum and maximum allowable 

values of the fundamental period. Here, 𝑇௫ is often defined by the user, whereas 𝑇  
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Figure 5.6 The frequency-domain features (a) spectral centroid, (b) spectral entropy, 

and (c) spectral flux. 
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Figure 5.7 The frequency-domain features (a) spectral roll-off, (b) MFCC coefficient, 

(c) chroma vector, and (d) feature harmonics.                                 
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usually corresponds to the lag in time for which the first zero crossing of the г(𝑚) 

occurs. The plots for the harmonic ratio of the healthy and the COVID-positive patients 

are shown in Fig. 5.7(d). It is depicted in the figure that the harmonic ratio of the cough 

sample for the healthy person is higher for most of the frames. However, the harmonic 

ratio shows nonzero values for all analysis frames of the COVID-positive cough 

samples. On the other hand, the harmonic ratio of the healthy person has zero values 

for some of the analysis frames. 

In this work, the cough samples collected from the Virufy database [210] are used. 

The Virufy is a volunteer-run organization, which has built a global database to identify 

the COVID-19 patients using AI. The database contains both clinical data and 

crowdsourced data. The clinical data is accurate because it was collected and reprocessed 

at a hospital following a standard operating procedure (SOP). Qualified physicians 

monitored the whole process of data collection. The patients were confirmed as healthy 

persons (i.e., COVID-19 negative) and COVID-19 patients (i.e., COVID-positive) by 

using the PCR test, and the data was labeled accordingly. The database also contains the 

patients’ information, including age, gender, and medical history. Virufy provided 121 

segmented cough samples from these 16 patients. The Virufy database contains both the 

original cough audio recordings and the segmented version of the cough sounds. The 

segmented coughs were created by identifying the periods of relative silence in the 

recordings and separating cough samples based on those silences. The segments with no 

coughing or having too much background noise were removed. The crowdsourced data, 

maintained by Virufy, is diverse and donated by patients from multiple countries. This 

database is significantly increasing in volume over time as more people are contributing 

their cough samples. In this work, only the clinically collected cough samples are used as 

they are more authentic than crowdsourced data and, also, hence the segmented cough 

samples have been used in this work.     

    A DNN discriminates the COVID-19 cough sound samples from the healthy 

cough sound samples, as shown in Fig. 5.4. The DNN model presented in [152] is used 

and modified to implement our system. The DNN used in the network consists of three 

hidden layers. Each hidden layer consists of 20 nodes. 

      The network has 500 input nodes for the matrix input. It has only one output node 

as the decision is binary. The output node employs the SoftMax activation function, 

whereas the hidden nodes consist of the sigmoid function. One of the limitations of the 

DNN is that they are vulnerable to overfitting. This problem worsens as the network 
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includes more nodes. To solve the overfitting problem, a dropout algorithm is employed. 

This algorithm trains only some of the randomly selected nodes rather than all the entire 

network nodes. The dropout effectively prevents overfitting as it continuously alters the 

nodes and weights in the training process. In this work, a dropout ratio of 10% and 20% 

are used for the input and hidden layers, respectively. 

5.4 Simulation Results and Discussion  

The samples used in the work are distributed into three parts: 70% are for training the 

DNN, the remaining 30% into validation, and testing with a ratio of 2:1. Five-fold 

validation is used. The data samples and patient information are listed in Table 5.1. The 

proposed system's training, validation, and testing results with the three feature vectors 

are listed in Table 5.2.  

First, the time-domain feature vector is used that has three acoustic features, 

namely, zero-crossing rate, energy, and energy entropy. Then, the DNN (with five-fold 

cross-validation) is trained, and the system is tested with the time-domain feature 

vector. The results are shown in Table 5.2, with an average training accuracy of 100%, 

validation accuracy of 93.27%, and testing accuracy of 89.20%. The confusion matrix 

of the time-domain feature vector is provided in Table 5.3. Based on the data presented 

in Table 5.3, it can be concluded that the DNN can correctly detect the COVID-positive 

cough sound samples with an accuracy of 86.67% by using the time-domain features. 

On the other hand, it can detect healthy cough samples with an accuracy of 91.67%. 

Simulations are repeated by using the frequency-domain feature vector. As 

mentioned before, the features considered are spectral centroid, spectral entropy, 

spectral flux, spectral roll-offs, MFCCs, and chroma vector. The training, validation, 

and testing results are also listed in Table 5.2. The data shows that the DNN achieves 

training accuracy of 100%, validation accuracy of 98.50%, and testing accuracy of 

97.50% by using the frequency-domain feature vector. It can be concluded that the 

testing accuracy of the frequency-domain feature vector is higher than that of the time-

domain feature vector. The confusion matrix of the frequency-domain feature vector is 

presented in Table 5.4, which shows that the frequency-domain feature vector boosts 

the DNN’s ability to detect the COVID-positive cough sound samples with an accuracy 

of 95%. Moreover, the DNN can detect healthy samples with an accuracy of 100%. 

Both parameters are higher than those of the time-domain feature vector. 
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  Table 5.1 Data samples
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Table 5.2 Training and testing accuracy of the feature vectors 

Feature Vector Training 
Accuracy 

(%) 

Validation 
Accuracy 

(%) 

Testing 
Accuracy 

(%) 
Time-domain feature vector 100 93.27 89.20 

Frequency-domain feature vector 100 98.50 97.50 
Mixed feature vector 100 96.37 93.80 

 

Table 5.3 The confusion matrix of the time-domain feature vector 

                             Prediction (%) 
Actual Healthy COVID-19 
Healthy 91.67 (𝑆ି) 8.33 (𝐹𝑃𝐹) 
COVID-19 13.33 (𝐹𝑁𝐹) 86.67 (𝑆ା) 

 
 

Table 5.4 The confusion matrix of the frequency-domain feature vector 

                   Prediction (%) 
Actual Healthy COVID-19 

Healthy 100.00 (𝑆ି) 0.00 (𝐹𝑃𝐹) 
COVID-19 5.00 (𝐹𝑁𝐹) 95.00 (𝑆ା) 

 
       Lastly, time-domain and frequency-domain features are combined to form a mixed-

feature vector. The training, validation, and testing accuracies for the mixed feature vector 

are listed in Table 5.2. The achieved training, testing, and validation accuracies are 100%, 

96.37%, and 93.80%, respectively. The confusion matrix of the mixed-feature vector is 

presented in Table 5.5. The DNN can detect COVID-positive cough sound samples with 

an accuracy of 93.34%. On the other hand, it can detect the healthy cough sound samples 

with an accuracy of 94.17%. 

Table 5.5 The confusion matrix of the mixed feature vector 

                   Prediction (%) 
Actual Healthy COVID-19 

Healthy 94.17 (𝑆ି) 5.82 (𝐹𝑃𝐹) 
COVID-19 6.67 (𝐹𝑁𝐹) 93.34 (𝑆ା) 
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       The performances of the proposed system in terms of Accuracy, Precision, F1 

Score, and NPV for the time-domain feature vector, frequency-domain feature vector, and 

mixed domain feature vector are listed in Table 5.6. This table shows that the proposed 

system achieves the highest accuracy of 97.5% using the frequency-domain feature vector. 

On the other hand, the lowest accuracy of 89.2% is achieved using the time-domain feature 

vector. The other performance scores, including precision, F1 Score, and NPV, are the 

highest in the frequency-domain feature vector. 

Table 5.6 The performance comparison 

Measures Time-domain 
feature vector 

Frequency- domain 
feature  vector 

Mixed feature 
vector 

Accuracy 0.892 0.975 0.938 

Precision/ PPV 0.912 1.000 0.941 

F1 Score 0.889 0.974 0.937 

NPV 0.873 0.952 0.934 

 

          Cough is regarded as a natural defense mechanism of some respiratory disorders, 

including COVID-19. The human audible hearing range impaired existing subjective 

clinical approaches of cough sound analysis [212]. Exploration of noninvasive diagnostic 

approaches well above the audible frequency range (i.e., 48000 Hz) used for sample data 

can overcome this limitation demonstrated in this study. The non-stationary characteristics 

of cough sound impose additional challenges for signal processing-based approaches. Also, 

cough patterns show variability in human subjects under the same pathological state. The 

cough features that are closely tied to the intensity levels as in the time domain can have 

dissimilarity for the identical pathology. The cough sound is characterized by the 

fundamental frequency and significant harmonics when pathology is involved. The 

restriction of airways causes turbulence in the cough sound that constitutes the harmonics 

[209]. More realistically, a method that captures both time and frequency changes over the 

cough samples should associate the investigated respiratory disorder, i.e., COVID-19, with 

greater accuracy. The best diagnostic performance of the frequency-domain feature vector 
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in Table 5.6 justifies that the cough features distributed in the frequency domain should 

possess greater significance.    

     Finally, the performance of the proposed system is compared with other related 

works available in the literature, as listed in Table 5.7. The comparison table shows that 

the proposed system achieves a higher accuracy of 97.5% with the frequency-domain 

feature vector using the cough sound samples compared to [201]. The system achieves 

even higher accuracy with the time-domain and mixed-feature vector than the works 

published in [189], [192]-[193], and [213]. 

5.5 Research Applicability  

  Since the publicly available databases are restricted to COVID-positive and 

COVID-negative (i.e., healthy/control) cases, this study focuses on discriminating 

COVID-19 cough sound from the healthy cough sound.  However, the proposed algorithm 

can have the possibility to differentiate pathological cough sounds into distinct 

pulmonary/respiratory diseases, including COVID-19, asthma, bronchiectasis, etc. The 

pathophysiology and acoustic property of cough sounds can provide significant 

information in the frequency domain to characterize them for multi-classification purposes. 

Asthma causes the airways of the patient to be inflamed and narrower. On the other hand, 

bronchiectasis damages the airways and widens them abnormally. Few randomly selected 

cough sound samples of some respiratory disorders are investigated in [214]. The samples 

available in [215] are not sufficient to apply the proposed deep learning-based algorithm. 

One sample of asthma and bronchiectasis cough sound each is shown in Fig. 5.8 to 

demonstrate their uniqueness in the time domain. Bronchiectasis cough sound has longer 

cough sequences compared to asthma cough sound. Additionally, the bronchiectasis cough 

sound demonstrates more flow spikes than the asthmatic cough sound [209]. These flow 

spikes indicate more severe inflammation in bronchiectasis patients than in an asthmatic 

patient.  When comparing Fig. 5.2 and Fig. 5.8, it can be concluded that the explosive, 

intermediate, and voiced phases are very distinct in the COVID-19 cough sample; however, 

these phases are hardly visible in asthma and bronchiectasis cough sounds.   
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Table 5.7 The performance comparison with existing works 

Research Work Samples  Phonemes  Features 
Classifier  Accuracy 

 
N. Sharma 
[189] 
 
 
 
 
 

 
Healthy and 
COVID-  
positive: 941 
 
 
 
 

Cough, 
Breathing, 
Vowel, and 
Counting 
(1:20) 
 

Spectral contrast, MFCC, 
Spectral  roll-off, Spectral 
centroid, Mean square energy, 
Polynomial fit, zero-crossing 
rate, Spectral bandwidth, and 
Spectral flatness 

 
Random 
Forest 

 
66.74% 

C. Brown et al.  
[192]. 
 
 
 
 
 
 

 
 
COVID-positive: 
141 
Non-COVID: 298 
COVID-positive  
with Cough: 54 
Non-COVID with 
cough: 32 
Non-COVID 
asthma: 20 
 

Cough, and 
Breathing 
 
 
 
 
 
 

 
RMS energy, Spectral centroid, 
Roll-off frequencies, Zero-
crossing, MFCC, Δ-MFCC,∆ଶ 
MFCC, Duration Tempo Onsets, 
Period  
 
 
 
 

 
 
CNN 

 
 
80% 

J. Han [193] 
 
 
 
 
 

 
COVID-Positive: 
52 
Healthy: 208 
 
 
 
 

Voice 
 
 
 
 
 

 
Computational Paralinguistic 
Challenge (COMPARE) feature 
set, and Extended Geneva 
Minimalistic Acoustic Parameter 
Set (eGeMAPS) 
 
 

 
SVM 
 
 

 
69% 
 
 

 
A.Hassan  [201] 
 
 
 
 
 

 
COVID-Positive: 
20 
Healthy: 60 
 
 
 

Breathing, 
Cough, 
Voice 
 
 

Spectral centroid, 
Roll-off frequencies, 
Zero-crossing, 
MFCC, and 
Δ-MFCC 

 
RNN 

 
98.2% 
(Breathing) 
97% (Cough) 
88.2%(Voice) 

V. Espotovic 
[213] 
 

 
COVID-Positive: 
84 
COVID-
Negative: 1019 

Voice,  
Cough 
Breathing 

Wavelet 
 
 

 
Ensemble 
Boosted 

 
88.52% 

Proposed System  
(time- 
domain) 
 

 
COVID-
Positve:50 
Healthy: 50 
 
 

 
Cough 
 
 
 
 

Zero-crossing rate, energy, and 
energy entropy 
 
 

 
DNN 
 

 
89.2% 

 
Proposed System 
(Frequency-
domain) 
 

 
COVID-
Positve:50 
Healthy: 50 

Cough 
 
 
 

Spectral centroid, spectral 
entropy, spectral flux, spectral 
roll-offs, MFCC, and chroma 
vector 

 
DNN 

 
97.5% 

Proposed System   
(Mixed- feature) 
 
 

 
COVID-
Positve:50 
Healthy: 50 

Cough 
 
 
 

 
zero-crossing rate, energy, 
energy entropy, spectral 
centroid, spectral entropy, 
spectral flux, spectral roll-offs, 
MFCC, and chroma vector 

 
DNN 

 
93.8% 
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Figure 5.8 The cough sound samples of asthma and bronchiectasis.  

 

As demonstrated in this study, some of the frequency-domain features of COVID-

19, asthma, and bronchiectasis cough samples are plotted in Fig. 5.9 to show their 

uniqueness. The spectral entropy of the bronchiectasis sample is much higher for most of 

the frame compared to COVID-19 and asthma cough samples. The other features including 

spectral flux, MFCC, and feature harmonics are also non-identical for the mentioned three 

respiratory disorders. The distinct differences for the frequency domain features indicate 

that the proposed algorithm can also be applied to differentiate COVID-19 from asthma 

and bronchiectasis cough samples, provided a good number of datasets are available for 

each class. 

5.6 Conclusion 

In this Chapter, a DNN-based study for the early detection of COVID-19 patients has been 

presented using cough sound samples. The study proposed a system that extracts the 

acoustic features from the cough sound samples and forms three feature vectors.   
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Figure 5.9. The frequency domain features of (a) Spectral entropy, (b) Spectral flux, (c) 

MFCC coefficient (6th), and (d) Feature harmonics for COVID-19, asthma, and 

bronchiectasis cough samples. 
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A rigorous, in-depth investigation has been provided in this work to show that the 

cough sound samples can be a valuable tool to discriminate the COVID-19 patient from 

other healthy cough samples for preliminary assessment instead of using the RT-PCR test. 

In this work, it has been   shown that some acoustic features are unique in the cough sound 

samples of the COVID-19 patients and hence can be used by a classifier like DNN to 

discriminate them from the healthy cough sound samples successfully. However, there has   

always been an argument about selecting the appropriate acoustic features for the 

classifications. The major challenges are (a) to decide whether to use a single feature (like 

MFCC, spectrogram, etc.) or feature vector, (b) to select the appropriate combination of 

acoustic features to form the feature vector, and (c) to choose the appropriate domain (i.e., 

time-domain, frequency-domain, or both).  Three feature vectors have been investigated in 

this work to address this issue. It was shown and justified that the frequency-domain feature 

vector has provided the highest accuracy compared to the time-domain or mixed-domain 

feature vector. 

The performance of the proposed system has been compared with those of other 

existing state-of-the-art methods that are presented in the literature for the diagnosis of 

COVID-19. This accessible and noninvasive pre-diagnosis technique can enhance the 

screening of all COVID-positive cases, including asymptomatic and pre-symptomatic 

cases. Also, early diagnosis can help them to stay in touch with healthcare providers for a 

better prognosis to avoid the critical consequences of COVID-19.
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CHAPTER 6 

COCHLEAGRAM TO DETECT VOICE PATHOLOGY: AN AUDITORY 

PERCEPTUAL ANALYSIS 

This Chapter presents a deep learning-based, non-invasive technique to manifest and 

discriminate dysphonic voices through auditory perceptual analysis. The spectral images 

provide the dynamic characteristics of the voice signal in time and frequency domains. 

However, extracting the predominant spectral features from the voice samples by 

transforming them into suitable image forms is still challenging. This Chapter suggests 

employing cochleagram image to unveil the detailed spectral content of the voice samples 

and hence it can be considered a valuable tool to recognize dysphonic voice. Both sustained 

vowel (‘/a/’) and sentence voice samples are considered to include phonation, respiration, 

and resonance of the vocal characteristics. Treating male and female voice samples 

separately is also suggested to eliminate gender bias, as they have structurally different 

vocal tracts, pharynx, and oral cavities. Finally, a pre-trained CNN is used as a classifier to 

overcome the limitation of sparse data samples. The simulation results show that the 

cochleagram, coined with CNN, can achieve 85.00% and 100% accuracies in identifying 

dysphonic voices with a sustained vowel (‘/a/’) and sentence samples, respectively. The 

proposed algorithm can also detect psychogenic and spasmodic dysphonia with high 

accuracy (i.e., 100%). To demonstrate the robustness of the proposed algorithm, the 

performances are evaluated with some popular machine learning algorithms. Finally, the 

performance comparisons of the proposed algorithm with some of the other related works 

are also presented in this Chapter to show its effectiveness. 

6.1 Introduction  

 Automated voice pathology detection enables objective assessment and earlier diagnosis 

to assist clinicians with non-invasive diagnostics. One of the leading causes of voice 

pathology is the improper movement of vocal cords. The causes may include calluses and 

swelling on vocal cords, vocal cord paralysis, vocal cord shutting, and spasmodic 

dysphonia. This investigation addresses dysphonia, as it has been ranked by the American 

Speech-Language-Hearing Association (ASHA) as the most common voice pathology in 

the general population [140].  Generally, dysphonia refers to hoarse voices that occur 

suddenly or develop gradually. It may also change the pitch of the voice sound. Dysphonic 
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patients may produce rough, raspy, strained, weak, breathy, and gravelly voice sounds. 

They often complain of pain while speaking, singing, and projecting their voices. Inflamed 

vocal cords and other respiratory diseases may cause dysphonia [147]. Dysphonia is also 

correlated to a patient's psychological [216] and neurological [217] conditions.  Many 

classifier-based algorithms have been recommended in the literature to detect voice 

pathology with reasonably high accuracy. Among them, ANNs and DNNs have recently 

drawn considerable attention from researchers in this field. It is shown in [11]-[12], [92], 

[126], [158]-[159], and [218]  that deep learning algorithms can detect voice pathology 

with very high accuracy, provided appropriate voice features are excerpted.   

 This Chapter investigates a unique spectral feature called cochleagram [219]-[220] 

to identify dysphonic voices. Until now, cochleagram has not been used in pathological 

voice detection algorithms; however, it has been used in other applications that include the 

detection of acoustic events [221]-[222], audio surveillance [223], speech recognition 

[224], and speaker attitude detection [225]. The cochleagram is generated by an optimally 

designed gammatone filter bank. It uses a set of channels with distinct bandwidths 

mimicking the human cochlea. The bandwidths of these filters become increasingly more 

significant with higher frequencies. This exciting property assists the cochelagram in 

extracting more detailed spectral information in the voice samples compared to other 

popular spectral images like spectrogram and Mel-spectrogram.  

     Both vowels (‘/a/’) and sentence samples have been considered in this work. As 

stated earlier, a speaker can maintain a steady frequency and amplitude at a comfortable 

level during vowel sound generation. The vowel sound is an indicator of the phonation 

activity of the voice. On the other hand, sentence samples contain articulatory and other 

linguistic confounds that help diagnose the voice disorder due to neurogenic and other 

medical conditions. The significant contributions of this Chapter are as follows: 

 Developing a novel pathological voice detection algorithm based on signal 

processing and a deep learning approach. 

 Optimizing gammatone filters to extract the detailed spectral content of the audio 

signals.  

 Computing the predominant audio spectral features and embedding them into 

cochleagram image form.  
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 Achieving a high classification accuracy by using a transfer learning approach, thus 

eliminating the limitation of sparse pathological data samples.  

 Providing a detailed performance analysis of the proposed system in terms of the 

accuracy, precision, recall, F1 Score, negative predictive value (NPV), specificity, 

false negative rate (FNR), false detection rate (FDR), geometric mean (G-mean), 

and area under the curve (AUC). 

 Optimizing the system performance with vowels (‘/a/’) and sentence samples for 

male and female patients to avoid gender biases.  

 Verifying the achieved results with that of some popular machine learning 

algorithms.  

 Applying the proposed algorithm to detect psychogenic and spasmodic dysphonia.  

 Comparing the performances of the proposed algorithm with that of other related 

published works.  

6.2 Materials and Methods 

It is imperative to select suitable voice samples to ensure high accuracy in voice pathology 

detection. Existing pathological voice detection algorithms use voice samples that contain 

sustained vowel sounds, sentences, counting numbers, and running speeches. This 

investigation considers control (i.e., healthy) and dysphonic vowel ‘/a/’ and sentence 

samples from the SVD database [133]. Both vowel (with high tone) and sentence samples 

are considered as they have their own pros and cons. The sustained phonation of the vowel 

‘/a/’ with a high tone is considered a lax vowel. The speaker can maintain a steady 

frequency and amplitude at a comfortable level [172] during the generation of this vowel. 

The vowel samples' limitation is that they only contain the voiced part. Primarily, vowel 

samples are used for vocal fold-related pathologies. In this work, the sentence speech 

samples “\Guten Morgen, wie geht es Ihnen?” (“Good morning, how are you?") have also 

been considered. The main advantage of these speech samples is that they contain both 

voiced and unvoiced components. Moreover, these samples contain articulatory and other 

linguistic confounds that often do not exist with the vowel samples. Fig. 6.1 shows the 

temporal plots for normal (i.e., healthy) and dysphonic vowel samples that are randomly 

collected from the SVD database. It is shown in the figure that the dysphonic voice sample 
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suffers from irregular distortion in both magnitude and phase compared to that of the 

healthy samples. Figure 6.2 shows the plot for normal (i.e., healthy) and dysphonic 

sentence samples from the SVD database as well. This figure shows that the dysphonic 

voice sample shows a more extended unvoiced phase compared to that of a healthy sample, 

in addition to irregular amplitude and phase variation.   

                

(a) Healthy sample 

 
(b) Dysphonic sample 

Figure 6.1. The (a) healthy and (b) dysphonic vowel (‘/a/’) samples. 
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(a) Healthy sample 

 
 

(b) Dysphonic sample 

Figure 6.2. The (a) healthy and (b) dysphonic speech samples of “\Guten Morgen, wie 

geht es Ihnen?\” (“Good morning, how are you?") 

6.2.1 Male and Female Voice Samples 

In this investigation, male and female voice samples are treated separately for the following 

reasons. The voice generation systems for males and females are structurally different 

[226]-[228]. For example, male and female larynges vary in size, vocal fold membranous 

length, the elasticity of vocal fold tissues, and pre-phonatory glottal shapes [226]-[228]. 

The anterior-posterior dimension of cartilage is approximately 20% longer, and the 

membranous vocal fold length is 60% longer in males [227], as shown in Fig. 6.3.  The 

membranous vocal fold lengths of males and females also grow at a different rate [228]. 
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For example, the membranous length of a male grows at a rate of 0.7 mm/year up to 20 

years (approximately). On the other hand, the same grows at a rate of 0.4 mm/year for 

females. However, the membrane growth remains constant just after 20 years. When the 

larynx is fully developed, the vocal fold achieves a membranous length of about 10 mm 

and 16 mm for females and males, respectively. In  [228], a relationship was driven 

between mean speaking fundamental frequency, 𝐹 and membranous vocal fold length, 

𝐿. This relation is defined as 𝐹 =
ଵ


, where 𝐿 is in mm. This formula predicts a 

fundamental frequency, 𝐹 = 170 Hz at 𝐿=10 mm for the adult female membranous 

length. The fundamental frequency is 106 Hz for the adult male membranous length of 16 

mm. It is also shown in the same work that the female voice could be 25% more efficient 

than the male voice due to higher 𝐹. The authors concluded that a female's higher-pitched 

voice would appear more susceptible to tissue damage than a lower-pitched voice of a male. 

Considering the above issues, the proposed algorithm is trained and tested with the male 

and female voice samples separately to provide an unbiased classification accuracy.           

6.2.2 The Cochleagram 

The cochleagram is an auditory image form that was initially developed to analyze sounds 

and music. Recently, it has been considered a more useful spectral image than traditional 

spectrogram and Mel-spectrogram. It has attracted researchers to implement various 

applications, including sound classification, voice recognition, voice activity detection, 

speaker attitude detection, and emotion detection. For example, the cochleagram has been 

used in [221] to classify 50 sound classes. In a similar work [222], the authors have used 

pseudo-color cochleagram images of sound signals for acoustic event recognition. It has 

also been used in an audio surveillance application [223]. To identify electronically 

disguised voices, a modified version of cochleagram has also been used [229]. A speech 

recognition system using deep CNN and cochleagram has been proposed in [224]. It is 

shown in [230] that the cocheagram can be used to detect a speaker’s attitude too. 

Cochleagram has also been used in voice activity detection algorithms [231]-[233]. Multi-

layer perceptron (MLP) and cochleagram have been used in [234]  to detect vowels in 

natural language processing. A speaker identification algorithm under noisy conditions has 

been proposed in [235]. Cross-linguistic speech emotion detection is performed in [236]. 
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Emotional data from English, Lithuanian, German, Spanish, Serbian, and Polish have been 

investigated in that work.  

 

   

                    

(a) Sagittal view 
 

 

(b) Horizontal section 
 

Figure 6. 3   Comparison of the larynx; (a) sagittal view and (b) horizontal section for males 

and females voices [227].  

The cochleagram is produced by a gammatone filter bank. This filter bank performs 

spectral analysis and converts an acoustic wave into a multichannel representation that 

mimics the basilar membrane motion of the human cochlea. The impulse response, ℎ(𝑡) of 

a gammatone filter, is defined by  
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ℎ(𝑡) = 𝑐𝑡ିଵ𝑒ିଶగ௧𝑐𝑜𝑠(2𝜋𝑓𝑡 + 𝜑)𝑢(𝑡),                                                                                (6.1) 

where 𝑐  is a constant, 𝑛 is the filter order, 𝑏 is the temporal decay coefficient, 𝑓 is the 

carrier frequency, 𝜑 is the carrier phase, and 𝑢(𝑡) is a unit step function. The filter order 𝑛 

controls the relative shape of the filter, which becomes less skewed as 𝑛 increases. The 

carrier phase, 𝜑 determines the relative position of the envelope. The parameter 𝑏 

determines the duration of the impulse response and hence determines the bandwidth of 

the gammatone filter. The Fourier transform of  ℎ(𝑡) is given by 𝐻(𝑓) and can be expressed 

as 

𝐻(𝑓) =


ଶ
(𝑛 − 1)! (2𝜋𝑏)ି ቂ𝑒ఝ ቀ1 + 𝑗

(ିబ)


ቁ

ି
ቃ +



ଶ
(𝑛 − 1)! (2𝜋𝑏)ି ቂ𝑒ିఝ ቀ1 + 𝑗

(ାబ)


ቁ

ି
ቃ.             (6.2) 

A complete derivation of the 𝐻(𝑓) can be found in [237]. This work uses a filter with order 

4 for the following reasons. The gammatone filter with order 4 is very similar to that of the 

𝑟𝑜𝑒𝑥 function [238]-[239], and it represents the magnitude response of the human auditory 

filter [240]. An essential parameter of the gammatone filter is  
బ


. The selection of   

బ


> 8, 

makes the bandwidth proportional to 𝑏 and becomes independent of  𝑓   [237]. In this 

work,  
బ


= 9  is selected. A filter bank consisting of 32 gammatone filters (with orders, 

𝑛 = 4 and  
బ


= 9), is used in this investigation. The magnitude spectrum of the gammatone 

filter bank used is shown in Fig. 6.4. The gain of the gammatone filters is adjusted 

according to the work presented in [241].  

    After filtering the voice signal with the gammatone filter, the energy in the 

windowed signal for each frequency component is added as follows: 𝐶(𝑚, 𝑛) =

∑ {|𝑥ො(𝑚, 𝑖)𝑤(𝑖)|}ଶேିଵ
ୀ ,  where 𝑚 = 1,2, … . , 𝑀, 𝑥ො(𝑚, 𝑖) is the gammatone filtered signal, 

𝑤[𝑖] is the 𝑖th window, 𝐶(𝑚, 𝑛) is the 𝑚th harmonic corresponding to the center frequency, 

𝑓 for the  𝑛𝑡ℎ frame, and 𝑀 is the number of gammatone filters. The steps used to 

generate the cochleagram are shown in detail as Algorithm 1. The graphical representation 

of the cochleagram image for healthy and dysphonic patient produced by the proposed 

algorithm are shown in Figs. 6.5-6.6 for vowel and sentence samples, respectively. The 

cochealgram of the healthy vowel sample shows that the prominent frequencies range 
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between 12.5 and 17.5 Hz (marked by the red colour). On the other hand, the significant 

frequencies are scattered in the different bands of frequencies for dysphonic voice. For 

example, the dominant frequencies are in the range of 7.5-11 Hz (marked by the red colour) 

for the dysphonic voice. In addition, some significant frequencies are concentrated in the 

13-15 Hz (marked by red and yellow colour) range. The cochleagrams of healthy and 

dysphonic speech samples also demonstrate differences in spectral contents, as shown in 

Fig. 6.6. 

 

 

 

Figure 6.4. The spectrum of the Gammatone filter bank.  

The cochleagram images of dysphonic and healthy voice samples are applied to the 

input of a CNN for classification purposes. The CNNs have been widely used in image 

classification tasks because of their flexible nature. The CNN, introduced in [242], shows 

its capability to recognize the patterns in an image irrespective of their orientation. One of 

the major limitations of the deep CNN models is that they deal with significant parameters 
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and hence require a special GPU to handle them. In addition, the CNN models require a 

large dataset for training. However, the publicly available voice databases (including the 

SVD database) provide a limited dataset for healthy, especially for pathological samples. 

To overcome this limitation, a transfer learning approach is adopted in this work. In this 

approach, the learned weights of pre-trained CNN models are used for identifying the 

lower-level features, and consequently, the network is trained to learn the upper-level 

features from the given data.    

         

(a) Healthy sample 

                      

(b) Dysphonic sample 
Figure 6.5 The (a) healthy and (b) dysphonic cochleagram images for vowel (‘/a/’) samples. 
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Algorithm 1 : Generating the cochleagram of voice signals 
  1:   Set the lowest value of the frequency  𝐟𝐦𝐢𝐧 = 𝟓𝟎;      
  2:   Set the highest value of the frequency  𝐟𝐦𝐚𝐱 = 𝟒𝟎𝟎; 
  3:   Set the sampling frequency rate 𝐅𝐬 = 𝟓𝟎𝟎𝟎𝟎; 
  4:   𝐍 ⃪  𝟖;           /* specify the filter order */ 
  5:   𝐋  ⃪ 𝟐𝟎𝟒𝟖;     /* specify the filter length */ 
  6:   𝐂 ⃪𝟑𝟐;           /* specify the number of channels */   
  7:   ∅  ⃪ 𝟎;           /* specify the phase */   
        /* calculate the lowest value of the equivalent rectangular bandwidth */ 

  9.  𝐄𝐑𝐁𝐦𝐢𝐧 = 𝟐𝟏. 𝟒 ቂ𝐥𝐨𝐠𝟏𝟎 ቄ
𝟒.𝟑𝟕𝐟𝐦𝐢𝐧

𝟏𝟎𝟎𝟎
+ 𝟏ቅቃ   

       /* calculate the maximum value of the equivalent rectangular bandwidth */ 

       𝐄𝐑𝐁𝐦𝐚𝐱 = 𝟐𝟏. 𝟒 ቂ𝐥𝐨𝐠𝟏𝟎 ቄ
𝟒.𝟑𝟕𝐟𝐦𝐚𝐱

𝟏𝟎𝟎
+ 𝟏ቅቃ    

10:  /* calculate the equivalent rectangular channel bandwidth */   

       𝐄𝐑𝐁𝐢 =
𝐄𝐑𝐁𝐦𝐚𝐱ି𝐄𝐑𝐁𝐦𝐢𝐧

𝐂
  

      /* compute the center frequencies of each filter */ 

11:  𝐟𝐜,𝐢 =
𝟏𝟎𝟎ቆ𝟏𝟎

𝑬𝑹𝑩𝒊
𝟐𝟏.𝟒 ି𝟏ቇ

𝟒.𝟑𝟕
 

      /* calculate the filter decay rate */  

12:  𝐛 =
𝟏𝟏𝟎𝐟𝐜𝐢

𝟏𝟎𝟎𝟎
+ 𝟐𝟓. 𝟏𝟔  

     /* specify the gammtone filters impulse response */ 

13:  𝐡𝐢(𝐭) = 𝐜𝐭𝐧ି𝟏𝐞ି𝟐𝛑𝐛𝐭𝐜𝐨𝐬(𝟐𝛑𝐟𝐜𝐢𝐭 + 𝛗)𝐮(𝐭) 
15:  Adjust gain adjustment of the filter transfer function depending on the loudness level 
16.  Set the path to the directory and read the voice samples 
       /* Count the number of files and store it */ 
17:  𝐍 ⃪𝐂𝐨𝐮𝐧𝐭  
18:  𝐢⃪𝟏 
19:  while  𝐢 ≤ 𝐍 do 
20:          Load the voice sample file and store the data into a variable, 𝐗 
               /* convert X into vector */ 

               𝐕ሬሬ⃗  ⃪ 𝐗  

22:          Filter the vectored sound signal,𝐕ሬሬ⃗   by the gammatone filter bank 

23:          Store the filter output into a variable, 𝐘ሬሬ⃗  

24:          Divide  vector 𝐕ሬሬ⃗   into frames, �⃗� 
25:          Calculate the energy of each frame, 𝐄 
26:          Convert 𝐄 into image form and plot on a time-frequency scale 
27:  end while 
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(a) Healthy sample 

 

(b) Dysphonic sample 

Figure 6.6. The (a) healthy and (b) dysphonic cochleagram images for speech samples. 

A pre-trained deep CNN network model called VGG16 [243] is used for this 

investigation. The VGG16 is already trained on large datasets (i.e., 20,000 categories of 

images) and is available as pre-packaged with the Keras. The VGG16 used in this work 

consists of a stack of convolutional layers followed by three fully connected layers. The 

proposed system model is shown in Fig. 6.7. The first two fully connected networks have 

4096 channels each. The final layer is the Softmax layer. All hidden layers are equipped 
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with the activation function, ReLU. There are 134,268,738 parameters in the network. 

Among those parameters, 8194 parameters are trained, and the other 134,260,544 

parameters are left untrained. The rescaled version of the RGB images of cochleagrams 

with a fixed size of 224 × 224 is applied to the input of convolutional layer one. These 

images are then passed through the rest of the convolutional layers, where the filters are 

used with a very small receptive field. Spatial pooling is carried out by five max-pooling 

layers. The max-pooling is performed over a 2 × 2 pixel window with stride 2. During 

training, the learned weights from these pre-trained models are used by freezing the model's 

upper layers, and the lower fully connected layers are trained on the cochleagram images. 

The detailed classification steps are explained in Algorithm 2. In this work, image 

classification and predictions are performed in Google Colaboratory (also called Colab) 

with Python 3 Google Compute Engine. The audio file processing and feature extraction 

(to generate cochleagram) algorithm were implemented in MATLAB 2020. 

     

 

Figure 6.7. The System model employing VGG16.  
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Algorithm 2:  Steps to classify the voice samples 
1:   Load images for training, I 
2:   Load images for testing, T 
3:   Rescale the images to (224, 224, 3) 
4:   Normalize the pixel values of the images between 0 and 1 
5:   Load the pre-trained VGG16 model 
6:   Freeze the base network 
7:   Flatten the network 
8:   Add two dense network layers on top of the base network 
9:   Extract the feature map, 𝑭 from the training images, 𝑻 using pre-trained VGG16 
10:  Split the images, 𝑰 into training and validation set in the ratio of 7:3 
11.  Set the epoch, 𝑵 
11.  Set the counter i 
12.  do while 𝒊 < 𝑵 
11:      Select the initial hyper parameter values (e.g., learning rate, batch size, etc) 
12:      Train the classifier using the training dataset 
13:      The validation set is used to evaluate VGG16 performance during the training phase 
14:   end  
15:  Choose the best candidate typical with a minimum validation error rate   
16:  Generate prediction scores, P based on testing samples 
17:  Use predict the score, 𝑷 to classify samples as healthy or dysphonic 
18:  Through utilizing the test samples, the best-trained model is identified  
 

6.3 Simulation Results 

The proposed algorithm classifies the voice samples into healthy and dysphonic. 

Classification decisions for pathological voices are justified in the context of medical 

diagnosis and statistical measures of accuracy and validity. The performances of the 

proposed system are evaluated with the commonly accepted measures of accuracy, 

precision, recall, F1 Score, NPV, and specificity. Additionally, false-negative rate (FNR), 

false discovery rate (FDR), and geometric mean (G-mean), as described in the following 

equations (6.3)-(6.5) are also evaluated in terms of TP, TN, FP, and FN. 

False Negative Rate (FNR) is the proportion of incorrectly classified observations per true 

class. It is expressed as  

FNR = FN/(FN + TP)                                                                                                                                 (6.3) 

False Discovery Rate (FDR) is the proportion of incorrectly classified observations per 

predicted class. For pathological sample, it is expressed as  
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FDR = FP/(FP + TP)                                                                                                                                 (6.4) 

The geometric mean (G-mean) metric is calculated as the geometric mean of the sensitivity 

and specificity metrics. It is defined by  

G⎼mean = ඥSensitivity × Specificity                                                                                        (6.5) 

The performance of the proposed algorithm is investigated using a cochleagram of 

100 healthy voice samples and 100 dysphonic voice samples for both sustained vowel 

(‘/a/’) and phrase/sentences, respectively. The hyperparameters are adjusted to maximize 

the training accuracy. A list of these hyperparameters and their optimum values is provided 

in Table 6.1. The performances of the system in terms of the evaluation parameters, namely 

TP, TN, FP, and FN, are listed in Table 6.2. The table shows that the highest TP (90) and 

TN (100) were achieved with the female phrase samples for dysphonic voices.  

           The performance metrics in terms of accuracy, precision, recall, F1-Score, NPV, 

specificity, FNR, FDR, G-mean, and AUC are listed in Table 6.3. This table shows that the 

highest accuracy of 95% is achieved with the cochleagram of female phrase samples. The 

precision and specificity are both 100% for the same voice samples. The other performance 

parameters, recall, F1 Score, NPV, G-mean, FNR, FDR, and AUC, are also best for female 

phrase samples to identify dysphonic voices.  

 

Table 6.1 The best trained VGG16 model parameters 

Hyperparameters 
Optimization method RMSprop 

Training mode auto 
Patience (early 

stopping) 
10 

Dropout 25% 
Batch size 10 

Learning rate 0.0001 
Epoch 30 

Minimum detectable 
loss 

0.00001 

Learning reduction 
rate 

0.1 
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Table 6.2 Performance parameters for dysphonic voice with VGG16 

Gender Phoneme TP TN FP FN 
Female vowel 80 90 10 20 

 phrase 90 100 0 10 
Male vowel 75 87.5 12.5 25 

 phrase 75 75 25 25 
 

 

Table 6.3 Performances of VGG16 for dysphonic voice detection 

Measures Cochleagram 

Female Male 
Vowel Phrase Vowel Phrase 

Accuracy (%) 85.00 95.00 81.25 75.00 
Precision/PPV (%) 88.89 100.00 85.71 75.00 
Recall/Sn/TPR (%) 80.00 90.00 75.00 75.00 
F1 Score (%)  84.21 94.74 80.00 75.00 
NPV (%) 81.82 90.91 77.78 75.00 
Specificity/TNR (%) 90.00 100.00 87.50 75.00 
FNR (%) 20.00 10.00 25.00 25.00 
FDR (%) 11.11 0.00 14.29 25.00 
G-mean (%) 84.85 94.87 81.01 75.00 
AUC 0.85 1 0.81 0.75 

 

The proposed algorithm achieves accuracies of 81.25% and 75% with the vowel 

and phrase samples, respectively, for male subjects. The performance measures in terms of 

precision, recall, F1Score, NPV, specificity, FNR, FDR, G-mean, and AUC are all better 

for vowel samples in comparison with the phrase for male subjects, as observed in Table 

6.3. Based on the observation mentioned above, it can be concluded that female voice 

pathology is more accessible to detect than its male counterpart. It supports that female 

patients are more susceptible to voice pathology than male voices due to having higher 

fundamental frequency; hence, voice pathologies are more accessible to detect in females 

than in males. The simulation results also concluded that the phrase voice samples contain 

more articulatory and other linguistic confounds compared to vowel samples and hence are 

more helpful in detecting dysphonic voices for female patients.   

The proposed algorithm is also tested on the phrase samples of males and females 

suffering from psychogenic dysphonia [216]. Psychogenic dysphonia refers to voice 

pathology without the sufficient structural or neurological disorder. This pathology has 

been correlated to psychological processes, including anxiety, depression, conversion 
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reaction, and personality disorder. The results in terms of performance measures are 

presented in Table 6.4. This table shows that the proposed algorithm can detect 

psychogenic dysphonia with very high accuracy. The achieved accuracies are 100% with 

the female phrase samples and 80% with the male phrase samples.  

 

Table 6.4 Performances of VGG16 for detection of  

psychogenic dysphonia with phrase samples 

Measures Cochleagram 

Female Male 

Accuracy (%) 100.00 80.00 
Precision/PPV (%) 100.00 80.00 
Recall/Sn/TPR 100.00 80.00 
F1 Score (%) 100.00 80.00 
NPV (%) 100.00 80.00 
Specificity/TNR 100.00 80.00 
FNR (%) 0.00 20.00 
FDR (%) 0.00 20.00 
G-mean 1 0.8 
AUC 1 0.8 

      

In this work, the classification measures are experimented with phrase voice 

samples of spasmodic dysphonia also. This pathology is caused by abnormal functioning 

in an area of the brain called the basal ganglia [217]. The main function of the basal ganglia 

is to coordinate the movements of muscles throughout the body. Recent research has found 

abnormalities in other regions of the brain associated with a particular type of voice 

pathology called spasmodic dysphonia. This area of the brain includes the cerebral cortex 

that controls commands to muscles and coordinates these commands with incoming 

sensory information. The experimental results with the cochleagram of the spasmodic 

dysphonia samples are presented in Table 6.5. This table shows that the proposed algorithm 

can detect spasmodic dysphonia with 100% and 70% accuracy in the female and male 

samples, respectively.  The precision, recall, F1 Score, NPV, specificity, and G-meal are 

100% for the female samples. On the other hand, these values are 66.67%, 80%, 72.73%, 

75%, 60%, and 69.28%, respectively, for the male phrase samples. The FNR and FDR are 

both 0% for female spasmodic dysphonic phrase samples. The same measures are 20% and 
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33.33% for male spasmodic samples, respectively. The AUCs are 1.0 and 0.7 for female 

and male samples respectively. Again, a similar conclusion can be made here: the female 

voice samples provide much better performance metrics than their male counterparts, even 

for spasmodic dysphonia.      

Table 6.5 Performances of VGG16 for  

detection of spasmodic dysphonia with phrase samples 

Measures Cochleagram 

Female Male 

Accuracy (%) 100.00 70.00 
Precision/PPV (%) 100.00 66.67 
Recall/Sn/TPR 100.00 80.00 
F1 Score (%) 100.00 72.73 
NPV (%) 100.00 75.00 
Specificity/TNR 100.00 60.00 
FNR (%) 0.00 20.00 
FDR (%) 0.00 33.33 
G-mean 1 0.7 
AUC 1 0.7 

 

To validate the results achieved with the pre-trained VGG16 model, the 

experimental simulations are repeated with the Statistics and Machine Learning (SML) 

Toolbox of MATLAB 2020 using cochleagram images of the same voice samples. In this 

investigation, several machine learning algorithms have been considered. The results are 

presented in Table 6.6. The best performance metrics for the female dysphonic samples are 

achieved with the quadratic SVM using phrase dysphonic voice samples. The data 

presented in this table depicts similar conclusions that were achieved with the VGG16. For 

example, the best accuracy of 81.8% is achieved with the phrase voice samples for female 

subjects. The other performance parameters, namely, precision, recall, F1 Score, NPV, 

specificity, FNR, FDR, and G-mean are 80.00%, 87.80%, 83.72%, 84.38%, 75.00%, 

12.20%, 20.00%, and 81.15%, respectively. These values are better compared to other 

investigated machine learning algorithms, but the specificity. The highest specificity of 

77.78% is achieved with the ensemble subspace discrimination algorithm with vowel 

samples.  
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The machine learning algorithms are also used for the classifications of male voice 

samples. Most of the best performances can be achieved with the ensemble subspace kNN 

for the phrase voice samples. The highest accuracy, recall, F1-score, NPV, AUC, and G-

mean are achieved with this classifier. All the measures are shown in Table 6.8. All the 

performance measures are better for female phrase samples as compared with male phrase 

samples, as visualized in Tables 6.6-6.7. 

 

Table 6.6 Performances of machine learning algorithms for detection of female 

dysphonic voice 

Parameters 

 

 

Medium 

Gaussian 

SVM 

Quadratic 

SVM 

 

Ensemble 

subspace 

discriminant 

Ensemble 

subspace 

discriminant 

Ensemble 

subspace 

kNN 

Cosine 

kNN 

 

 vowel  phrase vowel phrase vowel phrase 

Accuracy (%) 74.40 81.80 74.40 76.60 73.30 70.10 

Precision (%) 73.91 80.00 76.19 50.85 74.42 68.75 

Recall/Sn/ 

TPR (%) 

75.56 87.80 71.11 73.17 71.11 80.49 

F1 Score (%) 74.73 83.72 73.56 60.00 72.73 74.16 

NPV (%) 75.00 84.38 72.92 38.89 72.34 72.41 

Specificity/ 

TNR (%) 

73.33 75.00 77.78 19.44 75.56 58.33 

FNR (%) 24.44 12.20 28.89 26.83 28.89 19.51 

FDR (%) 26.09 20.00 23.81 49.15 25.58 27.59 

G-mean 0.7444 0.8115 0.7437 0.3772 0.7330 0.6852 

AUC 0.79 0.86 0.78 0.79 0.79 0.78 

 

Male psychogenic and spasmodic dysphonia can be detected using machine 

learning algorithms. The best results are achieved with linear discriminant algorithms. All 

the performance metrics are shown in Table 6.8.  
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Table 6.7 Performances of machine learning algorithms for the detection of male 

dysphonic voice 

Parameters 
 
 

Linear 
SVM 

 
 

Linear 
SVM 

 

Ensemble 
subspace 

discrimination 

Ensemble 
subspace 

kNN 

Weighted 
kNN 

 

Fine 
kNN 

 
 

 vowel phrase vowel phrase vowel phrase 

Accuracy (%) 67.10 70.30 65.90 71.60 62.20 70.30 

Precision (%) 68.42 72.73 67.57 70.00 60.42 72.73 

Recall/Sn/TPR (%) 63.41 64.86 60.98 75.68 70.73 64.86 

F1 Score (%) 65.82 68.57 64.10 72.73 65.17 68.57 

NPV (%) 65.91 68.29 64.44 73.53 64.71 68.29 

Specificity/TNR (%) 70.73 75.68 70.73 67.57 53.66 75.68 

FNR (%) 36.59 35.14 39.02 24.32 29.27 35.14 

FDR (%) 31.58 27.27 32.43 30.00 39.58 27.27 

G-mean 0.6697 0.7006 0.6567 0.7151 0.6161 0.7006 

AUC 0.7 0.73 0.73 0.73 0.61 0.7 

 

Table 6.8 Performances of machine learning algorithms for male psychogenic and 

spasmodic dysphonia 

Parameters Linear 
Discriminant 
(Psychogenic) 

Linear 
Discriminant 
(Spasmodic) 

 Phrase Phrase 
Accuracy (%) 70.00 77.50 
Precision (%) 80.00 76.19 

Recall/Sn/TPR (%) 53.33 80.00 
F1 Score (%) 64.00 78.05 

NPV (%) 65.00 78.95 
Specificity/TNR 

(%) 
86.67 75.00 

FNR (%) 46.67 20.00 
FDR (%) 20.00 23.81 
G-mean 0.6799 0.7746 

AUC 0.7 0.78 
 

The performances of the machine learning algorithms for detecting psychogenic 

and spasmodic dysphonia are presented in Table 6.9 for female samples. The data presented 

in Table 6.9 shows that machine learning algorithms, including medium Gaussian SVM, 
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cubic SVM, quadratic SVM, and ensemble bagged trees, provide the maximum accuracy 

of 100%, which is much higher than that of the male phrase samples (Table 6.8). These 

results also confirm the 100% accuracy obtained by the VGG16 pre-trained network. 

Finally, the performance of the proposed model is compared with that of some other 

approaches in the literature for the diagnosis of dysphonia, and the comparison is listed in 

Table 6.10.  The comparison shows that the proposed system achieves an accuracy of 100% 

with the female speech samples, which is higher than that of the works presented in [244]- 

[247]. This algorithm also can identify dysphonic female voices from vowels (‘/a/’) 

samples but with a lower accuracy (i.e., 85%). However, the accuracy is higher than the 

algorithm presented in [247]. This accuracy is also very close to the accuracy provided by 

the work presented in [245]. This table also shows that the proposed algorithm can detect 

psychogenic and spasmodic dysphonia. These pathologies are hard to identify by 

traditional invasive methods as they are neurogenic. However, the results show that the 

proposed algorithm can detect them for female samples with an accuracy of 100%, which 

is also higher than the accuracies provided by the algorithms presented in [244]-[247]. 

6.4 Conclusion 

This Chapter has proposed a robust, non-invasive, and automated voice pathology 

detection system to detect dysphonia pathology. The proposed system has been optimized 

for sustained vowel (‘/a/’) and speech samples. Most of the works in literatue considered 

vowel samples. Also, very few investigations were established with speech samples. The 

proposed system has achieved an accuracy of 100% for speech samples. The achieved 

higher accuracy for the speech sample is well justified, as speech includes phonation, 

articulation, and prosody of voice. In clinical settings, the diagnosis of voice pathology is 

limited either through perceptual judgment or objective invasive assessment. Dysphonia is 

a perceptual quality of voice that indicates some negative changes have occurred in the 

voice generation system. The presented perceptual analysis through signal processing and 

a deep learning-based approach can be a promising tool for the diagnosis of voice disorder. 

In practice, the perceptual analysis is costly in time and involves human resources. The 

proposed automated system can correlate the clinical findings and monitor the treatment 

progress for dysphonic voice. Also, the extracted predominant spectral feature i.e. 

cochleagram is promising to quantify the healthy and dysphonic voice. This system 
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overcomes the computational burden with a pre-trained VGG16 network using a transfer 

learning approach. The limitation of a small dataset for dysphonic samples has been 

eliminated in this method. 

Table 6.9 Performances of machine learning algorithms for female psychogenic and 

spasmodic dysphonia 

Female Psychogenic Dysphonia 

Parameters Medium 
Gaussian 

SVM 

Cubic 
SVM 

Quadratic 
SVM 

Ensemble 
Bagged 
Trees 

 vowel vowel vowel vowel 
Accuracy (%) 100.00 100.00 100.00 100.00 
Precision (%) 100.00 100.00 100.00 100.00 

Recall/Sn/TPR (%) 100.00 100.00 100.00 100.00 
F1 Score (%) 100.00 100.00 100.00 100.00 

NPV (%) 100.00 100.00 100.00 100.00 
Specificity/TNR 

(%) 
100.00 100.00 100.00 100.00 

FNR (%) 0.00 0.00 0.00 0.00 
FDR (%) 0.00 0.00 0.00 0.00 
G-mean 1 1 1 1 

AUC 1 1 1 1 
Female Spasmodic Dysphonia 

Parameters Linear 
discriminant 

Linear 
SVM 

Logistic 
regression 

Cosine 
kNN 

 vowel vowel vowel vowel 
Accuracy (%) 100.00 100.00 100.00 100.00 
Precision (%) 100.00 100.00 100.00 100.00 

Recall/Sn/TPR (%) 100.00 100.00 100.00 100.00 
F1 Score (%) 100.00 100.00 100.00 100.00 

NPV (%) 100.00 100.00 100.00 100.00 
Specificity/TNR 

(%) 
100.00 100.00 100.00 100.00 

FNR (%) 0.00 0.00 0.00 0.00 
FDR (%) 0.00 0.00 0.00 0.00 
G-mean 1 1 1 1 

AUC 1 1 1 1 
 

In this work, it was also demonstrated that the proposed algorithm could detect 

dysphonic voices that are related to neurogenic conditions. Psychogenic dysphonia and 

spasmodic dysphonia are examples of such types of voice diseases. The results have shown 

that the proposed algorithm can detect these two pathologies in female patients with an 

accuracy of 100%, provided phrase samples are used.  



6. Cochleagram to detect voice pathology: an auditory perceptual analysis 

149 
 

Table 6.10 Performance comparisons of the proposed system with other related works 

Research works Phonemes Pathological 
Condition 

Features Tools Accuracy 
 

Little, A.M.  
[244] 

Sustained 
vowel 

Dysphonia Pitch Period 
Entropy 
(PPE) 

Kernel SVM 91.40% 

Zuzana 
Dankoviˇcová  
[245] 
 

vowels /a/, 
/i/, and /u/ 

Dysphonia shimmer, 
jitter, MFCC, 
spectral roll-
off, spectral 
flux, etc 

SVM, 
random 
forests 
classifier 
(RFC),  kNN 

86.20% 

Shanshan Yang 
[246] 
 

Sustained 
vowel  

Dysphonia F0, MDVP: 
Jitter (%), 
DFA, and 
Spread2 

MAP 91.80% 

João Paulo 
Teixeiraa [248] 

vowel ‘/a/’ Dysphonia Jitter, 
shimmer, 
HNR 

ANN Female: 
100% 
Male: 90% 

L. Verde  [247] Sustained 
vowel ‘/a/’ 

Dysphonia F0, jitter, 
shimmer, and 
HNR 

Tree 
regression 

82.60% 

 
Proposed 
Method 

Sustained 
vowel: ‘/a/’ 
 

Dysphonia Cochleagram VGG16, 
Machine 
learning 

Female: 
85% 
Male:  
81.25% 

Phrase/ 
Sentence:  
“\Good 
morning, 
How are 
you?\” 

Dysphonia  Cochleagram  VGG16, 
Machine 
learning 

Female : 
95%             
Male:  75% 
 

 Phrase/ 
Sentence:  
“\Good 
morning, 
How are 
you?\” 

Psychogenic 
Dysphonia  

Cochleagram  VGG16, 
Machine 
learning 

Female: 
100%             
Male:   
70% 
 

 Phrase/ 
Sentence:  
“\Good 
morning, 
How are 
you?\” 

Spasmodic 
Dysphonia  

Cochleagram  VGG16, 
Machine 
learning 

Female: 
100%             
Male:   
77.5% 
 

 

 

Some popular machine learning algorithms have also been experimented to verify 

the accuracy achieved by the proposed algorithm. The detection accuracy achieved with 
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these machine learning algorithms also conforms to the similar pattern obtained by the 

proposed algorithm. These machine learning algorithms also provided higher accuracy in 

detecting pathology in female samples compared to male samples. In addition, these 

machine learning algorithms also achieved higher accuracy with the phrase samples 

compared to vowel samples.   

The proposed system could be extended to evaluate other voice disorders in the 

future. The proposed algorithm can also be extended to detect the progression levels of 

dysphonic patients. Also, investigations of classification network performances with other 

transfer learning-based approaches are left as future work.
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CHAPTER 7 

CONCLUSIONS AND FUTURE WORKS  

7.1 Conclusions 

Objective and noninvasive assessment techniques for voice disorder detection were 

addressed in this dissertation, considering four strategies. Comprehensive survey work on 

voice disability detection algorithms has also been provided in Chapter 2. The first part of 

this Chapter presented background information, including causes of voice disability, 

current procedures and practices, voice features, and classifiers. Graphical analyses have 

been presented from experimental simulations of a healthy, and an ASD child’s voice 

signal to describe discriminative voice features. The issues and challenges related to the 

selection of voice features and classifier algorithms have been addressed at the end of that 

Chapter.  

The successful detection of physiologic and neurologic voice pathologies depends 

on selecting appropriate voice samples (vowel/sentence) that correlate with the clinical 

aspects as demonstrated in this research. Also, choosing proper voice signals: speech or 

EGG, to identify and classify pathological voices is crucial, manifested in this dissertation. 

An algorithm was developed in Chapter 3 to diagnose and classify three major vocal fold 

pathologies: dysphonia, laryngitis, and vocal fold cysts from sustained vowel (‘/a/’) 

samples of both speech and EGG signals. The merit of the designed CNN-based algorithm 

is that it can process raw speech and EGG samples to preserve pathological information 

within the dataset. Binary detection accuracy (healthy voice/diseased) is excellent with 

speech signals. The multi-classification performance strongly depends on pathology 

attributes, as revealed in this study. The EGG signal that can adequately mimic the 

vibratory pattern of vocal folds exhibits better performance for categorizing vocal fold 

diseases. The designed algorithm can work with small datasets, thus reducing computation 

burden, and is clinically viable. 

A novel voice pathology detection model was developed considering the biological 

process of speech perception in Chapter 4. A gamatone filterbank is designed following 

the signal processing steps of the cochlear implant model to extract discriminative 

information from speech (sentence) samples of healthy and laryngeal voice disorder 

patients. The critical center frequencies of those filters were selected to mimic the human 
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cochlear vibration patterns caused by audio signals. The superiority of the designed model 

with the conventional approach is that it eliminates the need for feature extraction from the 

speech samples. The performance matrix has shown significant improvement considering 

optimized gammatone filterbank instead of conventional bandpass filters (about 1.1% 

improvement in F1 Scores). The additional advantages of the gammatone filters as 

mentioned are that they (a) provide an appropriate "pseudo-resonant" frequency transfer 

function, (b) demonstrate a simple impulse response, and (c) support efficient hardware 

implementation [25]. 

A respiratory disease detection algorithm considering COVID-19 and healthy 

coughing sound samples was implemented to aid noninvasive diagnostics in Chapter 5. 

Predominant acoustic feature vectors in three domains: time, frequency, and mixed, are 

extracted from coughing sounds to design this model. The significant accuracy (97.5%) 

has been achieved with a feature vector in the frequency domain and the design of a DNN 

algorithm with a dropout strategy. This system can work as an alternative to painful PCR 

tests for preliminary assessment of COVID-19. Also, this noninvasive technique can 

prevent contact tracing or the spreading of the disease. 

The fourth pathological voice detection algorithm was designed considering an 

auditory perceptual analysis of voice signals in Chapter 6. Cochleagrams were generated 

from healthy and dysphonic voice samples. Using a transfer learning approach, this 

proposed system overcomes the computational burden with a pre-trained VGG16 network. 

The limitation of a small dataset for dysphonic voice samples was eliminated in this 

method. The proposed approach was optimized for both sustained vowel (‘/a/’) and speech 

samples. The male and female voices were treated separately to develop this algorithm as 

they have physiological differences in their voice generation systems. The highest accuracy 

achieved with the proposed system is 100% for speech samples of female voices.   

7.2 Future works and research applicability 

Multimodal approaches based on the integration of clinical, neurophysiological, 

neuropsychological, and imaging measures to promote the current comprehension of the 

pathological voice are essential.  Methodological advancement to consider nonlinear 

dynamicity of speech samples is necessary. The objective assessment of the human voice 

through spectral analysis and artificial intelligence would open new opportunities for the 



Conclusions and future works 

153 
 

 

understanding and follow-up of neurologic voice disorders in line with telemedicine 

approaches. As a future work, more focus can be given to identify the other neurological 

and respiratory diseases that strongly correlate with the voice generation system's 

impairment. Processing the voice samples of the alcoholic anonymous group, having the 

highest risk of cancer in the head and neck region, can be investigated to identify signature 

changes of voice at the early stage of the disease. Thus, minimizing the risk of spreading 

the disease through early diagnostics. The objective and noninvasive voice signal 

evaluation of pre- and post-operative patients with established vocal issues can be assessed 

to understand the state of recovery. The aspirated voice analysis of laryngeal cancer 

patients can objectively correlate the stages of cancer. Ninety percent (90%) of lung cancer 

patients’ voice is dysphonic; identification of the prevalence of dysphonia can be a 

biomarker for early diagnosis of lung cancer.  
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APPENDICES  

Appendix (A) 

The Gammtone Filters and Their Properties 

 

The impulse response of the gammatone filter is given by: 

h(t) = ct୬ିଵeିଶୠ୲cos(2πft + φ)u(t), (A1) 

Assume that the carrier component is denoted by: 

c(t) = cos(2πft + φ). (A2) 

Additionally, assume that the gammatone distribution function is defined by: 

r(t) = t୬ିଵeିଶୠ୲u(t). (A3) 

Hence, the impulse response of the gammatone filter can be expressed as: 

h(t) = c. c(t)r(t), (A4) 

We can write: 

   H(f) = c. [C(f) ∗ R(f)]. (A5) 

where C(f) is the Fourier transform of c(t), R(f) is the Fourier transform of r(t), and H(f) 

is the Fourier transform of h(t).  

By using the Fourier transform of known functions along with Fourier transform 

properties [63], we can express the Fourier transform of r(t) as: 

R(f) =
(୬ିଵ)!

(ଶୠା୨ଶ)
,    (A6) 

Alternatively, the Fourier transform of r(t) can also be expressed as: 

R(f) = (n − 1)! (2πb)ି୬ ቀ1 + j


ୠ
ቁ

ି୬

. (A7) 

Now, the Fourier transform of the carrier signal, 𝑐(𝑡), can be expressed as: 

C(f) =
1

2
e୨δ(f − f) +

1

2
eି୨δ(f − f). (A8) 

Substituting the Fourier transform of the c(t) and r(t) in Equation (A5), we can 

determine the expression of H(f) as: 
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H(f) = c. (n − 1)! (2πb)ି୬ ൬1 + j
f

b
൰

ି୬

∗ 
1

2
e୨δ(f − f) +

1

2
eି୨δ(f + f)൨, 

(A9) 

This expression can be further simplified as: 

H(f) = c. (n − 1)! (2πb)ି୬ ቈ
1

2
e୨ ൬1 + j

f − f

b
൰

ି୬



+ c. (n − 1)! (2πb)ି୬ ቈ
1

2
eି୨ ൬1 + j

f + f

b
൰

ି୬

. 

  (A10) 
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Appendix (B) 

Equivalent Rectangular Bandwidth of Gammatone Filters 

 

By definition, the equivalent rectangular bandwidth of a filter, Hୖ [176], is defined as: 

Hୖ =
∫ |H(f)|ଶdf

ାஶ

ିஶ

2|H(f)|ଶ
, (B1) 

where |H(f)|ଶ is the maximum value of the power spectrum, which occurs at ±f. By 

using the Parseval’s theorem, we can write: 

න |H(f)|ଶdf
ାஶ

ିஶ

= න |h(t)|ଶdt
ାஶ

ିஶ

. (B2) 

Hence, the equivalent rectangular bandwidth can be expressed as: 

Hୖ =
∫ |h(t)|ଶdt

ାஶ

ିஶ

2|H(f)|ଶ
, (B3) 

Let us assume, hෘ(t) = |h(t)|ଶ; hence, the equivalent rectangular bandwidth can be 

simplified as: 

Hୖ =
∫ hෘ(t)dt

ାஶ

ିஶ

2|H(f)|ଶ
, (B4) 

From the definition of the Fourier transform of hෘ(t), we can write:  

Hෙ(f) = න hෘ(t)eି୨ଶ୲dt
ାஶ

ିஶ

, (B5) 

We can find the D.C. component of Hෙ(f) by substituting f = 0 in Equation (B5) as: 

Hෙ(0) = න hෘ(t)dt
ାஶ

ିஶ

. (B6) 

Hence, Equation (B4) can be written as: 

Hୖ =
Hෙ(0)

2|H(f)|ଶ
, (B7) 

Now, using Equation (A4), we can find the expression of hෘ(t) as:  

hෘ(t) = [c. r(t)c(t)]ଶ, 

    = cଶrଶ(t)cଶ(t),                                                                                                                             
(B8) 

         = cଶrු(t)cු(t). (B9) 
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                         where  rු(t) = rଶ(t) 

       = tଶ୬ିଶeିସୠ୲u(t). (B10) 

   c(t) = cଶ(t), 

             = cosଶ(2πft + φ). 
(B11) 

By taking Fourier transform of both sides of Equation (B9), we can write: 

Hෙ(f) = cଶ. ൣRෙ(f) ∗ Cෘ(f)൧.   (B12) 

where Rෙ(f) is the Fourier transform of rු(t), and Cෘ(f) is the Fourier transform of cු(t). 

Now, we need to find the Fourier transform of rු(t) and cු(t). The Fourier transform of 

rු(t) can be found as: 

Rෙ(f) = (2n − 2)! (4πb)ି(ଶ୬ିଵ) 1 + j
f

2b
൨

ି(ଶ୬ିଵ)

. (B13) 

The Fourier transform of cු(t) can be expressed as: 

Cෘ(f) = ቂ
ଵ

ଶ
δ(f) +

ଵ

ସ
e୨ଶδ(f − 2f) +

ଵ

ସ
eି୨δ(f + 2f)ቃ. (B14) 

Finally, substituting Rෙ(f) and Cෘ(f) in Equation (B12), we find the expression of Hෙ(f) as: 

Hෙ(f) = cଶ(2n − 2)! (4πb)ି(ଶ୬ିଵ) 1 + j
f

2b
൨

ି(ଶ୬ିଵ)

∗ 
1

2
δ(f) +

1

4
e୨ଶδ(f − 2f) +

1

4
eି୨δ(f + 2f)൨, 

(B15) 

We can further simplify Equation (B15) as: 

Hෙ(f) = cଶ. (2n − 2)! (4πb)ି(ଶ୬ିଵ) ൝
1

2
൬1 + j

f

2b
൰൨

ି(ଶ୬ିଵ)

+
1

4
e୨ଶ ቈ1 + j

(f − 2f)

2b


ି(ଶ୬ିଵ)

+  
1

4
eି୨ଶ ቈ1 + j

(f + 2f)

2b


ି(ଶ୬ିଵ)

ൡ, 

(B16) 

By substituting f = 0 in Equation (B16), we can find the expression of Hෙ(0) as: 

 



Appendices                                                                                        
 

188 
 

 

 Hෙ (0) = cଶ(2n − 2)! (4πb)ି(ଶ୬ିଵ) ቊ
1

2
+

1

4
e୨ଶ 1 − j

f

b
൨

ି(ଶ୬ିଵ)

+
1

4
eି୨ଶ 1 + j

f

b
൨

ି(ଶ୬ିଵ)

ቋ. 
(B17)    

 

Now, we need to find H(f) to substitute in Equation (B4). The expression H(f) can be 

obtained by replacing f with f in Equation (A10) as: 

H(f) = c(n − 1)! (2πb)ି୬ ቈ
1

2
e୨ ൬1 + j

f − f

b
൰

ି୬

 + 

c(n − 1)! (2πb)ି୬ ቂeି୨ ቀ1 + j
బାబ

ୠ
ቁ

ି୬

ቃ,                                                                   (B18) 

     = c(n − 1)! (2πb)ି୬ ቂ
ଵ

ଶ
e୨ቃ + c(n − 1)! (2πb)ି୬ ቂeି୨ ቀ1 + j

ଶబ

ୠ
ቁ

ି୬

ቃ. 

 

 

Substituting H ̌(0) and |H(f_0)| in Equation (B7), we can find the final expression of the H_ERB as:  

  

Hୖ =
ୡమ(ଶ୬ିଶ)!(ସୠ)ష(మషభ)ቊ

భ

మ
ା

భ

ర
ୣౠమಞቂଵି୨

బ
ౘ

ቃ
ష(మషభ)

ା
భ

ర
ୣషౠమಞቂଵା୨

బ
ౘ

ቃ
ష(మషభ)

ቋ

ଶฬୡ(୬ିଵ)!(ଶୠ)షቂ
భ

మ
ୣౠಞቃାୡ(୬ିଵ)!(ଶୠ)షୣషౠಞቀଵା୨

మబ
ౘ

ቁ
ష

൨ฬ
మ .                         (B19)  

 

The plot for the  Hୖ with varying f/b is shown in Figure B1. This figure shows that 

the Hୖ varies with the f/b for  

1 < f/b < 3. However, the Hୖ becomes independent of f/b when it becomes greater 

than 3. 
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Figure B1. The variation of Hୖ with f/b. The figure shows that for f/b > 3, the 

Hୖ becomes independent of f/b. 
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