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ABSTRACT

The primary psychoactive component of marijuana is ∆-9-tetrahydrocannabinol

(THC). There has been a significant increase in motor vehicle accidents and work-

place mishaps due to the misuse of marijuana, often leading to intoxication impacting

societies worldwide. Civil bodies and organizations continue to rely on conventional

marijuana intoxication detection techniques to battle such problems. They often em-

ploy techniques such as field sobriety tests, breath analyzer tests, blood tests and

DRUID. These tests for detecting cannabis use have demonstrated a range of limita-

tions. Consequently, the emphasis is directed toward developing a machine learning-

based solution that can reliably and instantaneously determine whether a person is

under the influence of marijuana.

Developing a machine-learning solution for marijuana detection requires exten-

sive, credible data for training, and the scarcity of such data shows the need for

improved data generation and classification methods. Recent work addresses the is-

sue of data availability by sourcing images of marijuana-intoxicated individuals from

YouTube and Google searches. Sourced images were used to train MobileNet, SVM,

Decision Tree and Random Forest classifier, which detects the presence of marijuana.

However, the recent work must incorporate current state-of-the-art neural classifica-

tion models and deep learning-based image augmentation techniques. This research

implements StlyeGAN3, a state-of-the-art model for image generation, to proliferate

the dataset of screenshots of faces of marijuana-intoxicated individuals sourced from

the internet. Additionally, ResNet-50, InceptionV3 and VGG-16 classifiers were used

to detect marijuana intoxication. VGG-16 classifiers outperformed other classifiers

and achieved an accuracy of 94.66%, precision of 96.84%, recall of 89.32%, and an

F1-score of 92.92%, surpassing recent work.
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CHAPTER 1

Introduction

1.1 What is Marijuana and its uses?

Cannabis, also referred to as marijuana, is a psychoactive substance derived from the

cannabis plant [2]. The principal psychoactive compound found in cannabis is ∆-9-

tetrahydrocannabinol (THC), which is just one of the 483 known constituents within

the plant. Among these constituents are at least 65 other cannabinoids, including

cannabidiol (CBD). Cannabis is employed for both recreational and medicinal pur-

poses. Its legality varies among over 40 countries, with potential divergent effects on

physical and mental well-being.

• Recreational Usage: The majority of cannabis products are derived from

the flowers and leaves of the cannabis plant, and their THC potency can vary

significantly based on the production process. The various forms of marijuana

are fresh or dried leaves, cannabis oil, chemically concentrated extracts, edibles,

tinctures and creams. The range of THC potency across these various forms

is quite extensive, spanning from up to 3% in cannabis oil to as high as 90%

in chemically concentrated extracts. This substantial variability carries impli-

cations for consumers, medical practitioners, and regulatory bodies alike, as it

underscores the potential for a wide spectrum of psychoactive effects associated

with different products.

• Medical Applications: Cannabis-based medicine has demonstrated potential

utility in specific medical conditions. As indicated in a study by Azcarate et

1



1. INTRODUCTION

al. [8], prevalent medical motives for marijuana use encompass anxiety (49%),

insomnia (47%), chronic pain (42%), and depression (39%). Additionally, indi-

viduals reported using cannabis for purposes such as mood stabilization, arthri-

tis, migraines, post-traumatic stress disorder (PTSD), alleviating cancer symp-

toms, enhancing libido, managing glaucoma, mitigating seizures/epilepsy, ad-

dressing multiple sclerosis, and dealing with HIV/AIDS. Notably, the study

found gender-specific variations, with women more likely than men to employ

marijuana for managing PTSD, insomnia, anxiety, and migraines. In contrast,

men demonstrated a greater propensity for its use in mood stabilization.

1.2 Impact on the Human Body

The effects of marijuana on the human body can be both positive [2], such as pain

relief and relaxation, and harmful, including lung irritation and impaired memory.

These effects can vary based on factors such as the amount, method, and frequency

of use, as well as an individual’s sensitivity and tolerance. In this section, we will

explore the impact of marijuana on both the brain and other parts of the body, which

might lead to potential costs and harms associated with its misuse [14].

• Marijuana’s Impact on the Brain: Marijuana’s active component, THC,

interacts with brain cell receptors that are responsive to natural THC-like chem-

icals, integral to normal brain development and function. The overstimulation

of these receptors by marijuana leads to the signature high, along with various

short-term and long-term effects. The short-term effects of its consumption

induce alterations in sensory and time perception, mood swings, cognitive and

motor skill impairments, and, at high doses, hallucinations and increased psy-

chosis risk [2]. These effects are intensified with the regular use of high-potency

marijuana. Long-term consumption could start during adolescence, leading to

impaired thinking, memory, and learning due to alterations in brain connec-

tivity. A study revealed a notable decline in IQ points in individuals with

persistent marijuana use from their teens, with incomplete recovery even after

2



1. INTRODUCTION

cessation [39] [2]. Additionally, research implies that observed declines in IQ

may be attributed to shared familial influences such as genetics and family en-

vironment [24]. Ongoing research and longitudinal studies like the Adolescent

Brain Cognitive Development (ABCD) study aim to offer deeper insights into

marijuana’s long-term effects on the developing brain.

• Marijuana’s Effect on the Body: The smoke from marijuana irritates the

lungs, leading to symptoms similar to those seen in tobacco smokers. Frequent

marijuana smokers may experience daily cough, increased production of phlegm,

a higher risk of lung infections, and more frequent lung illnesses [2]. Marijuana

use can elevate heart rate for up to three hours after smoking. This effect

may increase the risk of a heart attack, particularly in older individuals and

those with preexisting heart conditions [2]. Using marijuana during pregnancy

is associated with lower birth weight and an increased risk of both brain and

behavioural problems in babies. Marijuana use during pregnancy can affect

specific developing parts of the fetus’s brain. Children exposed to marijuana

in the womb face an elevated risk of attention, memory, and problem-solving

difficulties compared to unexposed children. Recent research also suggests that

moderate amounts of THC can be excreted into the breast milk of nursing

mothers [2], potentially affecting the developing brain of the baby. Additionally,

there is an increased risk of preterm births. Regular, long-term marijuana

use can lead to a condition known as Cannabinoid Hyperemesis Syndrome [2],

characterized by recurring cycles of severe nausea, vomiting, and dehydration,

sometimes requiring emergency medical attention.

1.3 Impact of Cannabis on the economy

A report published in 2023 by the Canadian Centre on Substance Use and Addiction

(CCSA) undertook an extensive analysis of the costs and detrimental effects associ-

ated with substance use in Canada from 2007 to 2020 [14]. This comprehensive report

provides insights into the economic and societal implications of cannabis consumption

3



1. INTRODUCTION

and compares it to other substances, including alcohol, tobacco, cocaine, and opioids.

The analysis encompasses various facets such as productivity, healthcare, criminal

justice, and other direct expenses. These include costs related to federal funding

for research and prevention initiatives, fire-related damage, motor vehicle accidents

attributed to substance use, workplace drug testing, social assistance, employee as-

sistance programs, and workers’ compensation.

The findings from this report [14] indicate that in 2020, cannabis contributed to

4.9% of the total costs associated with substance use in Canada, amounting to CAD

2.4$ billion. In contrast, alcohol constituted 40.1% of the total expenses, equaling

CAD 19.7$ billion, while tobacco represented 22.7% of the costs, totalling CAD 11.2$

billion. Cocaine accounted for 8.5% of the charges, equivalent to CAD 4.2$ billion,

while opioids constituted 14.4% of the expenses, totalling 7.1 billion CAD.

The majority of the expenses associated with cannabis use primarily resulted from

the criminal justice system (45%), followed by healthcare (20%), other direct costs

(19%), and lost productivity (16%). In contrast, alcohol exhibited a similar distri-

bution of costs, with lost productivity accounting for 40.8% of the total expenses,

healthcare for 31.8%, criminal justice for 20%, and other direct costs for 8.2%. How-

ever, tobacco showed a distinct cost distribution, with healthcare expenses comprising

48.5%

Although the overall costs associated with alcohol, tobacco, opioids, and cocaine

are significantly higher compared to cannabis, it’s noteworthy that the expenses re-

lated to motor vehicle accidents and workplace drug testing for cannabis are com-

parable to those of alcohol. These findings shed light on the multifaceted economic

impact of cannabis use in Canada, which makes marijuana detection an essential

area of study. The following sub-section will discuss marijuana intoxication detection

strategies.

4



1. INTRODUCTION

1.4 Detection of Marijuana Intoxication

Marijuana intoxication detection involves identifying whether an individual is under

the influence of marijuana. Various methods, such as urine, blood, and saliva tests,

are employed to detect the presence of THC, the psychoactive component of cannabis.

In Canada, expressly prohibited levels of THC, ranging from 2 ng to 5 ng per ml of

blood, have been established, with possession above these levels considered a severe

offence [41].

Impaired driving due to elevated levels of THC or other impairing substances is a

severe criminal offence with substantial public safety implications. The penalties for

such violations vary depending on factors like the concentration of drugs, whether it

is a repeat offence, and if it has caused bodily harm or death.

To assess marijuana intoxication, various methods evaluating reaction time, decision-

making abilities, hand-eye coordination, and observation of physical symptoms like

red eyes are used [38]. These methods, including the application of machine learn-

ing techniques, could be essential tools for law enforcement and workplace testing to

detect marijuana intoxication effectively.

1.4.1 Field Sobriety Tests and Drug Recognition Experts

(DREs)

The initial assessment methods for suspected drug-induced impairment, especially

in roadside situations, often involve field sobriety tests (FSTs). These tests typi-

cally comprise a series of physical and cognitive tasks designed to evaluate potential

impairment. The Standardized Field Sobriety Test (SFST) is a battery of tests em-

ployed by law enforcement officers to determine if an individual suspected of impaired

driving is influenced by alcohol or other drugs. The SFST consists of three tests: the

Horizontal Gaze Nystagmus (HGN) test, the Walk and Turn (WAT) test, and the

One Leg Stand (OLS) test. In addition to the SFST, other tests can be utilized to

identify drug impairment, such as the Finger to Nose (FTN) test and the Modified

Romberg Balance (MRB) test.

5



1. INTRODUCTION

To enhance the reliability of FSTs, law enforcement agencies utilize Drug Recog-

nition Experts (DREs). DREs are officers who have undergone extensive training to

identify drug-induced impairment. Their evaluations follow a standardized 12-step

process, including examining the suspect’s medical history, vital signs, eye movements,

and performance on psychophysical tests.

1.4.2 DRUID Project

The DRUID (Driving under the Influence of Drugs, Alcohol and Medicines) project

is a large-scale European initiative aimed at combating drug-impaired driving. It

provides significant resources and guidelines for Drug Recognition Expert (DRE)

evaluations. The project involves multiple research institutions, universities, and

public interest groups collaborating to collect and analyze substance use and driving

data.

The DRUID app was developed to detect and measure an individual’s cognitive

and psychomotor capabilities. Each DRUID test collects several hundred measure-

ments of key neurophysiological indicators, including reaction time, hand-eye coordi-

nation, decision-making, time estimation, and balance. These measures are integrated

into an algorithm that scores individuals based on established cognitive and motor

impairment indicators. Higher DRUID scores indicate impairment, while lower scores

indicate less or no impairment.

One of the key outcomes of the DRUID project is the standardization of DRE

evaluations. The project provides extensive resources and guidelines for DREs, which

have improved the consistency and reliability of DRE evaluations across Europe.

1.4.3 Oral Fluid Testing

Oral fluid testing is a non-invasive method used to detect cannabis use by analyzing

an individual’s oral fluid (saliva) for the presence of THC and other cannabinoids. A

systematic review of the correlation between oral fluid and blood THC concentration

found that while a correlation exists, it is not consistent or strong enough to precisely

6



1. INTRODUCTION

estimate blood THC concentration based solely on oral fluid tests.

Furthermore, oral fluid testing can sometimes yield false positives due to the

presence of THC in the mouth immediately after smoking or consuming cannabis,

even when the person is not impaired. This suggests that while oral fluid testing can

indicate cannabis use, it may not be sufficient on its own to determine impairment.

1.4.4 Breath Testing

Breath testing is a relatively new method for detecting cannabis use by analyzing an

individual’s breath for specific volatile organic compounds (VOCs) associated with

cannabis use. A pilot study has developed a comprehensive breath test capable of

confirming recent cannabis use within the impairment window. However, this method

is still in the early stages of development, and further studies are needed to validate

its effectiveness.

Additionally, the breath test was designed for detecting inhaled cannabis, and its

effectiveness in detecting cannabis use through other routes of administration remains

unclear.

1.5 Marijuana Intoxication Detection Using Ma-

chine Learning

In identifying marijuana intoxication, the methods discussed thus far have relied

on various approaches such as Field Sobriety Tests (FST), Drug Recognition Ex-

perts (DRE), assessments of cognitive and psychomotor abilities, oral fluid testing, or

breath analysis. However, a novel approach was developed in [20] by harnessing the

power of machine learning to detect the presence of marijuana. This methodology

involved creating a specialized dataset comprising individuals who exhibited signs of

marijuana intoxication, focusing on discerning red or bloodshot eyes as an indicator

of marijuana consumption.

The dataset was curated by sourcing images of marijuana-intoxicated faces from

7



1. INTRODUCTION

Fig. 1: Dlib Facial Landmarks [30].

online platforms, including Google Search and YouTube, and by applying traditional

augmentation to collected data. This dataset will be referred to as the Marijuana

Intoxicated Dataset 2021 (MID2021) in this thesis. MID2021 is a collection of 2750

images, including 600 original eye images sourced from the internet and 2150 images

created by using traditional augmentation on original eye images. This dataset is

equally split into two categories: 1375 images of bloodshot eyes, suggestive of mari-

juana intoxication, and 1375 images of sober eyes. It is important to note that while

MID2021 focused on the eyes of marijuana-intoxicated individuals and Gadhiya [20]

leveraged the facial landmark detector provided by the dlib library to isolate the

relevant feature - eyes.

Dlib’s facial landmark detector combines classical computer vision techniques and

modern deep learning methods, including convolutional neural networks (CNNs).

Dlib offers several facial landmark detectors, including the 68 landmark points de-

tector, as shown in Figure 1. This figure shows that 68 landmark points correspond

to distinct facial features, including eye corners, mouth corners, the tip of the nose,

and facial contours. Moreover, it provides a more concise set of 5 landmark points,

8



1. INTRODUCTION

mainly eye corners and the nose tip. Additionally, dlib boasts a pre-trained face

recognition model powered by CNN. This model excels in recognizing faces within

images or video, exhibiting remarkable resilience to changes in illumination, pose, and

facial expressions. Specific detection points are employed to detect eyes: points 36 to

41 pertain to the left eye, points 42 to 47 correspond to the right eye and points 48

to 67 correspond to the lips.

Traditional image augmentation techniques were applied to enhance the dataset’s

robustness and diversity. These techniques encompassed operations like image rota-

tion, random cropping, flipping, and adjustments to image contrast. This augmenta-

tion process expanded the MID2021 to include 1375 images of intoxicated individuals

and 1375 images depicting sober individuals.

Once the dataset was assembled and augmented, Gadhiya [20] employed a range of

machine-learning algorithms to discern marijuana intoxication in individuals. These

algorithms encompassed Support Vector Machines (SVM), Random Forests, Decision

Trees, and MobileNet [20]. The performance metrics for various models in [20] re-

vealed that the MobileNet outperformed others with a precision of 80%, recall of 83%,

an F1-score of 82%, and an accuracy of 82%. The Support Vector Machine (SVM)

demonstrated a precision of 63%, but its recall lagged at 56%, leading to an F1-score

of 56% and an accuracy of 65%. The Decision Tree and Random Forest show similar

accuracies of 65% and 72%, respectively. However, the Random Forest edges out with

a slightly higher precision of 73% compared to the Decision Tree’s 66%. Overall, the

MobileNet emerges as the most efficient model.

1.6 Thesis Contributions

As elucidated in the preceding subsection, the foundational work in [20] utilized tra-

ditional augmentation to increase the MID2021 and MobileNet to detect marijuana

intoxication. The main contributions of this research are summarized as follows.

• Deep learning-based augmentation techniques have gained significant attention

in various fields, including medical imaging, skin disease diagnosis, character
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1. INTRODUCTION

animation, style transfer, and image recognition. These techniques aim to en-

hance the performance and robustness of deep learning models by generating

synthetic data or modifying existing data to increase the diversity and variabil-

ity of the training set. The first contribution of this thesis is to improve image

augmentation in [20] by integrating deep learning-based image augmentation

methods, such as StyleGAN3 (elaborated in Section 2.4.4), to substantially aug-

ment the dataset. The better disentanglement of latent spaces facilitates the

fine-grained editing of images in StyleGAN3. Better disentanglement means

that different aspects of the eyes (like vein, pupil, iris) are more independently

controlled. Moreover, StyleGAN3’s capability for fine-grained editing supports

making changes with a high level of detail and clarity, ensuring that even minor

details can be tweaked precisely. When generating images of eyes, such control

can enable specific adjustments to details like iris patterns or reflections without

affecting other aspects of the eye. StyleGAN3 variants can generate images of

eyes which will maintain their realism even when the eyes’ position changes or

when they’re seen from different angles. This is crucial for generating varied

images of eyes that look natural in different facial expressions and orientations.

This augmentation proliferates the MID2021 with many diverse instances to

generate a new dataset. This dataset will be called the Marijuana Intoxicated

Dataset 2023 (MID2023). MID2023 consists of 4800 images, including 600 orig-

inal eye images sourced from the original eye images in MID2021, 1200 images

generated by StyleGAN3 and 3000 images generated by using traditional aug-

mentation on both the original eye images and images generated by StyleGAN3.

This dataset is equally split into two categories: 2400 images of bloodshot eyes,

suggestive of marijuana intoxication, and 2400 images of sober eyes.

• MobileNet was used in [20] as an efficient marijuana intoxication model, out-

performing classifiers such as SVM, Decision Tree and Random Forest when

trained on MID2021. MobileNet is based on a streamlined architecture that

can build lightweight deep neural networks. However, MobileNet was neither
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1. INTRODUCTION

adequately deep nor sufficiently broad to proficiently extract discernible fea-

tures from images of marijuana intoxication, especially those of the eyes. The

second contribution of this thesis is to use more profound networks like VGG-16,

ResNet-50, and Inception-v3 as these networks perform well for eyes disease-

related datasets [11] [37]. The efficacy of the marijuana-intoxication detection

model saw enhancements across CNN networks such as VGG-16, Inception-v3,

and ResNet-50 when trained on the MID2023. For the MID2023 dataset, the

VGG-16 model showcased superior performance with an accuracy of 94.66%,

precision of 96.84%, recall of 89.32%, and an F1-score of 92.92%. ResNet-50

displayed lower metrics with an accuracy of 82.34%, precision of 71.49%, re-

call of 79.12%, and an F1-score of 75.11%. Inception-v3 achieved an accuracy

of 90.18%, precision of 82.1%, recall of 95.12%, and an F1-score of 88.13%.

VGG-16 stood out with the highest accuracy and F1-score for the MID2023

dataset.

1.7 Thesis Outline

The relevant background required for the thesis is discussed in Chapter 2, while Chap-

ter 3 provides a literature review of relevant publications for marijuana intoxication

detection. Chapter 4 describes the two research objectives for enhancing the detection

of marijuana intoxication in [20] based on the two thesis contributions in section 1.6.

In Chapter 5, the detailed technique involving the development of the new dataset

MID2023 is thoroughly discussed. Chapter 6 will provide an in-depth discussion of

the experimental methodologies for fine-tuning VGG-16, ResNet-50, Inception-v3 and

MobileNet. Moreover, in Chapter 6, their performance will be evaluated based on

performance metrics such as precision, recall, accuracy and F1-score. Chapter 7 will

thoroughly present the conclusions and evaluations.
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CHAPTER 2

Relevant Background

Chapter 1 explained how marijuana can affect our body and economy and discussed

different ways to detect marijuana intoxication. Moreover, how marijuana intoxica-

tion detection [20] has been done by using machine learning was discussed in the

previous chapter. This section contains background knowledge and terminology re-

lated to this thesis. In section 2.1, we will discuss the Convolutional Neural Network

architecture components. Section 2.2 will discuss how to proliferate the dataset us-

ing deep learning-based image augmentation. In section 2.3, we will discuss different

CNN architectures for detecting red eyes.

2.1 Convolutional Neural Network

Before moving on to convolutional neural networks (CNN), let us discuss the Artificial

Neural Network (ANN). An ANN is composed of nodes or neurons interconnected in

a structure similar to the human brain. These neurons are organized in layers: an

input layer to receive the data, one or more hidden layers to process the data, and

an output layer to deliver the final result. Each neuron in these layers acts as a basic

computational unit. Each neuron computes a weighted sum of its inputs, where the

weights represent the strength or influence of the connections. The neuron passes the

weighted sum of its inputs through an activation function. This function determines

whether and how much the signal should progress through the network. Common

activation functions include sigmoid, hyperbolic tangent (tanh), and Rectified Linear

Unit (ReLU). The choice of activation function is essential as it influences the net-
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2. RELEVANT BACKGROUND

Fig. 2: An Artificial Neural Network [46].

work’s ability to handle non-linear relationships and contributes to the ANN’s overall

learning and generalization capabilities. The general definition of an artificial neural

network can be translated as follows:

y = f [x, θ] (1)

where: y is the multi-dimensional output in RDo , and Do is the number of di-

mensions of the y. x is the multi-dimensional input in RDi , and Di is the number of

dimensions of the x. h is the hidden units in RD, and D represents the hidden units

in the hidden layer. Each hidden unit hd is computed as:

hd = a

[
θd0 +

Di∑
i=1

θdixi

]
(2)

Here, a represents the activation function, θd0 is the bias term for the d-th hidden

unit, and θdi are the weights associated with the i-th input for the d-th hidden unit.

Let’s discuss an example of a neural network with one input, one output, and three

hidden units as shown in Figure 2. The neural network f [x, θ] that maps a scalar input

x to a scalar output y with ten parameters θ = {θ0, θ1, θ2, θ3, θ10, θ11, θ20, θ21, θ30, θ31}.

Each of the ten parameters in this network is symbolized by a connection. Figure 2a

shows how ten parameters are arranged in a neural network. For clarity, intercept

parameters are usually omitted in visual representations, resulting in a more stream-

lined depiction like the one seen in Figure 2b. Based on the ten parameters, the ANN

in Figure 2 could be written as below:
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2. RELEVANT BACKGROUND

Fig. 3: Family of 3 continuous piecewise linear functions for ten parameters θ [47].

y = θ0 + θ1a[θ10 + θ11x] + θ2a[θ20 + θ21x] + θ3a[θ30 + θ31x] (3)

The choice of an activation function a[•] could vary depending upon the problem

statement. A common choice is the rectified linear unit (ReLU):

a[z] = ReLU[z] =

0 if z < 0

z if z ≥ 0

(4)

The ReLU function returns the input when it is positive and zero otherwise.

Figure 3 shows three distinct functions for y based on ten parameters θ. Each

function in Figure 3 is derived from the linear combinations of outputs from hidden

units (Equation 5), where each unit represents a linear function θ•0 + θ•1x. These

linear functions are modified by the Rectified Linear Unit (ReLU) function a[•], which

clips values below zero. This clipping introduces non-linear joints at points where

the lines intersect the x-axis. The modified outputs are then weighted by θ1, θ2, and

θ3 respectively, and an offset θ0 is added to adjust the overall height of the function.

y = θ0 + θ1h1 + θ2h2 + θ3h3. (5)

The activation pattern of each hidden unit, corresponding to different functions

of y, varies. A unit is deemed inactive when clipped by the ReLU function and active

otherwise. The slope within each linear region of the function depends on two factors:
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the original slope θ•1 of the active input, and the weights θ• applied thereafter. With

three hidden units, the function can exhibit up to four linear regions, as depicted in

Figure 3. However, the slopes of these regions are not entirely independent; the fourth

slope is either zero (if all units are inactive) or a combination of the other slopes. This

behaviour underscores the complexity and adaptability of such functions in modelling

various phenomena. Artificial Neural Networks (ANN) generate predictions y from

inputs x by segmenting the input domain into a continuous surface of piecewise

linear regions. Given a sufficient number of hidden units or neurons, ANNs possess

the capability to approximate any continuous function with an arbitrary level of

precision.

Neural networks possessing at least one hidden layer are commonly known as

multi-layer perceptrons (MLPs). Those with a single hidden layer, as discussed in this

chapter, are often termed shallow neural networks. In contrast, networks featuring

multiple hidden layers are designated as deep neural networks. When the network’s

connections create a non-cyclic graph, the structure is identified as a feed-forward

network. If each element in one layer is connected to every element in the subsequent

layer, as illustrated in the examples of this chapter, the network is described as fully

connected. The layers in this network are called dense layers.

For marijuana intoxication detection, MID2021 and MID2023 image datasets are

used and convolutional layers are mainly used for processing image data. Convolu-

tional layers process each local image region independently, using parameters shared

across the whole image. They use fewer parameters than fully connected layers in

ANN, exploit the spatial relationships between nearby pixels, and don’t have to re-

learn the interpretation of the pixels at every position. A network predominantly

consisting of convolutional layers is known as a convolutional neural network or CNN.

Convolutional layers are network layers based on the convolution operation. In

1D, a convolution transforms an input vector x into an output vector z so that each

output zi is a weighted sum of nearby inputs. The same weights are used at every

position and are collectively called the convolution kernel or filter. The size of the

region over which inputs are combined is termed the kernel size. For a kernel size of
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Fig. 4: 1D convolution with kernel size three and stride one. a, b, and c have zero
padding, while d has no padding [48].

three, we have:

zi = w1xi−1 + w2xi + w3xi+1 (6)

where w = [w1, w2, w3]
T is the kernel.

In Figures 4a and 4b, the outputs z2 and z3 are derived as z2 = w1x1+w2x2+w3x3

and z3 = w1x2 + w2x3 + w3x4, respectively. Moreover, kernel w has moved by one

unit from receptive field [x1, x2, x3]
T to receptive field [x2, x3, x4]

T . The amount with

which kernel w moves from one receptive to another is called stride. Evidently, in

Figure 4, if the stride is two, the number of outputs is roughly halved. Figure 4c

illustrates that at the z1 position, the kernel exceeds the first input x1. This is

addressed through zero padding, assuming zero values for inputs outside the range.

The end output is processed in a similar manner. Conversely, as shown in Figure 4d,

the outputs are calculated exclusively in regions where the kernel is entirely within

the input span, resulting in an output size smaller than the input. In Figure 4a,

output [z1, z2, z3, z4, z5, z6]
T is one feature map or channel produced by kernel w =

[w1, w2, w3]
T . By changing the kernel w, different feature maps are generated by the

convolutional layer.

A convolutional layer generates its output by applying a convolution operation on

the input, incorporating a bias term (β), and subsequently processing each outcome

through an activation function denoted as a[•]. When using a kernel of size three with

zero padding and a stride of one, the computation of the ith hidden unit, represented

as hi, is computed as follows:
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Fig. 5: 2D convolution with kernel size of 3×3 applied to an RGB image [49].

hi = a[β + w1xi−1 + w2xi + w3xi+1] (7)

So far, convolutional networks have been discussed for processing 1D data. Such

networks can be applied to financial time series, audio, and text. However, convo-

lutional networks are more usually applied to 2D image data. Often the input is an

RGB image, which is treated as a 2D signal with three channels as shown in 5. Here,

a 3×3 kernel would have 3×3×3 weights and be applied to the three input channels

at each of the 3×3 positions to create a 2D output that is the same height and width

as the input image with zero padding. This process is repeated with different kernel

weights to generate multiple output channels and append the results to form a 3D

tensor. To reduce the computational load, the memory usage, and the number of

parameters, CNN also consists of a pooling layer. The goal of the pooling layer is to

subsample the inputs using an aggregation function such as the max or mean.

A convolutional layer simultaneously applies multiple trainable filters to its in-

puts, making it capable of detecting multiple features anywhere in its inputs. During

training the convolutional layer will automatically learn the most useful filters for its

task, and the layers above will learn to combine them into more complex patterns.

Convolutional layers have been used in StyleGAN3 to generate fine-grained images

which we will discuss in the next section. Moreover, the state-of-the-art CNN archi-

tecture such as VGG-16, ResNet-50, and Inception-v3 will be discussed in section 2.3

as they have performed well with eye disease detection [11] [37].
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2.2 Image Augmentation

Image augmentation is a technique used to artificially increase the size and diversity

of image datasets. Traditionally, image augmentation was done by applying various

transformations to the original image. The common traditional image augmentation

techniques applied to an image are briefly discussed below.

1. Spatial Transformation: These transformations include flipping, rotation,

and cropping.

2. Pixel-level Transformations: These transformations include changing bright-

ness, contrast, and saturation.

3. Geometric Transformations: These transformations include affine transfor-

mations like translation, shear, and zoom.

4. Noise Injection: Some transformations work by adding random noise to im-

ages.

Spatial and geometric transformation were applied to MID2021 in [20], which

helped proliferate this dataset. However, many deep learning-based techniques could

be used to generate new images. The most common one is the General Adversarial

Network (GAN), which I will discuss in subsequent sections.

2.2.1 GAN

In the Generative Adversarial Networks (GANs) architecture, the principal generator

network synthesizes samples by mapping random noise into the designated output

data space. These samples attain plausibility when a discriminator network cannot

differentiate between the synthetically generated and real samples. The application

of GANs spans diverse data types, encompassing audio, three-dimensional models,

textual content, video, and graphical representations. GANs have achieved their most

notable successes within image generation, where they can create samples virtually

indistinguishable from real pictures.
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Fig. 6: GAN training on 1D examples [50].

The objective is to produce new samples {x∗} that originate from the same dis-

tribution as a set of real training data {xi}. Each new sample x∗
j is generated by

selecting a latent variable zj from a basic distribution (e.g., a standard normal) and

then processing this through a network g[zj, θ] with parameters θ, referred to as the

generator. The aim during the learning phase is to identify parameters θ such that

the samples {x∗} resemble the real data {xi}.

Generative Adversarial Network (GAN) operates on the principle that the sam-

ples should be statistically indistinguishable from the authentic data by employing a

second network f [, ϕ] with parameters ϕ, known as the discriminator. This network

endeavours to classify its input as either a real example of a generated sample. When

it becomes challenging for the discriminator to discern between generated and real

samples, it suggests that the synthetic examples are convincingly similar to actual

ones, marking a successful generative process. On the contrary, if the discriminator

identifies differences, it emits a feedback signal that aids in the enhancement and

refinement of the generative approach. Figure 6 depicts this concept. The process

begins with a training set {xi} of real 1D examples. Each panel i showcases a different

batch of ten examples {xi}10i=1 (illustrated with cyan arrows). To generate a batch of

samples {x∗}, a straightforward generator is employed:

x∗
j = g[zj, θ] = zj + θ, (8)

where zj represents the random noise input, and θ adjusts the position of the generated

samples along the x-axis.
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Initially set at θ = 3.0, the generated samples (indicated by orange arrows) are

positioned to the left of the real examples (cyan arrows). The discriminator is trained

to differentiate between the generated samples and the real examples, with the sig-

moid curve reflecting the likelihood of a data point being real. As training progresses,

adjustments are made to the generator parameters θ to enhance the likelihood of its

samples being classified as real. In this context, it involves incrementing θ to shift the

samples rightwards, where the sigmoid curve ascends. The training alternates between

updating the discriminator and the generator, with Figures ??b–c demonstrating two

iterations of this cycle. Over time, classifying the data becomes increasingly chal-

lenging, diminishing the incentive to modify θ as the sigmoid curve levels out. Upon

completion, the discriminator and generator become indistinguishable; the discrimi-

nator, now operating at chance performance, is set aside. The process concludes with

a generator capable of producing convincing samples. Subsequent sub-sections will

initially examine the StyleGAN [28] architecture, followed by an exploration of Style-

GAN3 [4], which will be employed in the synthesis of images depicting individuals

under the influence of marijuana.

2.2.2 StyleGAN

The StyleGAN [28] paper introduces an upgraded iteration of the ProGAN [27], specif-

ically focusing on refining the generator network. The principal innovation embod-

ied by ProGAN [27] centers on its progressive training approach, which commences

training by focusing on the generator and discriminator with extremely low-resolution

images, such as 4×4 pixels, and progressively introduces higher-resolution layers in

subsequent stages.

This method establishes a foundational framework for image synthesis by con-

centrating on core features prevalent even in low-resolution images. As the training

advances, the model incrementally incorporates finer details using different image

resolutions. Training on low-resolution images offers the dual benefits of expediency

and efficiency, facilitating the training of subsequent higher-resolution layers. Con-

sequently, this progressive training strategy accelerates ProGAN’s overall training
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Fig. 7: ProGAN Generator vs StyleGAN Generator [23].

process. Moreover, it is observed that the lower the layer in the network (and its cor-

responding resolution), the more it influences coarser image features. These features

can be broadly categorized into three types based on resolution:

1. Coarse: Resolutions up to 82 pixels, impacting features like pose, general

hairstyle, and facial shape.

2. Middle: Resolutions ranging from 162 pixels to 322 pixels, affecting finer facial

characteristics, hairstyles, and whether eyes are open or closed.

3. Fine: Resolutions spanning from 642 pixels to 10242 pixels, governing aspects

such as color schemes (eye, hair, and skin) and micro-level features.

Figure 7 shows how the StyleGAN generator incorporates several noteworthy addi-

tions compared to ProGAN’s generator. The following points discuss the improve-

ments in the StyleGAN3 architecture.

• Mapping Network: The mapping network f is a simple feed-forward network

that converts the input noise z ∈ Z into a different latent space w ∈ W . This

gives the generator the opportunity to disentangle the noisy input vector into

distinct factors of variation, which can be easily picked up by the downstream
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style-generating layers. This task is non-trivial due to the inherent constraint of

aligning the input vector with the probability density of the training data. For

example, if images of individuals with black hair dominate the dataset, a higher

frequency of input values will correspond to this feature. Consequently, the

model faces a challenge in disentangling input elements from specific features, a

phenomenon called feature entanglement. However, this challenge is mitigated

by employing an additional neural network, which generates a vector decoupled

from the training data distribution, thereby reducing feature correlations. The

Mapping Network comprises eight fully connected layers, producing an output

denoted as ρ with dimensions identical to those of the input layer, i.e., 512× 1.

• Synthesis Network: The synthesis network is the generator of the actual

image with a given style, as provided by the mapping network. As can be

seen from Figure 7, the style vector w is injected into the synthesis network at

different points, each time via a differently densely connected layer Ai , which

generates two vectors: a bias vector yb,i and a scaling vector ys,i . These vectors

define the specific style that should be injected at this point in the network.

That is, they tell the synthesis network how to adjust the feature maps to move

the generated image in the direction of the specified style. This adjustment is

achieved through adaptive instance normalization (AdaIN) layers.

• Style Modules (Adaptive Instance Normalization): An AdaIN layer

is a type of neural network layer that adjusts the mean and variance of each

feature map xi from mapping network with a reference style bias yb,i and scale

ys,i, respectively. Both vectors are of length equal to the number of channels

output from the preceding convolutional layer in the synthesis network.

The equation for adaptive instance normalization is as follows:

AdaIN(xi, y) = ys,i
xi − µ(xi)

σ(xi)
+ yb,i (9)

where µ(xi) and σ(xi) represent the mean and standard deviation of the input
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feature map xi.

The adaptive instance normalization layers ensure that the style vectors that

are injected into each layer only affect features at that layer, by preventing any

style information from leaking through between layers. The authors show that

this results in the latent vectors w being significantly more disentangled than

the original z vectors.

• Stochastic Variation: The synthesizer network adds noise (passed through a

learned broadcasting layer B as shown in Figure 7) after each convolution to

account for stochastic details such as the placement of individual hairs, or the

background behind the face. Again, the depth at which the noise is injected

affects the coarseness of the impact on the image.

2.2.3 StyleGAN3

The goal of StyleGAN3 [4] is to address the texture sticking problem during the mor-

phing transition (such as changing from one face to another) in StyleGAN [28] and

StyleGAN2 [29]. StyleGAN3 seeks to enhance the naturalness of the transition ani-

mation. There are different configurations which could help in handling this problem:

• Configuration A (StyleGAN2): This is the original setup of the StyleGAN2

architecture, which is used as a reference point for further developments. Style-

GAN2 was a notable advancement in generative adversarial networks, producing

high-quality images with intricate detail. However, this configuration struggled

with maintaining the consistency of textures when an image was subject to

spatial transformations such as rotations or scaling. This issue is called texture

sticking, where textures maintain their position relative to the pixel grid rather

than moving naturally with the object’s transformations.

• Configuration B (Fourier features): Fourier features are added to the net-

work in this configuration. Fourier transformations convert spatial data into

frequency data, representing image characteristics independently of their posi-
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tion in the image space. By using Fourier features, StyleGAN3 aims to learn a

more consistent representation of images that is not as sensitive to changes in

position, helping to reduce the texture sticking issue.

• Configuration C (No noise inputs): StyleGAN2 introduced noise inputs to

generate detailed and stochastic variations in textures, enhancing synthetic im-

ages’ realism. However, this randomness sometimes made textures appear glued

to certain coordinates. Configuration C removes these noise inputs, which helps

to prevent textures from sticking to fixed locations, thus reducing positional bias

in the generated images.

• Configuration D (Simplified generator): This configuration simplifies the

generator’s architecture. The simplification is hypothesized to make the train-

ing process more straightforward and the model’s behaviour easier to analyze.

However, this initial simplification may have slightly impacted the quality of

image generation negatively, as indicated by a minor increase in the FID score.

• Configuration E (Boundaries & upsampling): This setup aims to improve

the generative model’s understanding of the broader context within an image by

extending the area beyond the immediate pixel neighbourhood, which helps the

network maintain the relative positioning of features during transformations.

It also incorporates a more sophisticated upsampling method to scale up the

resolution of images with fewer artifacts, which could otherwise degrade the

image’s quality when increasing its size from lower resolutions.

• Configuration F (Filtered nonlinearities): This configuration filters the

nonlinear activation functions used in the network, such as the rectified linear

unit (ReLU). These functions can introduce high-frequency components into

the image that are difficult for later layers in the network to process accurately.

By filtering these out, Configuration F aims to prevent the creation of textures

and patterns that cannot be rendered faithfully, thereby improving the overall

quality of the generated images.
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• Configuration G (Non-critical sampling): The Nyquist rate states that to

correctly sample a continuous signal (like sound or an image) and fully recon-

struct it later, you need to sample it at a rate that is at least twice the highest

frequency present in the signal. This minimum rate is known as the Nyquist

rate or Nyquist frequency. In the context of digital images, the concept is sim-

ilar. The highest frequency would correspond to the finest detail in the image.

To capture all the details, you need to have enough pixels per given area to rep-

resent the smallest feature. If an image is undersampled, which means sampled

below the Nyquist rate for its details, you can get aliasing artifacts—like jagged

edges or moiré patterns that weren’t present in the original scene.

Configuration G of StyleGAN3 addresses the principle of non-critical sampling.

If the sampling strategy does not respect the Nyquist criterion in image gener-

ation, it could lead to aliasing, where generated textures show patterns or dis-

tortions that make them look unrealistic. By ensuring that the model samples

at or above the required rate for the image details it generates, the resulting

images are free from such artifacts and look more natural, especially during

transformations like rotation or scaling.

• Configuration H (Transformed Fourier features): Building on Configu-

ration B, this setup transforms the Fourier features to better align with the net-

work’s internal operations. This transformation enables the network to manage

spatial changes more effectively, addressing the sticking problem where certain

features might appear static or unnaturally tied to specific pixel coordinates

during transformations.

• Configuration T (StyleGAN3-T): T stands for translation equivariance,

which means that the network ensures consistent behaviour of textures and

features when an object moves across the image plane. This configuration is

fine-tuned to make the model more sensitive to translations, so textures and

details in generated images move naturally and in coordination with the objects

they belong to.
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• Configuration R (StyleGAN3-R): R stands for rotation equivariance, op-

timized for maintaining texture fidelity during rotations. This configuration

signifies a significant advancement in GAN architecture by effectively manag-

ing the complex task of rotating images or features within images without losing

texture quality. Due to this, model succeeds in producing images where features

and textures appear natural and realistic, even after rotation.

Configuration FID ↓

A StyleGAN2 5.14

B + Fourier features 4.79

C + No noise inputs 4.54

D + Simplified generator 5.21

E + Boundaries & upsampling 6.02

F + Filtered nonlinearities 6.35

G + Non-critical sampling 4.78

H + Transformed Fourier features 4.64

T + Flexible layers (StyleGAN3-T) 4.62

R + Rotation equiv. (StyleGAN3-R) 4.50

Table 1: FID for various configurations of StyleGAN2 and StyleGAN3.

The table 1 presents performance metrics for different configurations of StyleGAN2

and StyleGAN3, illustrating the evolution and enhancement of these generative mod-

els in terms of image quality and geometric transformation handling. StyleGAN2

serves as the base model, with a decent Fréchet Inception Distance (FID) score, mea-

suring the distance between the feature vectors of real and generated images; a lower

score indicates better image quality. The subsequent configurations from B to H

incrementally introduce improvements. Fourier features are added to help the net-

work learn translation-invariant representations, and removing noise inputs mitigates

positional bias. Simplifying the generator, enhancing boundaries and upsampling
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methods, applying filtered nonlinearities, and adjusting the sampling strategy all

aim to improve the model’s equivariance to translation and rotation. Each mod-

ification improves FID, EQ-T, and EQ-R scores, reflecting the trade-offs between

image quality and transformation handling. Most of these developments are found in

StyleGAN3’s T and R configurations. The T variant is tuned for translation equiv-

ariance, achieving an impressive balance between image quality and the ability to

handle translations. The R variant is optimized for rotation equivariance, showcasing

an extraordinary ability to maintain image realism when the generated images are

rotated. This is evidenced by its high EQ-R score, the best of all configurations,

demonstrating StyleGAN3-R’s advanced capability to produce consistent and high-

fidelity images across various transformations. This next section will discuss relevant

knowledge on three CNN architectures [11] [37] for this thesis.

2.3 CNN Architectures

2.3.1 VGG-16

VGG-16 [19] [52] is a widely used algorithm for both object detection and image

classification, capable of categorizing images into 1,000 different classes. It is par-

ticularly user-friendly for transfer learning applications. The designers of VGG-16

enhanced its performance by opting for a deep architecture featuring small 3x3 con-

volutional filters. This design choice led to substantial improvements over previous

models. With a depth ranging from 16 to 19 layers, VGG-16 has around 138 million

trainable parameters (weights between layers). Figure 8 shows the architecture of

VGG-16 architecture and explanation of VGG-16 architecture is given below.

• VGG-16 takes input tensor size as 224 × 224 with 3 RGB channel.

• The 16 in VGG-16 refers to sixteen layers with weights or layers that learn

the pattern from the input data. In VGG-16, there are three kinds of layers:

convolutional, max pooling, and dense layers. Out of the three layers, only

the Max pooling layer is not learnable, as its purpose is to reduce the spatial
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Fig. 8: VGG-16 Architecture [19].

dimension of input feature maps. However, it has only sixteen weight layers,

i.e., thirteen Convolutional layer and three fully connected layers, both with

ReLU as the activation function. The convolution and max pool layers are

consistently arranged throughout the whole architecture.

• Most unique thing about VGG-16 is that instead of having a large number of

hyper-parameters, they focused on having convolution layers of 3×3 filter with

stride 1 and always used the same padding and maxpool layer of 2×2 filter of

stride 2.

• In Figure 8, the VGG-16 architecture is depicted with five distinct convolutional

layers: conv1, conv2, conv3, conv4, and conv5. The conv1 layer comprises 64

filters, conv2 has 128 filters, conv3 is equipped with 256 filters, and conv4 and

conv5 contain 512 filters each.

• In Figure 8, the VGG-16 architecture is also shown with three fully connected

layer: fc6, fc7 and fc8. The first two layers, fc6 and fc7, each consist of 4,096

neurons and are responsible for processing high-level feature representations
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obtained from preceding convolutional layers. These neurons add a non-linear

component to the network by using the Rectified Linear Unit (ReLU) activation

function. The output layer is the terminal densely connected layer (fc8), which

has 1,000 neurons in a layout designed specifically for the ImageNet classification

task. The softmax activation function is used in this output layer to convert

the neural responses into probability scores for each class. The class that has

the highest probability becomes the prediction of the network.

2.3.2 Inception-v3

Inception V3 [56] [55], a convolutional neural network (CNN) architecture, was devel-

oped by researchers at Google and represents a significant milestone in the evolution

of deep learning models for image classification. Inception V3, or GoogLeNet V3,

was introduced to address the growing demand for more efficient and accurate image

recognition algorithms. Before discussing the architecture of Inception-v3, we will

briefly discuss the Inception-v1 architecture.

Inception V1: In the Inception-v1 architecture, often referenced as GoogLeNet,

the introduction of the Inception module marked a significant advancement in convo-

lutional neural network design. This module was ingeniously architected to concur-

rently capture multi-scale spatial information using an array of convolutional filters

of varying dimensions. The primary variant or naive version of the Inception module

combines four parallel operations: a direct 1×1 convolution, 3×3 convolution, 5×5

convolution, and a 3×3 max pooling. The outputs of these parallel components are

concatenated to constitute the unified output of the module. A secondary, more ex-

pansive variant of this module consisted of a direct 1×1 convolution, a dimensionality-

reducing 1×1 convolution followed by a 3×3 convolution, a similar sequence leading

to a 5×5 convolution, and a 3×3 max pooling succeeded by a 1×1 convolution. This

more expansive variant of this module amplifies the 1×1, 3×3, and 5×5 convolutions,

thereby widening the module’s scope without substantially increasing computational

burden. This multi-scale approach empowers the network to autonomously discern

the optimal filter dimensions for each layer autonomously, fostering a richer and more
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nuanced representation of input data.

Inception V3 uses inception modules, which act as lenses for image analysis. Some

modules focus on fine details, while others examine larger shapes. By leveraging

these diverse lenses, Inception V3 gains a comprehensive understanding of intricate

details and the overall context within an image. Introduced by Christian Szegedy

and colleagues at Google, it comprises 42 layers and has a lower error rate than its

predecessors. Let’s delve into the optimizations that make the Inception V3 model

superior.

The key modifications made to the Inception V3 model are as follows:

1. Factorization into Smaller Convolutions: To enhance the dimension re-

duction aspect, larger convolutions in the model were factorized into smaller

convolutions. Figure 9 shows two similar networks concatenating filters of dif-

ferent sizes. The only difference between the two diagrams is that the 5×5

convolutional layer on the left side of the image is replaced with two 3×3 con-

volutional layers on the right side of the image, which significantly reduces

computational costs.

Fig. 9: Factorization Example [56].

2. Spatial Factorization into Asymmetric Convolutions: Asymmetric con-

volutions in the form of n×1 and 1×n were introduced as an efficient alternative

to factorize larger convolutions of n×n. The 3×3 convolutions is replaced with

1×3 followed by 3×1 convolutions, maintaining the same receptive field as a

3×3 convolution while reducing computational demands.
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3. Utility of Auxiliary Classifiers: In a typical deep neural network, the loss is

calculated only at the output layer. However, in architectures like Inception-V3,

additional classifiers (often called auxiliary classifiers) are attached to interme-

diate layers of the network. These auxiliary classifiers also contribute to the

total loss, but usually with less weight than the primary classifier at the out-

put. Auxiliary classifiers aid deep neural network convergence and mitigate the

vanishing gradient problem. While these classifiers did not show immediate im-

provements during early training stages, they enhanced accuracy towards the

end of training, acting as regularizers in the Inception V3 architecture.

4. Efficient Grid Size Reduction: Traditionally, researchers used max pooling

and average pooling to reduce the grid size of feature maps. However, in the

inception V3 model, they opted to efficiently reduce the grid size by expanding

the activation dimension of the network filters. For instance, if we start with a

d×d grid and k filters, the reduction process results in a d/2 × d/2 grid with

2k filters. This is achieved by employing two parallel blocks of convolution and

pooling.

Fig. 10: Inception V3 Architecture [56].

After implementing these optimizations, the Inception V3 model comprises 42 layers,

making it slightly deeper than its predecessors. However, its efficiency and perfor-
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mance improvements are remarkable. The below points outline the architecture of

the Inception V3 model as shown in Figure 10:

1. Convolutional Layers: The table begins with two convolutional layers. The

first layer applies a 3x3 convolutional operation with a stride of 2 to the input

image of size 299× 299× 3, producing 32 feature maps with dimensions 149×

149×32. The second layer is similar but uses a stride of 1, retaining the spatial

dimensions.

2. Padded Convolution: A third convolutional layer is introduced with a 3x3

kernel and a stride of 1. It uses padding to ensure that the spatial dimensions

remain at 147× 147× 32.

3. Pooling Layer: Following the padded convolution, a pooling layer with a 3x3

window and a stride of 2 is applied. This operation results in 64 feature maps

with dimensions 73× 73× 64.

4. Inception Module A: This is where the Inception architecture comes into

play. Three consecutive Inception blocks are applied. Each block contains

multiple parallel convolutional operations with different kernel sizes and depths,

allowing the model to capture a wide range of features. This module results in

feature maps of size 35× 35× 288.

5. Inception Module B: Module B expands on the concept of Module A and

consists of five Inception blocks. These blocks further increase the depth and

complexity of feature extraction, resulting in feature maps of size 17×17×768.

6. Inception Module C: Module C follows Module B and includes two Incep-

tion blocks. It continues to capture intricate features and reduces the spatial

dimensions to 8× 8× 1280.

7. Global Average Pooling: After the Inception modules, global average pool-

ing is applied to the feature maps. This operation reduces the spatial dimensions
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Fig. 11: ResNet-50 Architecture [16].

to 8 × 8 × 2048 by taking the mean value of each feature map, resulting in a

compact representation.

8. Fully Connected Layers: The flattened output from global average pooling

serves as input to fully connected layers, further processing the feature infor-

mation. The penultimate layer has 2048 neurons, and the final layer, is referred

to as Linear (Logits), consists of 2048 neurons.

9. Softmax Classifier: The last layer applies the softmax activation function to

produce class probabilities for 1000 categories, as this model is designed for a

1000-class image classification task.

2.3.3 ResNet-50

ResNet-50 [22] [16] is a revolutionary neural network model primarily designed for

image classification, part of the ResNet family, which also addresses the vanishing

gradient problem in deep neural networks. The model is widely recognized for its

residual learning framework, which facilitates the training of extremely deep networks.

Figure 11 shows the architecture of ResNet-50 and the module named Residual

Learning Block or skip connection in ResNet-50. The architecture of ResNet-50 and
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its components are explained below.

• ResNet-50 is named for its 50 layers, out of 48 are Convolutional layers, 1 is a

Max Pooling layer, and 1 is an Average Pooling layer.

• The input to ResNet-50 is a 224x224 image with 3 RGB channels.

• A distinctive feature of ResNet-50 is using skip connections, or shortcuts, to

jump over some layers, which helps prevent the vanishing gradient problem in

deep networks.

• ResNet-50 is structured in a way that it has a series of residual blocks containing

three layers each. Each residual block has a skip connection that bypasses the

two convolutional layers.

• The architecture utilizes bottleneck design, where three layers are stacked to-

gether, and dimensionality is reduced and then increased within the residual

block to improve efficiency.

• The last layer of ResNet-50 is a fully connected layer with 1,000 neurons (one

for each class) followed by a softmax activation function to output the class

probabilities.

ResNet-50, with its innovative architecture, remains a popular choice for various

computer vision tasks, including object detection and image classification. It is par-

ticularly effective for transfer learning applications due to its deep architecture and

residual learning framework.

In this chapter, we delve deeply into the foundational concepts and technical

background information related to this thesis’s primary discussion topics. Chapter 3

further expands upon this by presenting a detailed literature review examining the

various techniques employed in Marijuana intoxication detection, as initially intro-

duced in Chapter 1. This literature review traces the evolution of these techniques

and critiques their effectiveness and applicability in real-world scenarios.
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CHAPTER 3

Literature Review

Cannabis, commonly called as marijuana, has seen its usage rates rise globally for

medicinal and recreational purposes, a trend elaborated upon in Chapter 1. As its

prevalence continues to climb, there is a growing emphasis on methods for detect-

ing its usage and understanding its effects, especially in scenarios like roadside and

occupational drug screenings. Conventional, non-machine learning approaches for de-

tecting cannabis use have demonstrated a range of limitations. Section 3.1 to Section

3.4 discuss the literature on non-machine learning-based marijuana intoxication de-

tection techniques. In section 3.5, we will discuss the literature on how deep-learning

image augmentation techniques helps in improving model performance and how dif-

ferent CNN architectures help in improving performance of model which relies on eyes

as features.

3.1 Field Sobriety Tests and Drug Recognition Ex-

perts (DREs)

Field sobriety tests (FSTs) are often the first line of assessment when there is suspicion

of drug-induced impairment, especially in roadside situations. FSTs typically involve

physical and cognitive tasks designed to gauge potential impairment. However, the

correlation between FST results and blood THC concentration is not straightforward,

leading to potential inconsistencies and inaccuracies [53].

To improve upon the reliability of FSTs, law enforcement agencies have adopted

the use of Drug Recognition Experts (DREs). DREs are officers who have undergone
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extensive training to recognize drug-induced impairment. Their evaluations follow a

standardized 12-step process that includes examining the suspect’s medical history,

vital signs, eye movements, and performance on psychophysical tests [43].

Despite these advancements, both FSTs and DRE evaluations have significant

limitations. The subjectivity involved in these assessments can lead to inconsistent

results. For instance, two officers might interpret the results of the same FST dif-

ferently. Additionally, the DRE’s 12-step evaluation process, while standardized, is

still reliant on the DRE’s judgment and interpretation [43] and, while FSTs and DRE

evaluations can provide some indication of cannabis intoxication, they are not wholly

reliable or accurate [43].

3.2 DRUID Project

The DRUID (Driving under the Influence of Drugs, Alcohol and Medicines) project

is a large-scale European initiative that aims to combat drug-impaired driving by

providing significant resources and guidelines for DRE evaluations [43]. The project

involved numerous research institutions, universities, and public interest groups that

worked together to gather and analyze data on substance use and driving.

One of the key outcomes of the DRUID project was the standardization of DRE

evaluations. The project provided extensive resources and guidelines for DREs, which

have improved the consistency and reliability of DRE evaluations across Europe [43].

Despite these advancements, DRE evaluations, even when guided by the DRUID

project’s resources, are not without their limitations. The evaluations are still de-

pendent on the DRE’s judgment, and there remains a level of subjectivity in the

process [43]. Additionally, DRE evaluations require extensive training and are only

sometimes available when needed.
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3.3 Oral Fluid Testing

Oral fluid testing is a non-invasive method used to detect cannabis use. This method

analyzes an individual’s oral fluid (saliva) for THC and other cannabinoids. A sys-

tematic review on the correlation between oral fluid and blood THC concentration

found that while there is a correlation, it is not consistent or strong enough to allow

for the precise estimation of blood THC concentration based on oral fluid tests [51].

Furthermore, oral fluid testing can sometimes lead to false positives due to THC

in the mouth immediately after smoking or consuming cannabis, without the person

being impaired [26]. This indicates that while oral fluid testing can provide some

indication of cannabis use, it alone may not be sufficient to determine impairment.

3.4 Breath Testing

Breath testing is a relatively new method for detecting cannabis use. This method

analyzes an individual’s breath for certain volatile organic compounds (VOCs) specific

to cannabis use. A pilot study developed a comprehensive breath test confirming

recent cannabis use within the impairment window [17].

However, this method is still in the early stages of development, and further studies

are needed to validate its effectiveness [17]. Additionally, the breath test was designed

for inhaled cannabis, and it is unclear whether the breath test would be effective in

detecting cannabis use through other routes of administration [17].

3.5 Marijuana intoxication detection using Machine

Learning

As discussed in section 1.4.5, Gadhiya [20] thesis only focuses on machine learning

based approach in detecting marijuana intoxication by creating MID2021. MID2021

[20] was sourced from YouTube videos where individuals have recorded themselves

smoking marijuana. Clippings of individuals’ faces were taken from these videos and
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they gathered approximately 15-20 images per video. These images showed both the

states, sober and then intoxicated, of the same person at different angles. Traditional

augmentation were applied to collected images which increased the count of dataset

from 600 to 2750. However, deep learning-based image augmentation have gained

attention across various sectors, encompassing medical imaging, dermatological diag-

nosis, character animation, style transference, and image identification.

In the field of medical imaging, Chlap et al. [15] conducted a systematic review of

data augmentation techniques used in deep learning applications. They highlighted

the importance of data augmentation in addressing challenges such as limited data

availability and class imbalance. Benalcazar et al. [9] proposed a novel data augmen-

tation technique to enhance iris recognition accuracy, particularly under varying pupil

dilation conditions. The methodology involves artificially transforming iris images to

represent different dilation levels, significantly expanding the training dataset’s diver-

sity. For the experiments, the team utilized a subset of a larger dataset, comprising

2,400 images from 120 subjects, capturing a wide range of natural pupil dilations.

They implemented their unique Artificial Dilation Data Augmentation method, gen-

erating 19 artificial dilations for each image, resulting in up to 38,400 images per

training epoch. This approach was compared against a Normal data augmentation

(Traditional data augmentation) scenario, employing standard augmentations like

scaling, flipping, and brightness adjustment. The experiments were conducted across

seven different neural network models to ensure consistency and reliability in the

results. Each network was trained from scratch under both scenarios, maintaining

identical hyper-parameters to ensure comparability. The results were compelling, in-

dicating a substantial improvement in segmentation accuracy up to 15% for images

with high pupil dilation using the Artificial Dilation DA method.

Once the MID2021 was assembled and augmented, Gadhiya [20] conducted 6 dif-

ferent experiments by using SVM, Random Forests, Decision Trees, and MobileNet

to discern marijuana intoxication in individuals. Moreover, 3-fold cross-validation

approach was applied to the SVM model and MobileNet model. The performance

metrics for various models in [25] revealed that the MobileNet outperformed others
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with a precision of 80%, recall of 83%, an f1-score of 82%, and an accuracy of 82%.

Overall, the MobileNet (CNN) emerged as the most efficient model. MobileNet neu-

ral network architecture begins with two convolutional layers. The first layer has a

kernel size of 3×3, a stride of 1, and padding of 1. The second convolutional layer

maintains these parameters. A max-pooling layer follows, with a kernel size of 2

and a stride of 2, reducing the spatial dimensions of the feature maps by half without

padding. The network also includes two fully-connected layers outputting two classes,

sober or intoxicated, for binary classification. A dropout layer with a 0.5 rate is uti-

lized between two fully connected layers to mitigate overfitting. MobileNet is efficient

model for mobile and embedded vision applications. However, MobileNet was nei-

ther adequately deep nor sufficiently broad to proficiently extract discernible features

from images of marijuana intoxication. Since bloodshot or red eyes are considered

features for intoxication detection, it’s essential to explore suitable architectures that

excel in eye-related tasks. In the domain of eye disease prediction, machine learn-

ing algorithms have gained widespread use in developing accurate diagnostic models.

Notably, two recent studies, Marouf et al. [37] and Bitto et al. [11], have introduced

efficient approaches for predicting eye diseases using machine learning.

Marouf et al. [37] proposed a comprehensive machine learning (ML) approach

for the early diagnosis of five common eye diseases: Cataracts, Acute Angle-Closure

Glaucoma, Primary Congenital Glaucoma, Exophthalmos, and Ocular Hypertension.

Leveraging a benchmark dataset annotated by practicing ophthalmologists, the study

employed nine classic ML algorithms, including Support Vector Machine (SVM) and

Logistic Regression (LR), achieving remarkable accuracies—up to 99.11% with SVM.

To enhance model robustness, the research applied multiple feature selection meth-

ods and stratified 10-fold cross-validation. Traditional performance metrics, includ-

ing accuracy, precision, sensitivity, and F1-Score, were utilized for evaluation. The

study identified critical disease symptoms through feature selection, offering valuable

insights into diagnosis. The paper also envisions future directions, such as multi-

variate analysis for deeper symptom insights and the integration of explainable AI

techniques. Overall, the study represents a promising step towards affordable and
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efficient eye disease diagnosis, especially in settings where expert medical evaluation

is scarce or expensive.

Bitto et al. [11] directed their focus towards detecting common eye diseases using a

transfer learning approach with CNN. The authors harnessed pre-trained CNNmodels

and fine-tuned them on a dataset comprising images of eye diseases. This study har-

nesses the potential of Convolutional Neural Networks (CNNs) for diagnosing eye dis-

eases, with a specific focus on distinguishing between normal eyes, eyes with conjunc-

tivitis, and eyes with cataracts. Three popular deep learning architectures—VGG-16,

ResNet-50, and Inception-v3—were employed for this task, utilizing a robust dataset

of photographs collected from the internet. The research leverages Transfer Learning

(TL) and deep feature extraction techniques to enhance the model’s performance.

Among these models, Inception-v3 stands out with the highest accuracy of 97.08%

and the quickest detection time of 485 seconds. ResNet-50 follows with an accuracy

of 95.68% but takes 1090 seconds, while VGG-16 also delivers commendable perfor-

mance with 95.48% accuracy, albeit with the longest detection time of 2510 seconds.

This study aims to extend their work by exploring other CNN architectures and data

augmentation techniques. It underscores the potential of using smartphone cameras

for real-time eye disease detection, which could revolutionize quick and accessible

diagnoses. The next chapter will discuss the research objectives and motivation be-

hind them based on the literature discussed for machine learning-based approach to

marijuana intoxication detection [20].
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Motivation and Research

Objective

4.1 Motivation

Currently, there is a lack of an effective detection system for identifying marijuana

intoxication without the need for samples like blood, breath, or plasma. Traditional

methods often require physical contact or touch, which can be invasive and impractical

in many scenarios.

The advancement of artificial intelligence (AI) and machine learning models pro-

vides an opportunity to address this challenge. These technologies can be harnessed to

recognize signs of marijuana intoxication based on eye movements, facial expressions,

and other visual cues present in images and videos.

The motivation behind developing a machine learning-based approach for detect-

ing marijuana intoxication using visual data is to enable early remote detection. Such

a system has the potential to play a crucial role in preventing and reducing motor

vehicle crashes and occupational injuries in workplace settings.

By leveraging AI and machine learning, this thesis aims to improve the perfor-

mance of work by Gadhiya [20] for identifying marijuana intoxication, enhancing

safety, and mitigating risks associated with impaired individuals in various environ-

ments.
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4.2 Research Objective

Chapter 3 discussed that Gadhiya [20] work only focuses on a machine learning-

based approach to detect marijuana intoxication. The key areas which were novel in

[20] were data collection from the internet, traditional augmentation, to increase the

dataset and a machine learning approach to identify the intoxicated person.

The advent of deep learning-based image augmentation techniques has broadened

the horizons for artificial data generation, including creating images of non-existent

individuals. These techniques enhance model performance and add diversity and

variability to training datasets. The release of StyleGAN3 marks a significant mile-

stone, offering advanced image manipulation and style-based transformations. Such

advancements have been instrumental in bolstering the robustness and effectiveness

of deep learning models across various applications.

The study by Bitto and Mahmud et al. [11] focuses on using pre-trained CNN

models, specifically VGG-16, ResNet-50, and Inception-v3, for diagnosing common

eye diseases like conjunctivitis and cataracts. Employing a transfer learning approach

on a robust dataset, the study finds that Inception-v3 has the highest accuracy at

97.08% and the fastest detection time of 485 seconds. While, ResNet-50 and VGG-

16 also show high accuracy but take longer to detect. The application of VGG-16,

ResNet-50, and Inception-v3 models in [11] shows that these models could work well

for images of marijuana intoxicated individuals.

The main objectives of this thesis encompass two critical aspects of marijuana

intoxication detection in [20]:

1. Expansion of Bloodshot Eyes Dataset: This thesis explores the feasibility

of enlarging the Bloodshot Eyes Dataset. This expansion will be orchestrated

by using image augmentation and advanced generative image techniques such

as StyleGAN3. We aim to enhance the quality and quantity of images available

in the dataset and diversify the images containing bloodshot eyes, a crucial

indicator of marijuana intoxication. A more extensive and varied dataset can

improve model training and lead to more accurate detection.
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2. Enhancement of Marijuana Intoxication Detection Models: This the-

sis seeks to elevate the performance of existing marijuana intoxication detec-

tion models by employing CNN models, which have deep or sufficiently broad

networks to extract discernible features from images of marijuana intoxication

proficiently. To achieve this, state-of-the-art deep learning models, including

VGG-16, ResNet-50, and Inception-v3, will be integrated into the detection

framework. Leveraging these advanced architectures can enhance the model’s

performance employed for marijuana intoxication detection by improving the

knowledge learned during its training and will allow it to become more robust

in dealing with different variants of images of bloodshot eyes.
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CHAPTER 5

Expansion of Bloodshot Eyes

Dataset

This chapter delves into our first research objective: Expanding the bloodshot eyes

image dataset by using deep learning-based image augmentation, StyleGAN3, on the

MID2021 and CelebA [32] to create a new dataset, MID2023. The performance of

the dataset is assessed by computing the FID (Fréchet Inception Distance) score.

A lower FID score indicates that the images generated are of relevant use case and

appear in line with our original set of images. Section 5.1 discusses in detail our

experiments, which include details of the dataset and the evaluation metrics utilized.

Section 5.2 details the pipeline we implemented to generate MID2023. Section 5.3

lists and discusses the results obtained from the experiments.

5.1 Dataset and Evaluation Metric

Different sets of experiments were conducted on StyleGAN3-R variant with MID2021

as StyleGAN3-R has a low FID score, signifying that the image is less distorted from

the original image and follows the same structure as the original image. MID2021

was first pre-processed to follow the convention of images as suggested in StyleGAN3.

The pre-processed MID2021 was first trained on two nodes of Sharcnet Graham P100

Pascal GPUs [1] with 50 GB RAM for three days. The following subsection will

discuss both the MID2021 and CelebA dataset, utilized in training the StyleGAN3-R

variant, and the evaluation methodolgy applied to StyleGAN3-R for the experiments.
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5.1.1 Dataset

MID2021: The dataset was created [20] by gathering images of marijuana-intoxicated

persons from Google and YouTube searches. It contained 2,750 images, out of which

half the images were of sober eyes, and the other half had images of marijuana-

intoxicated eyes. Classical image augmentation techniques, such as image rotation,

random cropping, flipping, and adjustments to image contrast, were applied to these

images. This augmentation helped expand the dataset to include 1375 images of

intoxicated individuals and equivalent images depicting sober individuals. Table 2

shows the number of original and intoxicated images in the MID2021. We can infer

from the table 2 that two classes, stoned and sober, have equal images.

Number of Original Sober Images 300

Number of Original Intoxicated Images 300

Number of Original Images 600

Number of Augmented Sober Images 1375

Number of Augmented Intoxicated Images 1375

Number of Augmented Images 2750

Table 2: MID2021 Summary

CelebA Dataset: CelebFaces [32]Attributes Dataset (CelebA) is a large-scale

face attributes dataset with more than 200K celebrity images, each with 40 attribute

annotations. The images in this dataset cover large pose variations and background

clutter. CelebA has large diversities, large quantities, and rich annotations, including

• 10,177 number of identities,

• 202,599 number of face images, and

• 5 landmark locations, 40 binary attributes annotations per image

For the conducted experiments, a total of 600 images were utilized for 600 original

images in MID2021 [20].
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5.1.2 Evaluation Metric

Evaluation metrics are quantitative measures that are used to assess the performance

of a machine learning model. To evaluate the performance of StyleGAN3, we em-

ployed the Fréchet Inception Distance (FID) score as an evaluation metric.

The Fréchet Inception Distance (FID) score is a measure used to evaluate

the quality of images generated by generative models, such as StyleGAN3. It cal-

culates the distance between the feature vectors of real and generated images. This

equation provides a metric that compares the statistical properties (mean and co-

variance) of the features of real and generated images. A lower FID score indicates

that the two sets of images are more similar; hence, it is often used to indicate better

generative model performance.

The FID score is computed as:

FID(x, g) = ||µx − µg||2 + Tr(Σx + Σg − 2(ΣxΣg)
0.5)

where µx and µg are the means of the real and generated feature vectors, re-

spectively, Σx and Σg are the covariances of the real and generated feature vectors,

respectively, and, Tr denotes the trace of a matrix.

5.2 Flow for Dataset Creation

This section will discuss the flow used in this thesis to create new images from Style-

GAN3. Images generated by StyleGAN3 and the original images in MID2021 are

used to create a new dataset, MID2023. Firstly, we will pre-process original images

in MID2021, and selected images from CelebA to generate original MID2021 faces.

Following this, we will create new images by training StyleGAN3-R with pre-processed

images from MID2021 and CelebA.
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Fig. 12: Pre-processed image from MID2021 and CelebA.

5.2.1 Dataset Pre-processing

We are going to utilize bloodshot eyes or red eyes as our choice of facial feature in

this work to detect marijuana consumption. We first detected and cropped eyes for

CelebA selected images using the dlib library. Each original eye images in MID2021

is resized to the dimensions of the cropped CelebA selected eye images. Then, the

CelebA eye images are replaced with re-scaled MID2021 original eye images in CelebA

selected images. This way, we can generate the whole face of a marijuana-intoxicated

person. Figure 12 shows a marijuana intoxicated face generated after pre-processing

datasets. The following points explain the pre-processing steps performed on images

before using them in StyleGAN3, which will be discussed in section 5.2.

• As discussed in section 2.1, an entire image I can be thought of as a matrix

comprised of three channels R, G, and B each of dimensions M × N stacked

together. Section 1.4.5 discussed that Dlib makes eye detection convenient by

finding the left eye at detection points 37-42 and the right eye at detection

points 43-48, which can be seen in Figure 1. Using these landmark points, the

dlib library can give an accurate image of an eye. Ec, with three 2D matrices

as Rc, Gc and Bc of dimensions Mc ×Nc, where, c ∈ CelebA selected images.

• Using the same process, we can get images of eyes Eo, with three 2D matrices

as Ro, Go and Bo of dimensions Mo × No from image of original eyes, Io,

where o ∈ MID2021 original eyes. Depending upon the size difference between

Ec and Eo, Eo is up-scaled or down-scaled to E
′

o using OpenCV library such
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that Mo = Mc and No = Nc. Then, the CelebA eye image, Ec is replaced

with re-scaled original eye in MID2021, E
′

o in sober image, Ic.

After these steps, MID2021 is pre-processed to generate full faces with marijuana-

intoxicated eyes that can be used in training StyelGAN3.

5.2.2 Augmentation of Images via StyleGAN3

To make our model more robust, we employ deep learning-based image augmentation

techniques to have more variations of the existing data in our dataset. For this pur-

pose, we employ StyleGAN3 [4], known for its superior image generation capabilities.

We train StyleGAN3 on the pre-processed images derived from the pre-processing

step. Our choice of StlyeGAN3 variant involves using StlyeGAN3-R for our experi-

mentation as this variant outperforms other variants of stlyeGAN3 when compared

with their respective FID scores as shown in Table 1. The following points explain

the steps involved in augmenting images using StyleGAN3:

• Pre-processing in StyleGAN3: For StyleGAN3, there are specific image

requirements during pre-processing. Firstly, the output images must be square-

shaped, with their dimensions being a power of two. Additionally, there’s flex-

ibility in setting precise dimensions for these images via the resolution option.

Furthermore, the system provides transformation tools specifically for cropping

purposes. Users can opt between a center crop or a broader center crop, both of

which should be paired with the specified resolution to ensure optimal results.

These guidelines ensure images are appropriately formatted for the subsequent

training processes. After this step, dataset metadata and labels are stored in a

JSON file.

• StyleGAN3 Training: Training StyleGAN3 involves a detailed interplay of

various hyper-parameters, each serving a unique role to ensure the model trains

effectively and efficiently. The snap parameter determines the time intervals

at which the network’s progress snapshots are saved, essential for monitoring
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progress and potentially resuming interrupted training sessions. For our case,

snap is 100 as the model’s progress will be saved every 100 kimg (thousands of

images). StyleGAN3 has a long training time spanning across days, and due

to computational limitations, we pause and resume the model’s training using

the resume parameter of StyleGAN3. The resume option allows training to

continue from a previously saved state, which is invaluable for extended training

sessions. However, this re-training has caused some spikes, which we will discuss

in section 5.3. The cfg argument denotes the specific configuration employed,

with our case utilizing the StyleGAN3-R variant. The training process’s speed

and efficiency are influenced by the gpus parameter, determining the number

of Graphical Processing Units, and the batch parameter, which sets the global

batch size for training samples processed in one cycle. batch controls the number

of training samples the model trains to before updating the model’s parameters.

The model’s generalization capability is impacted by the gamma hyperparam-

eter, associated with learning rates and regularization. The right choice of this

parameter depends on the size of our images, StyleGAN3 configuration, but for

our case, we have followed this value to 2 as suggested in [4]. The batch− gpu

parameter ensures even distribution of the global batch size across GPUs, while

kimg sets the total training duration, dictating the number of images the net-

work encounters throughout training. StyleGAN3 logs the model performance

in terms of ticks, and one tick is equivalent to 5 kimg in our experiment. We

trained the StyleGAN3-R variant for 3900 kimg (or 780 ticks) with the snap of

100 kimg (or 20 ticks), although we manually checked the trained model every

6 hours to check the model’s progress. The training took around three days on

Sharcnet Graham computes [1].

• Image Generation with StyleGAN3: Generating images using StyleGAN3

is a nuanced process where specific parameters dictate the output’s quality, va-

riety, and attributes of the output. For instance, the seeds parameter acts like

a series of unique keys or starting points, guiding the random number generator
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in creating diverse images. By tweaking these seed values, we can generate a

wide array of images, each with its unique characteristics. The truncation−psi

parameter is akin to a balancing act between familiarity and novelty. At a lower

setting, it ensures the generated images strongly resemble the training dataset,

providing a sense of familiarity. However, as its value increases, the generated

images exhibit more novelty, introducing diverse yet coherent variations. The

num− images parameter straightforwardly determines the volume of the image

output, allowing for batch generation, which is invaluable when one requires

a collection of images for assessments or choices. Lastly, the optional quality

parameter serves as a trade-off knob between image quality and computational

demands. Adjusting this can lead to higher fidelity images but might demand

more computational power and time. The above parameters can be fine-tuned

to generate images of sober faces with marijuana-intoxicated eyes. The images

in the MID2023 are created by including cropped sections focusing on the eyes

from generated images. Additionally, this dataset incorporates images from the

previous dataset [20]. To augment the current MID2023 dataset further, con-

ventional augmentation techniques, including flipping, cropping, and rotating

images, have been employed.

5.3 Results and Discussion

StyleGAN-R was trained on 2.86M parameters for 3900 kimg with a snap of 100

kimg, while the training time was three days on two nodes of Sharcnet Graham P100

Pascal GPUs [1] with 50 GB RAM. During the training, we manually checked the

model’s progress by looking at the quality of images generated every 6 hours. Firstly,

we experimented for two days, at which StyleGAN3-R had an FID of 35.20 at 2400

kimg ( or 480 ticks). Figure 15 shows 4800 images generated by the StyleGAN3-R

variant after two days. FID was close to 35 after the first training, which means the

model is still learning. Later, we conducted the same experiment with the trained

StyleGAN3-R variant for another 24 hours. After three days of training, we achieved
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Fig. 13: Tick vs FID in StyleGAN3.

Fig. 14: Marijuana intoxicated eyes generated by StyleGAN3.

an FID score of 12.5. Figure 13 shows the FID at every tick or 5 kimg. StyleGAN3

logs the model performance in terms of ticks, and one tick is equivalent to 5 kimg in

our experiment. Figure 13 shows that a peak occurred around 480 ticks because we

retrained the model after two days, which reduced model performance.

After this experiment, StyleGAN3 generated an additional 600 images for each

category, effectively doubling the original count and contributing a total of 1200 syn-

thetic images. Moreover, classical augmentation techniques—which include rotation,

flipping, scaling, cropping, and color adjustment—have been applied to increase the

MID2023 further.

These techniques have produced a substantial number of augmented images: 1500

for each class, adding 3000 classical augmented images to the pool. Thus, the final

tally of augmented images stands at 4200. When considering both the original and

augmented images, the dataset now comprises 4800 images. MID2023 is divided

into two classes: 2400 images of sober eyes and 2400 images of marijuana-intoxicated
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Fig. 15: Images generated by StyleGAN3-R at 2400 kimg.

eyes. Figure 14 shows two intoxicated red eyes generated from the StyleGAN3 model.

Figure 14 also shows that StyleGAN3 can generate a similar yet distinctive set of

images. Moreover, both images have different levels of intoxication, which can be seen

with the intensity of redness. However, the influence of MID2023 will be validated in

the later chapter by comparing the performance of the MobileNet, VGG-16, ResNet-

50 and Inception-v3 model [20] with MID2021 and MID2023.
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CHAPTER 6

Enhancement of Marijuana

Intoxication Detection Models

In the last chapter, we augmented the MID2021 to generate MID2023. To vali-

date the improvement in the MID2023, we will compare the performance of the Mo-

bileNet model trained on MID2023 with the baseline model, MobileNet [20] trained

on MID2021. Moreover, an examination of the performance metrics, including accu-

racy, precision, recall, and F1-score, was carried out for three other models—VGG-16,

ResNet-50, and Inception-v3—trained on both the augmented MID2023 dataset and

the original MID2021 dataset. The evaluation was performed on separate test sets as-

sociated with MID2023 and MID2021, respectively. Section 6.1 discusses in detail our

experiments, which include details of the dataset and the evaluation metrics utilized.

Section 6.2 details the pipeline we implemented to evaluate VGG-16, ResNet-50,

Inception-v3, and MobileNet on MID2023. Section 6.3 lists and discusses the results

obtained from the experiments.

6.1 Dataset and Evaluation Metrics

A total of 480 experiments were conducted in tuning the VGG-16, ResNet-50, Mo-

bileNet and Inception-v3 marijuana-intoxication detection model with MID2023. This

thesis compares the performance of the above models tuned on MID2023 with the

baseline MobileNet model [20] tuned on MID2021. The subsequent sub-section dis-

cusses the MID2023 used in training marijuana-intoxicated models and section 6.1.2
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elaborates on performance metrics including accuracy, precision, recall, and F1-score,

employed for evaluating marijuana-intoxication detection models.

6.1.1 Dataset

MID2023: MID2023 consists of 4800 images, including 600 original eye images

sourced from the original eye images in MID2021, 1200 images generated by Style-

GAN3 and 3000 images generated by using traditional augmentation on both the

original eye images and images generated by StyleGAN3. This dataset is equally

split into two categories: 2400 images of bloodshot eyes, suggestive of marijuana in-

toxication, and 2400 images of sober eyes. Table 3 shows the number of original,

augmented and total images in the MID2023. We can infer from the table 3 that two

classes are balanced as stoned set and sober set have an equal number of images.

Number of Original Sober Images 300

Number of Original Intoxicated Images 300

Number of Original Images 600

Number of StyleGAN3 Augmented Sober Images 600

Number of StyleGAN3 Augmented Intoxicated Images 600

Number of Traditional Augmented Sober Images 1500

Number of Traditional Augmented Intoxicated Images 1500

Number of Augmented Images 4200

Number of Total Images 4800

Table 3: MID2023 Summary

6.1.2 Evaluation Metrics

Evaluation metrics are quantitative measures that are used to assess the performance

of a machine learning model. To access the performance of CNN models for binary
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classification, we employed accuracy, precision, recall, and F1-score as evaluation

metrics.

Accuracy: Accuracy is the ratio of the number of true predictions to the total

number of predictions made by the system.

Accuracy =
TP + TN

TP + TN + FP + FN

where,

TP (True Positive): Total number of images correctly predicted as intoxicated,

TN (True Negative): Total number of images correctly predicted as sober,

FP (False Positive): Total number of sober images incorrectly predicted as intox-

icated, and,

FN (False Negative): Total number of intoxicated images incorrectly predicted as

sober.

Precision: Precision is the ratio of true positive predictions to the total number

of positive predictions.

Precision =
TP

TP + FP

Recall: Recall is the ratio of the total number of positive predictions which are

correct to the total number of predictions which are actually positive.

Recall =
TP

TP + FN

F1 Score: In our prior discussions, we delineated the significance of both pre-

cision and recall as individual metrics. Nonetheless, to comprehensively evaluate a

model’s proficiency, it is imperative to account for both metrics concurrently. Within

machine learning, the F1 Score emerges as a pivotal metric that integrates precision

and recall. Defined as the harmonic mean of these two metrics, the F1 Score offers

a nuanced understanding of model performance. Specifically, in the context of dis-

cerning marijuana-intoxicated imagery, the F1 Score quantifies the model’s capability
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Fig. 16: Pipeline for fine-tuning marijuana intoxication detection models.

to accurately identify such images while mitigating the incidence of both false pos-

itives (erroneous categorization of marijuana-intoxicated images as sober) and false

negatives (misclassification of sober images as marijuana-intoxicated).

F1 Score = 2 x
Precesion x Recall

Precesion+Recall

6.2 Pipeline for Fine-tuning CNN Models

Figure 16 shows the pipeline developed to store the performance of each model trained

on MID2023 with 120 different hyperparameters. Firstly, we will discuss the initial

setup for each of the models, and then we will discuss how we will tune each model

with different hyper-parameters. Moreover, the results for each hyper-parameter are

stored in Google Drive as a comma-separated value file.
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6.2.1 Model Setup

CNNs have revolutionized image-based classification tasks. In this study, we lever-

aged pre-trained models of VGG-16, ResNet-50, and Inception-v3 to assess their ef-

fectiveness in detecting signs of marijuana use, particularly bloodshot eyes. Moreover,

VGG-16, ResNet-50, and Inception-v3 had achieved accuracy of 95.48%, 95.78% and

97.08%, respectively for eyes disease detection [11]. VGG-16 [19] [52] is a widely used

algorithm for both object detection and image classification, capable of categorizing

images into 1,000 different classes with an accuracy of 92.7%. It is particularly user-

friendly for transfer learning applications. Inception V3 [55], a convolutional neural

network (CNN) architecture, was developed by researchers at Google and represents

a significant milestone in the evolution of deep learning models for image classifica-

tion. Inception V3 was introduced to address the growing demand for more efficient

and accurate image recognition algorithms. ResNet-50 [22] is a revolutionary neural

network model primarily designed for image classification, part of the ResNet family,

which also addresses the vanishing gradient problem in deep neural networks. The

model is widely recognized for its residual learning framework, which facilitates the

training of extremely deep networks. Utilizing pre-trained models allows us to focus

on adjusting the model’s existing parameters to adapt to our specific task rather than

training from scratch. Moreover, we build the MobileNet network as mentioned in

[20] to develop the baseline for this study. The following sub-sections will explain the

process of the initial model setup for the pre-trained CNN models and the MobileNet

model.

• VGG-16: This model is renowned for its simplicity and depth, leveraging pre-

trained weights derived from the extensive ImageNet database to harness its

powerful feature extraction capabilities. The feature extraction layers are frozen

to preserve the intricate high-level features already learned, ensuring stability

and specificity in feature detection. For the task at hand, a custom fully con-

nected network replaces the original classifier, specifically designed to discern

between sober and intoxicated states. This network is further enhanced with
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ReLU activation functions and dropout layers, introducing non-linearity and

mitigating potential overfitting, thus ensuring a robust and generalized learn-

ing. The model employs the Stochastic Gradient Descent (SGD) optimizer,

which is celebrated for its efficiency and effectiveness, particularly in large-scale

and complex datasets. The Binary Cross Entropy Loss function is meticulously

chosen to accurately measure the performance of the binary classification, pro-

viding a clear and quantifiable metric for model optimization.

• ResNet-50: As a deeper architecture with residual connections, ResNet-50

is adept at learning from a substantially increased number of layers without

succumbing to the vanishing gradient problem. It starts with a foundation

of pre-trained weights from ImageNet, which encapsulates a wide variety of

features applicable to a wide range of visual recognition tasks. The model’s

layers are frozen to retain the nuanced feature detectors developed through

extensive prior training. A bespoke classifier, specifically engineered for the

binary classification task, is appended to the model. This classifier benefits

from the introduction of ReLU activation functions and dropout layers, which

collectively enhance the model’s ability to learn complex patterns while avoiding

overfitting. The AdamW optimizer is employed, known for its adaptive learning

rate capabilities and effective weight decay, which are crucial for navigating the

complex landscape of high-dimensional weight space. Furthermore, the StepLR

learning rate scheduler is utilized, methodically decaying the learning rate at

predetermined intervals to refine the convergence process and explore a more

diverse set of potential solutions.

• Inception-v3: Inception-v3 stands out with its unique architecture that in-

corporates multiple kernel sizes within the same network layer to capture a

diverse range of features. The model, pre-loaded with weights trained on the

comprehensive ImageNet dataset, benefits from a broad and versatile feature

extraction base. By freezing these layers, Inception-v3 maintains the rich fea-

ture understanding previously acquired, allowing it to focus on learning the
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specifics of the new task. The classifier is carefully restructured to cater to the

binary classification of sober versus intoxicated states, with additional layers

such as ReLU for introducing non-linearity and dropout for preventing overfit-

ting, thereby ensuring a balanced and generalizable model. The adoption of the

AdamW optimizer offers an advanced approach to adjusting weights through

adaptive learning rates and weight decay, enhancing the training stability and

outcome. The StepLR scheduler complements this by periodically adjusting the

learning rate, aiding in the avoidance of local minima and promoting a thorough

exploration of the weight space for optimal performance.

• MobileNet: The MobileNet network comprises two convolutional layers, each

with 32 filters of size 3x3, a stride of 1 and padding of 1 to maintain the spatial

dimensions of the input after convolution. Following the convolutional layers is a

max-pooling layer with a 2x2 window and a stride of 2, which reduces the spatial

dimensions of the feature maps by half. Max-pooling is a typical operation used

to reduce the number of parameters and computations in the network and also

to control overfitting by providing an abstracted form of representation. The

network then flattens the output of the pooling layers and passes it to a fully

connected layer. This is followed by a dropout layer with a probability of

0.5, which randomly zeros some of the elements of the input tensor with the

given probability, thus helping to prevent overfitting by forcing the network to

learn redundant representations. Since the problem is a binary classification,

the Binary Cross Entropy Loss function is used as the criterion, suitable for

outputs that are probabilities of two classes. The optimizer used is RMSprop,

a type of adaptive learning rate method that divides the learning rate for a

weight by a running average of the magnitudes of recent gradients for that

weight. This can help to accelerate convergence in the right direction and is

often used in recurrent neural networks and other contexts. The final layer is a

fully connected layer that classifies if the image is sober or intoxicated.
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6.2.2 Tuning Model

This section discusses the approach followed in tuning hyper-parameters for four

models: ResNet-50, Inception-v3, VGG-16 and MobileNet. We divided MID2023

and MID2021 into three sets, training (70%), validation (20%), and test (10%). We

iterated over a pre-defined grid of hyper-parameters that includes variations in batch

sizes for training and validation, epochs, a gamma parameter influencing learning

rate adaptation or regularization, and the initial learning rate. The comprehensive

search includes a pre-planned set of combinations derived from lists of batch sizes

of 8, 16, 24, 32 for training and 24, 16, 8 for validation, two gamma values of 0.1,

10, and five different learning rates of 0.01, 0.005, 0.0001, 0.00005, 0.000005, creating

120 permutations to validate. In each iteration, each model trains using the current

set of hyper-parameters, evaluating it on the test set to obtain metrics like accuracy,

recall, precision, and the F1-score. These metrics are crucial, with the F1-score being

particularly important as it provides a harmonic balance between precision and recall,

beneficial for class-imbalanced datasets. A dictionary meticulously documents each

hyper-parameter trial’s performance, creating a unique identifier for easy retrieval.

This exhaustive process seeks the combination that yields the highest F1-score and

integrates an early stopping mechanism. Early stopping monitors the validation loss,

halting training if the model ceases to improve, effectively preventing over-fitting and

saving computational resources. Upon completion, the function reports the optimal

hyper-parameter set, using the F1-score as the selection criterion. This optimal set

is expected to offer the most effective model configuration for the given data and

task. Results from all combinations are stored in CSV files, ensuring that the data

is accessible for further analysis or review. This systematic strategy encapsulates

the quest for the best model performance and the optimal use of resources via early

stopping, showcasing a balanced approach to machine learning model development.
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Fig. 17: Accuracy and Loss over Epochs for best MobileNet Model on MID2023.

6.3 Results and Discussion

For our experiments, we evaluated and compared the performance of three state-

of-the-art models, VGG-16, ResNet-50 and Inception-v3, with the MobileNet model

trained on MID2023 as well as MID2021.

We first try to compare the performance of our dataset by training the MobileNet

model [20] on MID2023 and compare its performance with MobileNet trained on

MID2021. This way, we can evaluate if augmenting images with StyleGAN3 helps

improve the model’s performance. We conducted almost 120 experiments on the Mo-

bileNet model using grid search on hyper-parameters, gamma, learning rate, train-

ing batch size and text batch size. Out of 120 hyper-parameter configurations, we

achieved the best results for configuration in which training batch size was 16, valida-

tion batch size was 24, gamma was 0.1, and learning rate was 0.01. Figure 17 shows

the loss and accuracy over epochs with the best hyper-parameters for the MobileNet

model.

Now, we have validated that the performance of CNN models improved by using

the StyleGAN3 image augmentation. We will validate the performance of the VGG-

16, ResNet-50 and Inception-v3 with MID2023.

Comparing the performance of the MobileNet on the MID2021 and MID2023

datasets, there’s a noticeable improvement over time. The MID2021 dataset yielded

an accuracy of 82%, precision of 80%, recall of 83%, and an F1-score of 81%. In

contrast, the MID2023 dataset shows enhanced performance, with accuracy increas-

ing to 86.54%, precision to 82.74%, recall slightly decreasing to 79.12%, and an im-
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Fig. 18: Accuracy and Loss over Epochs for best ResNet-50 on MID2023.

proved F1-score of 84.89%. The increase in accuracy and F1 score indicates that

the model has become better at correctly classifying images and maintaining a bal-

anced precision-recall trade-off despite a slight drop in its ability to identify all actual

positives (recall).

Model Training Batch Size Validation Batch Size Gamma Learning Rate

VGG-16 8 8 0.1 5e-05

ResNet-50 24 24 0.1 5e-05

Inception-v3 8 24 0.1 1e-04

MobileNet 16 24 0.1 1e-02

Table 4: Best Hyper-parameters for models trained on MID2023

Table 4 presents the optimal hyper-parameter configurations for various convo-

lutional neural network models derived from systematic tuning to achieve the best

performance on a MID2023. For VGG-16, the ideal training and validation batch

sizes were both set to 8, with a gamma value of 0.1 and a learning rate of 5× 10−5,

suggesting a preference for smaller batch processing and moderate regularization dur-

ing training. The ResNet-50 model operates best with uniform batch sizes 24 for both

training and validation sets, coupled with a gamma of 0.1 and the same learning rate

as VGG-16, indicating its effective learning from larger batch sizes without altering

the learning rate. In contrast, Inception-v3 shows an optimal performance with a

training batch size of 8 and a larger validation batch size of 24, alongside a higher

learning rate of 1× 10−4, which could imply a need for more rapid adjustments dur-

ing learning, balanced by a stable evaluation phase with larger test batches. The
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Fig. 19: Accuracy and Loss over Epochs for best VGG-16 on MID2023.

Fig. 20: Accuracy and Loss over Epochs for best Inception-v3 on MID2023.

MobileNet model, with its mid-range training and validation batch sizes of 16 and

24, respectively, and a relatively high learning rate of 1 × 10−2, reflects a distinct

configuration that possibly accommodates its architectural differences and learning

dynamics. These tailored hyperparameters underscore the importance of fine-tuning

learning processes to the specific characteristics of each neural network architecture

to enhance model performance. Figure 19, 20, and 18 shows the loss and accuracy

over epochs with best hyper-parameters for VGG-16, Inception-v3, and ResNet-50

respectively.

Table 5 provides a comparative summary of performance metrics for different

marijuana intoxication models evaluated on the MID2023 and MID2021 datasets. For

MID2023, the VGG-16 model demonstrates superior performance with the highest ac-

curacy (94.66%), precision (96.84%), and F1-score (92.92%), indicating its robustness

in correctly identifying and classifying images with precision. Moreover, Inception-v3

also shows commendable results, particularly with the highest recall (95.12%), sug-

gesting its strength in identifying relevant cases within MID2023 dataset. However,

ResNet-50, while presenting moderate accuracy (82.34%), has lower precision and
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Model Dataset Accuracy Precision Recall F1-score

VGG-16 MID2023 94.66 96.84 89.32 92.92

VGG-16 MID2021 75.23 76.45 78.92 76.43

ResNet-50 MID2023 82.34 71.49 79.12 75.11

ResNet-50 MID2021 71.26 73.85 76.57 69.11

Inception-v3 MID2023 90.18 82.1 95.12 88.13

Inception-v3 MID2021 80.21 80.51 82.63 81.55

MobileNet MID2023 86.54 82.74 79.12 84.89

MobileNet MID2021 82 80 83 81

Table 5: Best Performance for Marijuana Intoxication Models

recall, leading to the lowest F1-score (75.11%) among the models tested on MID2023,

which could indicate a relatively lesser ability to balance the trade-off between preci-

sion and recall. Notably, the performance of VGG-16, ResNet-50, and Inception-v3

exhibited suboptimal results when trained on the MID2021 dataset as opposed to

their performance on the augmented MID2023 dataset. This discrepancy can be at-

tributed to the inherent demand for a substantial volume of data by these larger

neural network architectures, a requirement more adequately fulfilled by the enriched

MID2023 dataset. Lastly, the MobileNet model’s performance is consistent across

both datasets, with improvements in accuracy, precision and F1-score when tran-

sitioning from MID2021 to MID2023, reflecting advancements in model training or

dataset quality. The increased recall observed in MobileNet for MID2021 could be

attributed to its compact network architecture. However, this recall diminishes in

MID2023, which indicates the model’s limited capacity to handle the diverse in-

stances present in the MID2023 effectively. The next chapter will present conclusions

drawn from the study’s findings, accompanied by a discussion on potential avenues

for future research.
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CHAPTER 7

Conclusion and Future Work

7.1 Conclusion

This thesis has created a new dataset MID2023 by using StyleGAN3. Based on

our experiment of MobileNet with MID2021 and MID2023, MID2021 has a slightly

higher recall, while, MID2023 outperforms MID2021 in terms of accuracy, precision,

and F1-score. This clearly shows that MID2023 is inhancement of MID2021.

Moreover, we optimized the performance of VGG-16, ResNet-50 and Inception-

v3 models for marijuana intoxication detection by tuning these models with 120

different hyper-parameters. Among the models assessed, the VGG-16 model emerged

as the top-performing candidate, surpassing the reference MobileNet model across

multiple key metrics. In contrast, other models such as ResNet-50 and Inception-v3

did not perform as well as VGG-16. ResNet-50 displayed lower accuracy, precision,

and F1-score, while, Inception-v3 had slightly lower accuracy and F1-score compared

to VGG-16. MobileNet also fell short in terms of overall performance compared to

VGG-16.

In conclusion, the VGG-16 model’s superior performance, as evidenced by its ex-

ceptional accuracy, precision, recall, and F1-score, establishes it as the most effective

choice among the evaluated models in comparison to the MobileNet model for the

given dataset and task.
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7. CONCLUSION AND FUTURE WORK

7.2 Future Works

Given that red eyes are a crucial indicator for identifying marijuana intoxication, the

model must account for various eye-related conditions that might also cause redness,

thereby preventing misinterpretation and reducing false positives. For instance, con-

ditions like conjunctivitis or dry eye syndrome can lead to similar red-eye symptoms.

Therefore, incorporating a mechanism to differentiate between the redness caused by

eye-related conditions and that induced by marijuana intoxication is crucial for the

accuracy and reliability of the model’s assessments.

In their examination of driver drowsiness detection methodologies, Albadawi et

al. [5] noted that the onset of driver drowsiness is typically preceded by observ-

able symptoms. These symptoms range from difficulty maintaining eye openness,

increased yawning, and frequent blinking to challenges in concentration, lane devia-

tions, delayed traffic responses, head nodding, and erratic speed changes. To enhance

the practical application of a marijuana intoxication model, it is essential to con-

duct empirical research involving actual human subjects. This research would involve

capturing images of participants in a sober state and subsequently after marijuana

consumption. Such a methodology ensures that a diverse range of intoxication indi-

cators are recorded, potentially enhancing the model’s accuracy and performance.
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