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Abstract

Web queries are often brief and unclear due to users’ uncertainty about their

information needs, rendering it difficult for search engines to retrieve relevant docu-

ments. Query refinement is to enhance the relevance of search results by modifying

users’ original queries to refined versions. State-of-the-art query refinement models

have been trained on web query logs, which are predisposed to topic drifts. To fill

the gap, little work has been proposed to generate benchmark datasets of (query

→ refined query) pairs through an overwhelming application of unsupervised or su-

pervised modifications to the original query while controlling topic drifts. In this

paper, however, we propose leveraging natural language backtranslation, a round-

trip translation of a query from a source language via target languages, as a simple

yet effective unsupervised approach to scale up generating gold-standard benchmark

datasets. Backtranslation can (1) uncover terms that are omitted in a query for be-

ing commonly understood in a source language, but may not be known in a target

language (e.g., ‘figs’→(tamil) ‘அத்திமரங்கள்’→‘the fig trees’), (2) augment a query

with context-aware synonyms in a target language (e.g., ‘italian nobel prize win-

ners’→(farsi) َިًܭ‘ ༥؇ߦ߳ه ሏᇓ؇ܳچ؇ਐೋا ۱؇ی italian‘→’ߓߵࢾࣖه nobel laureates’), and (3) help with

the semantic disambiguation of polysemous terms and collocations (e.g., ‘custer’s

last stand’ →(malay) ‘pertahan terakhir custer’→‘custer’s last defence’). Our exper-

iments across 5 query sets with different query lengths and topics and 10 languages

from 7 language families using 2 neural machine translators validated the effective-

ness of query backtranslation in generating a more extensive gold-standard dataset

for query refinement. We open-sourced our research at https://github.com/fani-

lab/RePair/tree/nqlb.
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Chapter 1

Introduction

1.1 Introduction

Retrieving relevant information poses challenges to search engines when user queries

are short and unclear, leading to the retrieval of irrelevant documents. Query refine-

ment, also known as query expansion or reformulation, aims to transform the user’s

original query into a new refined version that more accurately reflects the user’s infor-

mation need and, therefore, improves the relevance of search results. State-of-the-art

query refiners are largely based on fine-tuning transformer-based language models [1,

19] or seq-to-seq encoder-decoder neural architecture [2, 9], trained supervisedly on

web query logs following weak assumptions that users’ input queries improve gradu-

ally within a search session, i.e., the last query where the user ends her search session

is the refined version of her original query [9]. However, users’ intent may undergo

gradual or sudden changes in topics within a search session intrinsically by e.g., search

engine’s incorrect suggestion of unrelated terms [22], or extrinsically by e.g., online

ads, resulting in a loss of sequential semantic context between queries, known as topic

(query) drift [8, 22]. Also, not all search logs are readily available due to privacy, or

when a search engine is newly deployed for a customized application or scarcely used

after [6].

Recently, new research efforts have been put into producing gold-standard bench-

mark datasets that are free of topic drifts and designed specifically to train and evalu-

ate the efficacy of query refiners for web or non-web information retrieval systems [26,

1



1. INTRODUCTION

llm

fusion

Answer

Retrieval Phase Generation Phase

Figure 1.1.1: Query backtranslation workflow.

32, 4]. Tamannaee et al. [26] proposed a pipeline to generate gold-standard datasets

from an input set of original queries while controlling topic drift. They applied a host

of unsupervised query refiners, from simple lexical lemmatizers to complex pseudo-

relevance-based methods, on an original query to generate a wide variety of changes

to the query, among which only those that enhance information retrieval metrics like

map will be chosen as the refined versions of the query. Tamannaee et al.’s pipeline,

although comprehensive, rarely finds a refined version; many original queries are left

behind with no refined query. Further, it is computationally costly due to the exhaus-

tive application of many refiners on each query. To address scalability, Arabzadeh

et al. [4] and others [20] proposed fine-tuning transformer-based language models to

generate (query → refined query) pairs. Fine-tuning a transformer, however, de-

mands significant computational resources and time along with its environmental

impact [23]. Plus, the efficacy of transformer-based methods is subject to scrutiny

given the evaluation data might have been seen during their pre-training, leading to

the data leakage threat and a misleading overestimation of their capabilities [28, 15].

In this research, for the first time, we propose to augment such sparse gold-

standard datasets even further with more pairs of refined queries using natural lan-

guage backtranslation; an effective approach that eliminates the need for fine-tuning

large transformers and avoids the exhaustive search over many changes to a query.

Specifically, we translate an original query from its original language (e.g., english)

to a target language (e.g., french), and then translate it back to the original language

using an off-the-shelf neural machine translator (e.g., Meta’s nllb [27]) to generate

a candidate refined query. While languages share underlying commonalities referred

to as linguistic universals due to the common neurobiological basis of the human

2



1. INTRODUCTION

Table 1.1.1: Queries and the efficacy of their backtranslations.

query id original query (𝑞) (language) translation backtranslation (𝑞𝑙) map𝑞𝑙
(Δ𝑞𝑙−𝑞)

dbpedia

SemSearch_ES-13 banana paper making (korean) 바나나종이제조 manufacture of banana paper 1.00 (+0.89)

INEX_XER-116 italian nobel prize winners (farsi) َިًܭ ༥؇ߦ߳ه ሏᇓ؇ܳچ؇ਐೋا ۱؇ی ߓߵࢾࣖه italian nobel laureates 0.57 (+0.34)

INEX_LD-2010057 einstein relativity theory (swahili) nadharia ya uhusiano wa einstein einstein theory of relation 0.01 (-0.30)

INEX_LD-20120211 guitar chord tuning (chinese) 吉他弦調 the guitar strings 0.03 (-0.47)

robust04

314 marine vegetation (chinese) 海生植物 the seaweed 0.19 (+0.19)

426 law enforcement, dogs (swahili) polisi, mbwa police dogs 0.33 (+0.29)

338 risk of aspirin (arabic) દઊଫଊݿا ۊޚݠ the dangers of aspirin 0.15 (-0.25)

403 osteoporosis (swahili) ugonjwa wa mifupa bone disease 0.11 (-0.29)

antique

421753 how to get rid of a skunk? (swahili) jinsi ya kuondoa skunk? how to remove skunk 0.25 (+0.05)

1702151 how patient a driver are you? (french) Vous êtes un chauffeur patient ? are you a patient driver? 0.35 (+0.12)

204633 why do you have memories? (korean) 왜기억이나나요? why do you remember 0.00 (-0.11)

1944018 why cannot teenagers vote? (tamil) ஏன் இைளஞர்கள் வாக்களிக்க முடியாது? why cannot young people vote 0.04 (-0.10)

gov2

804 ban on human cloning (farsi) ا૭؇ن ாدن ၯၖިن ᆙᆘٷިچب pohibition of human cloning 1.00 (+0.48)

822 custer’s last stand (malay) pertahan terakhir custer custer’s last defense 0.13 (+0.03)

753 bullying prevention programs (french) programmes de prévention de l’intimidation the prevention of bullying programmes 0.06 (-0.03)

757 murals (german) wandmalereien wall paintings 0.00 (-0.04)

clueweb09b

154 figs (tamil) அத்திமரங்கள் the fig trees 1.00 (+0.91)

130 fact on uranus (korean) 천왕성에대한사실 the facts about uranus 0.16 (+0.01)

51 horse hooves (farsi) اݿص ܔڰݷ horse shoes 0.03 (-0.19)

75 tornadoes (arabic) ଫଃݬ؇༟ا hurricanes 0.00 (-0.08)

brain [12], they carry differences on the surface, including phonetics, morphological

units (terms), syntax, and semantics to convey pragmatics and establish a discourse,

especially in an informal context like in ad-hoc web queries, that can be leveraged

via backtranslation to generate diverse paraphrases of a query while withholding se-

mantic [31]:

• Backtranslation can uncover terms or entities that are latent in a query for being

superfluous or part of background knowledge in a source language, also known as

ellipsis [7]. However, such latent terms may not be commonly known in a target

language, and hence, they should be explicitly generated through translation. For

instance, from Table 1.1.1, when the short query ‘figs’ is translated to tamil as

‘அத்திமரங்கள்’ followed by a backtranslation to english as ‘the fig trees’, it brings

up ‘trees’ and enhanced bm25’s map from 0.04 to 0.07;

3



1. INTRODUCTION

• Backtranslation can effectively augment context-aware synonymous terms from a

target language to the original query, as opposed to simple synonym replacement

by a traditional query refiner [25]. For instance, when ‘italian nobel prize winners’

is translated to farsi as َިًܭ‘ ༥؇ߦ߳ه ሏᇓ؇ܳچ؇ਐೋا ۱؇ی ,’ߓߵࢾࣖه followed by a backtranslation to

english as ‘italian nobel laureates’, it brings up ‘laureates’ for ‘prize winners’ as

opposed to ‘medalist’ or ‘champions’, which increased the map for bm25 from 0.22

to 0.56;

• Backtranslation can disambiguate polysemous terms and collocations. For in-

stance, translating ‘custer’s last stand’1 to malay ‘pertahan terakhir custer’, and

backtranslating to english, ‘custer s last defence’ maps the term ‘stand’ to ‘de-

fence’, which is more semantically related to the wars and battles, leading to the

detection of the latent context of a ‘battle’ and a map improvement from 0.10 to

0.13, as opposed to other semantics like ‘political stand’ or ‘upright body position’;

For similar reasons, backtranslation has been employed in review analysis and opinion

mining [11, 30, 18, 14] and other natural language processing tasks like text summa-

rization [10] and question-answering [5], and machine translation [13, 24, 17]. Fur-

thermore, the open-source accessibility to multilingual neural machine translators [29,

16, 27], capable of delivering high-quality translations between many languages, in-

cluding low-resource languages, as well as their smooth integration into any pipeline

with few lines of code, have already set off a surge of interests in backtranslation.

In this research, we proposed a reproducible domain-agnostic pipeline to generate

refined queries via language backtanslation. From Figure 3.1.1, our pipeline takes

as input: (1) a query set in a source language, e.g., english along with relevance

judgments, (2) a set of target languages, e.g., {farsi, chinese, ...}, (3) an infor-

mation retrieval method, e.g., bm25 and (4) an evaluation metric (e.g., map), and

outputs a golden dataset that includes pairs of (𝑞 → 𝑞⋆) such that 𝑞⋆ retrieves better

search results compared to 𝑞 under the information retrieval method and the eval-

uation metric. Our findings show that query backtranslation substantially expands
1https://en.wikipedia.org/wiki/battle_of_the_little_bighorn

4
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1. INTRODUCTION

gold-standard datasets for supervised query refinement while outperforming existing

unsupervised refiners across query sets from various domains with different query

lengths and diverse topics. The efficacy of the expanded datasets with query back-

translations has further been evidenced via the performance boost of a fine-tuned

large language model (t5 [21]). Our findings also underline the choice of a translator;

a translator may fall short of query refinement should it translate accurately but with

little to no diversity in generating new query terms during query backtranslation.

In summary, our main findings show that:

1. Backtranslation of languages can significantly enhance the creation of gold-standard

datasets for query refinement, as demonstrated by its effectiveness in improving

evaluation metrics. On average, the scalability results per query set are as fol-

lows: 47.62% improvement in dbpedia, 48.51% in robust04, 39.55% in antique,

36.06% in gov2, and 17.62% in clueweb09b.

2. Backtranslation outperforms unsupervised refiners, by scaling up the number of

refined queries compared to the 22 unsupervised refiners by Tamannaee et al. [26]

across different domains and metrics.

3. The effectiveness of backtranslation remains consistent across languages originat-

ing from diverse language families. Our research reveals that the semantic coher-

ence of backtranslated queries is shaped by the linguistic correlation between the

source and target languages. We find that using languages from the same family

such as french yields more semantically related queries, whereas employing lan-

guages from different families such as chinese generates a wider range of diverse

outputs.

4. The effectiveness of backtranslation remains consistent across query sets from var-

ious domains. We attribute the domain-specific performance of languages in query

refinement to i) the size of queries affecting the quality of backtranslation, and ii)

the diversity of topics within query sets. Our findings suggest that while back-

translation is effective for refining diverse queries its efficacy may diminish when

5



1. INTRODUCTION

applied to short queries derived from a corpus with a large range of topics, such

as clueweb09b compared to dbpedia and robust04.

5. The effectiveness of backtranslation in query refinement is closely linked to the

selection of a neural machine translator. Our findings indicate that the choice

of translator significantly influences the outcomes of the refinement process. A

more accurate translator tends to yield superior translations, resulting in a greater

number of refined queries.

In summary, our main contributions lie in the following:

1. We propose natural language backtranslation augmentation for query refinement.

We show that query backtranslation not only effortlessly expands gold-standard

datasets for training supervised query refinement methods but also is a strong

unsupervised method for query refinement;

2. We study query backtranslation across diverse languages from different language

families2, including french, german, russian, and farsi from indo-european,

malay from austronesian, tamil from dravidian, swahili from bantu, chinese

from sino-tibetan, korean from koreanic, and arabic from afro-asiatic;

3. We benchmark query backtranslation across five prominent trec query sets span-

ning diverse domains, including dbpedia for wikipedia articles, robust04 for

news articles, antique for yahoo’s question-answering community, and gov2 and

clueweb09b for web queries.

4. We fine-tune t5 [21], a well-known unified language model for transfer learning in

nlp tasks, on the datasets expanded by query backtranslations, and lack thereof,

for the task of supervised query refinement. We show that the expanded datasets

effectively improve the model’s performance in predicting refined queries in terms

of information retrieval metrics.
2A language family is a set of languages which share cultural roots and exhibit similarities in

vocabulary and grammar [3].
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5. We open-sourced our pipeline to support the reproducibility of our research. By

making our pipeline openly accessible, we encourage collaboration and enable oth-

ers to validate and build upon our findings.
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Chapter 2

No Query Left Behind: Query
Refinement via Backtranslation
Delaram Rajaei, Zahra Taheri, Hossein Fani
Proceedings of the 33rd ACM International Conference on Information and Knowl-
edge Management (CIKM ’24), October 21–25, 2024, Boise, ID, USA

2.1 Problem Definition

Given an original query 𝑞 along with its reference set of relevant documents (relevance

judgment) 𝒥𝑞, an information retrieval method (retriever) 𝑟, and an evaluation metric

𝑚, which measures the quality of 𝑟 for the query 𝑞, denoted by 𝑚𝑟(𝑞, 𝒥𝑞) ∈ ℝ[0,1],

and 𝑚𝑟(𝑞, 𝒥𝑞) < 1, query refinement aims at identifying the set of refined versions

ℛ𝑞,𝑟,𝑚 = {𝑞♢} for 𝑞 such that 𝑚𝑟(𝑞, 𝒥𝑞) < 𝑚𝑟(𝑞♢, 𝒥𝑞); ∀𝑞♢ ∈ ℛ𝑞,𝑟,𝑚, that is, 𝑞♢

retrieve more relevant documents under 𝑟 in terms of 𝑚. We also denote 𝑞⋆ to the

best refined query, i.e., 𝑞⋆ = argmax𝑞♢∈ℛ𝑞,𝑟,𝑚
𝑚𝑟(𝑞♢, 𝒥𝑞). We refer to 𝑞 as a hard

query, denoted by ̄𝑞, when query refinement falls short of finding any refined version,

i.e., ℛ ̄𝑞,𝑟,𝑚 = ∅. An original query 𝑞 might be the best query in the first place, i.e.,

𝑚𝑟(𝑞, 𝒥𝑞) = 1 and ℛ𝑞,𝑟,𝑚 = 𝑞 = 𝑞⋆, and hence, query refinement is unnecessary.

2.2 Proposed Workflow

In this section, we describe our proposed configurable workflow to scale up the gener-

ation of gold-standard datasets for the supervised query refinement task via our novel

application of natural language backtranslation. The overview of our proposed work-
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flow is shown in Figure 3.1.1. The input of our workflow is a set of original unrefined

queries and their associated relevance judgements, as well as an information retrieval

method or a retriever, e.g., bm25 and an evaluation metric, e.g., map. The output of

this process is a ranked list of refined queries for each original query, each of which

effectively improves the performance of the information retrieval method in terms of

the given evaluation metric. The proposed workflow includes two main components:

(1) query backtranslation and (2) query evaluation, detailed hereafter.

2.2.1 Query Backtranslation

Natural languages are the primary vehicle for communication, allowing thoughts to

be efficiently shared between humans, conveying the culture, history, and heritage of

a common people [9, 14]. While languages share underlying commonalities referred

to as linguistic universals due to the common neurobiological basis of the human

brain [11], they carry differences on the surface to convey similar pragmatics and

discourse, especially in an informal context. Prominent examples are gendered pro-

nouns, phrases, proverbs, and particularly ellipses in writing when we omit terms or

phrases that are nevertheless understood in the context of the remaining terms or

common background knowledge [5]. In query backtranslation, we aim to benefit from

languages’ differences on the surface while conveying the same or similar underlying

semantics for a query in a source language via a round-trip translation to a target

language (forward translation) and translating the result back into the source lan-

guage (backward translation). We presume that backtranslation preserves the query’s

semantic context, yet (1) can uncover latent occurrences of entities (ellipses) because

a latent entity may not be part of background knowledge in a target language and

will be explicitly generated through backtranslation, which can be kept after the

backtranslation to the original query, (2) augments context-aware synonyms to the

original query from a target language, and (3) helps with the semantic disambigua-

tion of polysemous terms and collocations. As shown in Table 1.1.1, a backtranslated

version of a query may carry term replacement (e.g., ‘manufacture of banana paper’

for ‘banana paper making’ in backtranslation through korean) where the term ‘mak-
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Table 2.2.1: Statistics of the query sets; |𝑞| shows the length of a query based on
the number of terms, 𝒥 is the entire set of reference relevant documents (relevance
judgments) for queries, and 𝑚𝑟(𝑞, 𝒥𝑞) = 1 indicates queries that need no refinement.

avg 𝑚𝑟(𝑞, 𝒥𝑞) 𝑚𝑟(𝑞, 𝒥𝑞) = 1

bm25 qld bm25 qld

query set domain #𝑞 #documents avg |𝑞| |𝒥.| #𝑞 ∶ 𝒥𝑞 = � map ndcg mrr map ndcg mrr map ndcg mrr map ndcg mrr

dbpedia [1, 16] wikipedia 467 4,635,922 5.37 49,280 0 0.232 0.392 0.565 0.292 0.469 0.663 7 6 212 12 10 258

robust04 [42] news 250 528,155 2.76 311,410 1 0.199 0.368 0.667 0.201 0.373 0.681 1 1 138 1 1 143

antique [15] non-factoid questions 200 403,666 9.34 6,589 0 0.353 0.494 0.881 0.252 0.420 0.729 0 0 163 1 0 123

gov2 [7] *.gov web 150 1,247,753 3.13 135,352 1 0.157 0.317 0.718 0.165 0.324 0.706 1 1 93 1 1 89

clueweb09b [6] web 200 50,000,000 2.45 84,366 2 0.078 0.180 0.383 0.073 0.172 0.304 2 2 55 2 2 55

ing’ is replaced by manufacture) and/or new terms, (e.g., ‘figs’ is expanded with the

term ‘trees’ in ‘the fig trees’ in backtranslation through tamil), which yield more

effective information retrieval.

Formally, let ℒ be the set of natural languages. Given an original query 𝑞 in a

source language, we translate it to a target language 𝑙 ∈ ℒ and backtranslate the

result to the source language, which results in a backtranslated and possibly modified

version of the query, denoted by 𝑞𝑙, which may or may not be a refined query. We

generate the set of backtranslated versions of the 𝑞 via all languages ℒ languages

𝑞ℒ = {𝑞𝑙 ∶ ∀𝑙 ∈ ℒ}.

To perform forward and backward query translations, we utilize a neural machine

translator that (1) is capable of providing high-quality two-way translations between

a wide variety of languages, including low-resource ones, to enable comprehensive

study on query backtranslation via languages with distinct properties, (2) is open-

sourced to foster transparency, and (3) can be smoothly integrated into our pipeline

with few lines of code. Examples include Meta’s ‘no language left behind’ (nllb) [40],

an open-source neural machine translator between two hundred languages with a

particular focus on realizing a universal translation system while prioritizing low-

resource languages, as opposed to a small dominant subset of languages.

2.2.2 Query Evaluation

Given an original query 𝑞, we evaluate the backtranslated queries to select the refined

ones as the improved queries. Given the relevance judgment 𝒥𝑞, a backtranslated
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query 𝑞𝑙 is evaluated based on how it improves the performance of the given informa-

tion retrieval method 𝑟 with respect to an evaluation metric 𝑚 and will be selected

as a refined query 𝑞♢ for the set ℛ𝑞,𝑟,𝑚. Formally:

ℛ𝑞,𝑟,𝑚 = {𝑞♢ ∶ 𝑞𝑙 ∈ 𝑞ℒ, 𝑚𝑟(𝑞, 𝒥𝑞) < 𝑚𝑟(𝑞𝑙, 𝒥𝑞)} (1)

where 𝑚𝑟(., 𝒥𝑞) is the performance of the information retrieval method 𝑟 over a query,

measured by the evaluation metric 𝑚, and with respect to the relevance judgments

for query 𝑞. Simply put, the elements in 𝑅𝑞,𝑟,𝑚 are those queries 𝑞𝑙 ∈ 𝑞ℒ for which

retrieval method 𝑟 has retrieved better results in comparison to the results it has

retrieved using the original unrefined query 𝑞.

2.3 Experiments

In this section, we present the details of our experiments toward addressing the fol-

lowing research questions:

RQ1: Can language backtranslation effectively scale up generating gold-

standard datasets for query refinement? We implement backtranslation via 10

languages across 7 language families, including low-resource languages, as refinement

techniques within our pipeline to answer this question. We evaluate the performance

of the backtranslated queries using 2 information retrieval methods and 3 evaluation

metrics. To assess the efficacy of backtranslation for query refinement, we calculate

how many of the backtranslated queries become refined queries as well as to what

extent they improve each evaluation metric. To show whether the scale-up is indeed

effective for supervised methods, we fine-tuned a large language model using the

generated datasets with backtranslations and lack thereof.

RQ2: How does backtranslation fare vs. unsupervised refiners? We com-

pared refined queries resulting from backtranslation against 22 unsupervised refiners

across different information retrieval methods, evaluation metrics and query sets from

various domains.
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Table 2.3.1: Languages and their families as well as nllb vs. bing’s translation
quality; |𝑞| shows the length of a query and backtranslation on english is performed
for testing the pipeline, which ideally yields the best translation quality.

dbpedia robust04 antique gov2 clueweb09b

|𝑞𝑙| − |𝑞| declutr [12] rouge-l |𝑞𝑙| − |𝑞| declutr [12] rouge-l |𝑞𝑙| − |𝑞| declutr [12] rouge-l |𝑞𝑙| − |𝑞| declutr [12] rouge-l |𝑞𝑙| − |𝑞| declutr [12] rouge-lfamily language

nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing

english +0.01 +0.01 1.00 1.00 1.00 1.00 −0.11 −0.11 1.00 1.00 1.00 1.00 −0.10 −0.10 1.00 1.00 1.00 1.00 −0.07 −0.07 1.00 1.00 1.00 1.00 +0.01 +0.01 1.00 1.00 1.00 1.00

farsi +0.54 +0.09 0.83 0.85 0.62 0.75 +0.77 +0.09 0.81 0.85 0.52 0.72 −0.41 −0.36 0.84 0.86 0.63 0.76 +1.02 +0.24 0.79 0.86 0.47 0.70 +0.76 +0.01 0.74 0.80 0.54 0.73

french +0.37 +0.16 0.87 0.86 0.70 0.81 +0.91 +0.35 0.85 0.86 0.56 0.75 −0.14 0.00 0.89 0.89 0.72 0.81 +1.02 +0.41 0.82 0.87 0.52 0.75 +0.48 +0.11 0.81 0.83 0.60 0.84

german +0.63 +0.11 0.85 0.87 0.72 0.83 +1.06 +0.39 0.81 0.86 0.54 0.74 −0.28 +0.20 0.89 0.89 0.73 0.82 +1.13 +0.47 0.79 0.87 0.53 0.73 +0.85 +0.19 0.75 0.83 0.59 0.83

indo-european

russian +0.43 +0.21 0.86 0.86 0.69 0.79 +0.79 +0.42 0.84 0.85 0.56 0.70 −0.36 −0.09 0.88 0.86 0.69 0.78 +1.14 +0.46 0.81 0.86 0.49 0.68 +0.62 +0.09 0.77 0.82 0.54 0.79

austronesian malay +0.26 +0.08 0.88 0.88 0.69 0.77 +0.48 +0.14 0.85 0.88 0.57 0.70 −0.09 −0.16 0.88 0.90 0.70 0.81 +0.74 +0.25 0.85 0.90 0.53 0.70 +0.36 +0.03 0.82 0.84 0.63 0.80

dravidian tamil +1.64 +0.03 0.84 0.86 0.62 0.81 +1.20 +0.06 0.81 0.87 0.50 0.75 −0.16 +0.27 0.86 0.87 0.64 0.76 +0.88 +0.18 0.82 0.88 0.49 0.79 +0.69 +0.04 0.77 0.82 0.56 0.85

bantu swahili +0.21 0.00 0.87 0.87 0.69 0.77 +0.69 +0.23 0.82 0.86 0.49 0.67 −0.28 −0.07 0.88 0.87 0.68 0.76 +1.02 +0.23 0.79 0.90 0.44 0.76 +0.38 +0.04 0.81 0.84 0.59 0.80

sino-tibetan chinese +1.75 +0.20 0.80 0.86 0.51 0.71 +0.95 +0.26 0.78 0.87 0.45 0.69 −1.02 −0.04 0.84 0.86 0.59 0.73 +0.95 +0.34 0.77 0.87 0.43 0.64 +0.82 +0.17 0.72 0.82 0.42 0.70

koreanic korean +0.53 +0.14 0.82 0.85 0.58 0.73 +1.36 +0.17 0.80 0.84 0.47 0.70 +1.07 −0.13 0.83 0.87 0.59 0.75 +1.03 +0.21 0.78 0.86 0.43 0.68 +1.01 +0.22 0.74 0.81 0.53 0.74

afro-asiatic arabic +0.42 +0.06 0.83 0.87 0.65 0.77 +2.36 +0.24 0.78 0.86 0.53 0.74 −0.11 −0.23 0.86 0.87 0.68 0.79 +0.94 +0.29 0.77 0.87 0.46 0.69 +0.78 −0.02 0.72 0.83 0.51 0.82

RQ3: Is the efficacy of backtranslation consistent across languages from

different language families? We perform a comparative analysis on languages

from 7 families. Our objective is to study whether the semantic coherence of the

backtranslated queries is influenced by the linguistic relationship between the source

and target languages. We expect more semantically related queries if the source and

target languages are in the same family. Conversely, we hypothesize that utilizing

source and target languages from different language families may result in the gen-

eration of more diverse outputs. By comparing the outcomes across these languages,

we aim to uncover any visible patterns or variations in the efficacy of backtransla-

tion. This analysis provides valuable insights into the cross-linguistic performance of

backtranslation.

RQ4: Is the efficacy of backtranslation consistent across query sets from

different domains? As for this question, we generate query backtranslations for 5

query sets withholding various query lengths, short vs. long queries, and topics in

different domains, news articles vs. web.

RQ5: Does the efficacy of query backtranslation depend on the choice of

a neural machine translator? To address this inquiry, we conduct experiments

across two neural machine translators, which are built on different technologies and

platforms, namely nllb [40] and bing [24].
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2.3.1 Setup

2.3.1.1 Query Sets.

Our benchmark includes well-known query sets in english from different domains,

namely dbpedia [1, 16] collection of wikipedia articles, robust04 [42] collection of

news articles and US government publications, antique’s test collection [15] including

open-domain non-factoid questions from Yahoo! Answers, gov2 [7] webpages of .gov

web domain, and clueweb09b [6] collection of webpages. In all query sets, we filter

out queries with no relevance judgment. Also, given an information retrieval method

and an evaluation metric, we skip those queries that result in the best metric value of

1.00, for no refinement is needed. Table 3.4.1 summarizes the statistics of the query

sets. As seen in robust04, gov2, and clueweb09b, the average query lengths are

2.76, 3.13, and 2.45, respectively, indicating relatively short queries. Conversely,

antique exhibits longer queries, with an average length of 9.34 terms, suggesting

more detailed or complex information needs, and dbpedia falls within an intermediate

range with average query lengths of 5.37 terms.

2.3.1.2 Query Backtranslation.

We leverage Meta’s ‘no language left behind’ (nllb) [40]1, for being open-source,

capable of providing two-way translations in 200 languages with a focus on low-

resource languages, and easily integrated into any pipeline with few lines of code.

Meta’s nllb is available with model card [26] and is developed based on a conditional

mixture of several transformers [35] that is trained on data tailored for low-resource

languages. On the other extreme, we alternatively chose the bing translator2, a

cloud-based closed-source machine translation service offered by Microsoft [23, 24]

which supports around 128 languages, yet has no publicly available model card and/

or documentation, to the best of our search. We deliberately aim to compare the

efficacy of our method via two extremes of a well-documented translator against a

relatively opaque/obscure translator.
1 https://github.com/facebookresearch/fairseq/tree/nllb
2https://www.bing.com/Translator
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We translate queries from english into 10 languages from 7 language families,

including malay, swahili, and tamil as low-resource languages. Table 3.4.2 shows

the average difference between the number of terms in the original queries in english

and the backtranslated versions via different languages (|𝑞𝑙|−|𝑞|) as well as the average

pairwise similarities between a query and its backtranslated versions using rouge-

l [21] and declutr by Giorgi et al. [12]. Backtranslation from english to itself has

been performed for unit test purposes where all the results for declutr and rouge-l

are expected to be the highest possible 1.0 with a negligible change in query length.

As seen, all languages could expand the original queries of query sets with new terms

in the backtranslated versions with an exception in antique set where queries are long

questions and backtranslation versions are of the same or contracted lengths, while the

semantics remained almost surely intact in terms of rouge-l and declutr scores. In

terms of translation quality, while rouge-l considers the overlap of n-grams between

a pair of an original and backtranslated query, and hence, falls short of capturing

topic drifts, if any, declutr relies on the cosine similarity between a pair of query

embeddings in a latent space and is more effective in measuring semantic similarities.

Comparing nllb and bing, while both translators obtain similar performance in terms

of the declutr, bing has higher values of rouge-l indicating fewer new terms and

less diverse paraphrases in backtranslated queries, which yield its poorer performance

for query refinement task, as will be discussed when answering RQ5.

2.3.1.3 Gold-standard Dataset Generation.

We have applied two sparse information retrieval methods, namely bm25 [32] and

qld [30], using pyserini [22] to retrieve relevant content for the original queries

as well as the backtranslated versions. We acknowledge dense information retrieval

methods like colbert [17] and their state-of-the-art retrieval performance. However,

we intentionally exclude them in this paper due to their extreme time, space, and

computation resource consumption to vectorize an entire collection of documents in

our query sets. Further, herein, our main goal is to show the novel application of back-

translation in scaling up the gold-standard datasets for supervised query refinement
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qid order query bm25.map
304 -1 endangered species (mammals) 0.0591
304 bt_nllb_swahili endangered species animals 0.0698
304 bt_nllb_korean endangered species 0.0624
304 bt_nllb_farsi endangered species clover 0.0600

Figure 2.3.1: The tab-delimited file structure for a gold-standard dataset based on
robust04.bm24.map, where -1 shows the original query and the rest are refined
queries, sorted descending based on the evaluation metric map.

methods, which can be achieved even with off-the-shelf lightweight retrievers; with

better dense retrievals, better efficacy in query backtranslation would be expected.

That said, we will obtain the results for dense retrieval in the future to enrich our

findings further.

We evaluate the retrieval performances based on three metrics, i.e., map, mrr and

ndcg, using trec_eval [29]. Those backtranslated versions that increased a metric

value form a gold-standard dataset. In total, we generate a family of {dbpedia,

robust04, antique, gov2, clueweb09b} × {bm25, qld} × {map, mrr, ndcg} =

30 gold-standard datasets. Figure 2.3.1 shows the file structure of the gold-standard

dataset in robust04.bm25.map.tsv.

2.3.1.4 Baseline.

To demonstrate the efficacy of query backtranslation, we present two sets of compar-

ative baselines. (1) We compare our backtranslation pipeline with global and local

unsupervised refinement methods in generating gold-standard datasets for training

supervised or semi-supervised query refinement methods. It is worth noting that su-

pervised query refinement methods cannot be a baseline herein as they rely on the

training datasets that we aim to generate via unsupervised methods.

Global methods consider an original query only, and include:

• tagme [10], which replace the original query’s terms with the title of their wikipedia

articles,

• stemmers, which utilize various lexical, syntactic, and semantic aspects of query

terms and their relationships to reduce the terms to their roots, including krovetz,
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lovins, paiceHusk, porter, sremoval, trunc4, and trunc5 [34],

• semantic refiners, which use an external linguistic knowledge-base including the-

saurus [37], wordnet [28], and conceptnet [8], to extract related terms to the

original query’s terms,

• sense-disambiguation [39], which resolves the ambiguity of polysemous terms in

the original query based on the surrounding terms and then adds the synonyms of

the query terms as the related terms,

• embedding-based methods, which use pre-trained term embeddings from glove [13]

and word2vec [25] to find the most similar terms to the query terms,

• anchor [18], which is similar to embedding methods where the embeddings trained

on wikipedia articles’ anchors, presuming an anchor is a concise summary of the

content in the linked page,

• wiki [36], which uses the embeddings trained on wikipedia’s hierarchical categories

[20] to add the most similar concepts to each query term.

Local refiners, however, consider terms from top-𝑘 retrieved documents via a prior

retrieval using an information retrieval method, e.g., bm25 or qld, to find an initial

set of most relevant documents among which similar/related terms would be added

to an original query. This category includes:

• relevance-feedback [33], wherein important terms from the top-𝑘 retrieved doc-

uments are added to the original query based on metrics like tf-idf,

• clustering techniques including termluster [3], docluster [19], and conceptlus-

ter [27], where a graph clustering method like Louvain [2] are employed on a graph

whose nodes are the terms and edges are the terms’ pairwise co-occurrence counts

so that each cluster would comprise frequently co-occurring terms. Subsequently,

to refine the original query, the related terms are chosen from the clusters to which

the initial query terms belong.
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• bertqe [43], which employs bert’s contextualized word embeddings of terms in

the top-𝑘 retrieved documents.

(2) To evaluate whether the expanded gold-standard datasets in indeed effective in

improving the performance of supervised models for predicting refined queries, we

further establish a benchmark on the generated gold-standard dataset for fine-tuning

a pretrained large language model. We opt for text-to-text-transfer-transformer

(t5) [31], a unified framework to transfer learning for a wide variety of nlp tasks using

the same loss function and encoder-decoder architecture by the Transformer [41]. T5

treats every nlp problem as a text-to-text task, meaning that both the inputs and

outputs are always text strings, regardless of the task at hand. This approach allows

for a consistent framework that can handle a diverse range of tasks such as translation,

summarization, and even more complex tasks like question answering. The model’s

architecture, based on the Transformer, effectively captures relationships in sequential

data, making it highly efficient for natural language understanding and generation

tasks. By unifying different NLP tasks under a single model, t5 simplifies the process

of transfer learning and allows for more efficient fine-tuning across tasks, leading to

better generalization and performance.It has been pretrained on c4 large collection

of webpages, and, when fine-tuned on benchmark datasets, achieved state-of-the-art

performance in text summarization, question answering, and text classification. We

fine-tune the base model with 220M parameters for 4,000 epochs on google cloud

using tpus and use beam search decoding with top-𝑘 = 10 random sampling during

inference. We use 70% of (𝑞 → 𝑞⋆) pairs for fine-tuning and evaluate the model’s

predictions of refined query for the remaining 30% pairs. To provide a minimum

base for comparison, we also use pretrained t5 to generate query refinement without

fine-tuning, oblivious to the existing gold-standard datasets.

2.3.2 Results

Foremost, due to space constraints, we present only the most significant results in

this paper. We refer readers to the codebase for detailed and comprehensive results.
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In response to RQ1, i.e., whether query backtranslation is effective in scaling

up generating gold-standard datasets via producing more refined queries for an origi-

nal query, from Table 2.3.3, we can observe that query backtranslation can effectively

generate more refined queries across all query sets, information retrieval methods and

evaluation metrics. Specifically, backtranslation showed the best performance on db-

pedia queries, matching almost half of the original queries with refined versions along

with substantial increases in evaluation metrics. This is followed by the robust04

and antique queries, and the poorest performance is associated with clueweb09b,

which will be discussed in RQ4 for possible reasons. The latter shows that even in

the worst case, there are several refined queries per original query by query back-

traslations, which can be used to augment training sets for supervised query refiners.

Moreover, from Table 2.3.2, we see that expanded versions of gold-standard datasets

using query backtranslation (+bt) consistently boost t5 performance compared to

when it has been trained on datasets generated by only unsupervised baselines, with-

out query backtranslation (−bt). Pretrained t5 shows the worst performance, which

is expected for the model that has not seen any training pairs.

Table 2.3.2: Results of t5 [31] on gold-standard datasets.

bm25.map bm25.ndcg bm25.mrr

t5
t5-fine-tuned

t5
t5-fine-tuned

t5
t5-fine-tuned

−bt +bt −bt +bt −bt +bt

dbpedia.bm25.map.tsv 0.155 0.325 0.336 0.279 0.496 0.505 0.404 0.768 0.791

robust04.bm25.map.tsv 0.167 0.277 0.286 0.323 0.464 0.475 0.605 0.824 0.841

antique.bm25.map.tsv 0.227 0.488 0.494 0.342 0.591 0.597 0.634 0.972 0.979

gov2.bm25.map.tsv 0.134 0.225 0.228 0.276 0.390 0.393 0.677 0.848 0.869
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Table 2.3.3: Efficacy of backtranslated queries in query refinement. #𝑞 shows the
number of original queries that need refinement, while #𝑞⋆ and % represent the best
refined queries’ count and percentage, respectively, and Δ denotes the average metric
improvements.

bm25 qld

#𝑞 #𝑞⋆ % Δ #𝑞 #𝑞⋆ % Δ

dbpedia

map 460 192 41.74 +0.11 455 198 43.52 +0.12

ndcg 461 192 41.65 +0.13 457 195 42.67 +0.13

mrr 255 140 54.90 +0.44 209 128 61.24 +0.48

robust04

map 249 109 43.78 +0.08 249 105 42.17 +0.07

ndcg 249 107 42.97 +0.11 249 101 40.56 +0.10

mrr 112 065 58.04 +0.55 107 068 63.55 +0.49

antique

map 200 060 30.00 +0.07 199 075 37.69 +0.04

ndcg 200 062 31.00 +0.07 200 081 40.50 +0.06

mrr 037 019 51.35 +0.60 077 036 46.75 +0.41

gov2

map 149 045 30.20 +0.05 149 041 27.52 +0.06

ndcg 149 046 30.87 +0.07 149 038 25.50 +0.08

mrr 057 034 59.65 +0.56 061 026 42.62 +0.58

clueweb09b

map 198 027 13.64 +0.03 198 029 14.65 +0.03

ndcg 198 027 13.64 +0.05 198 031 15.66 +0.05

mrr 145 036 24.83 +0.40 163 038 23.31 +0.36

To respond RQ2, we compared query backtranslation with global and local un-

supervised refiners [38]. In Table 2.3.4, we present the distribution of refined queries

over all refiners. As seen, query backtranslation generally outperforms existing un-

supervised methods as evidenced by higher counts and percentages of refined queries

across different query sets in terms of map, and tagme and relevance-feedback are

the runners-up. Similar trends can be observed for ndcg and mrr, but not presented

here for the interest of space. Specifically, as in RQ1, query backtranslation shows

its best performance in dbpedia and robust04, finding clueweb09b’s queries more

challenging for refinement, which is the case for all refinement methods and to be
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discussed in RQ4. Surprisingly, in antique query set, thesaurus is the best refiner,

which can be attributed to the long questions with many terms and the possibility of

adding more synonyms overall.

Table 2.3.4: Distribution of refined queries across refinement methods, including query
backtranslation, local and global unsupervised refiners in terms of map; #𝑞⋆ and %
show the number of best refined queries and percentage, respectively. Bold and
underlined numbers are column-wise highest and second-highest among refiners, re-
spectively.

bm25.map qld.map

dbpedia robust04 antique gov2 clueweb09b dbpedia robust04 antique gov2 clueweb09b

#𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ %

backtranslation [ours] 65 13.92 47 18.88 17 8.50 17 11.41 12 6.06 72 15.42 47 18.88 29 14.50 14 9.40 9 4.55

tagme [10] 70 14.99 19 7.63 19 9.50 13 8.72 22 11.11 62 13.28 20 8.03 17 8.50 12 8.05 19 9.60

thesaurus [37] 34 7.28 0 0.00 114 57.00 0 0.00 1 0.51 38 8.14 0 0.00 102 51.00 0 0.00 1 0.51

wiki [36] 26 5.57 16 6.43 1 0.50 7 4.70 9 4.55 18 3.85 18 7.23 1 0.50 11 7.38 15 7.58

anchor [18] 3 0.64 5 2.01 3 1.50 3 2.01 3 1.52 4 0.86 4 1.61 1 0.50 1 0.67 5 2.53

conceptnet [8] 10 2.14 12 4.82 2 1.00 6 4.03 5 2.53 13 2.78 12 4.82 2 1.00 4 2.68 4 2.02

glove [13] 12 2.57 12 4.82 1 0.50 8 5.37 3 1.52 9 1.93 14 5.62 2 1.00 7 4.70 7 3.54

sense-disambiguation [39] 30 6.42 18 7.23 4 2.00 6 4.03 12 6.06 31 6.64 17 6.83 7 3.50 6 4.03 12 6.06

word2vec [25] 19 4.07 11 4.42 3 1.50 3 2.01 5 2.53 16 3.43 16 6.43 0 0.00 4 2.68 6 3.03

wordnet [28] 18 3.85 8 3.21 1 0.50 2 1.34 4 2.02 11 2.36 5 2.01 0 0.00 2 1.34 4 2.02

stem.krovetz [34] 1 0.21 2 0.80 2 1.00 1 0.67 0 0.00 1 0.21 3 1.20 3 1.50 1 0.67 0 0.00

stem.lovins [34] 5 1.07 3 1.20 0 0.00 0 0.00 0 0.00 4 0.86 3 1.20 2 1.00 0 0.00 0 0.00

stem.paicehusk [34] 3 0.64 1 0.40 0 0.00 1 0.67 0 0.00 5 1.07 1 0.40 1 0.50 1 0.67 0 0.00

stem.porter [34] 2 0.43 2 0.80 11 5.50 0 0.00 0 0.00 1 0.21 1 0.40 1 0.50 0 0.00 0 0.00

stem.remover [34] 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00

stem.trunc4 [34] 1 0.21 1 0.40 1 0.50 0 0.00 0 0.00 2 0.43 2 0.80 0 0.00 0 0.00 1 0.51

gl
ob
al

stem.trunc5 [34] 2 0.43 4 1.61 0 0.00 2 1.34 1 0.51 5 1.07 2 0.80 0 0.00 1 0.67 0 0.00

relevance-feedback [33] 36 7.71 47 18.88 6 3.00 15 10.07 16 8.08 25 5.35 39 15.66 5 2.50 12 8.05 19 9.60

termluster [3] 0 0.00 0 0.00 0 0.00 17 11.41 3 1.52 0 0.00 0 0.00 0 0.00 16 10.74 6 3.03

rm3 [4] 13 2.78 1 0.40 7 3.50 13 8.72 2 1.01 16 3.43 2 0.80 9 4.50 20 13.42 2 1.01

bertqe [43] 5 1.07 3 1.20 0 0.00 1 0.67 2 1.01 1 0.21 1 0.40 2 1.00 0 0.00 4 2.02

conceptluster [27] 9 1.93 3 1.20 0 0.00 1 0.67 9 4.55 15 3.21 4 1.61 2 1.00 2 1.34 10 5.05

lo
ca
l

docluster [19] 0 0.00 0 0.00 0 0.00 9 6.04 1 0.51 0 0.00 0 0.00 0 0.00 7 4.70 1 0.51

hard queries (# ̄𝑞) 103 22.06 34 13.65 8 4.00 24 16.11 88 44.44 118 25.27 38 15.26 14 7.00 28 18.79 73 36.87

total unrefind queries (#𝑞) 460 100.00 249 100.00 200 100.00 149 100.00 198 100.00 455 100.00 249 100.00 199 100.00 149 100.00 198 100.00

For deeper insights, in Figure 2.3.2, we show the distribution of mrr improvements

between the original query and the refined query by backtranslation and two runner-

up methods, i.e., relevance-feedback, and tagme, across queries. As highlighted,

in both the dbpedia and robust04 query sets, backtranslation successfully refined

more queries with better mrr improvements compared to the other methods. In

clueweb09b, while most queries are left behind with no refined queries, we can observe

that the application of backtranslation has fewer negative impacts.
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Figure 2.3.2: Distribution of Δmrr across original queries for backtranslation vs.
relevance-feedback, and tagme.

We attribute the superior performance of backtranslation to its ability to intro-

duce diversity and variability into the query space with little to no topic drifts while

capturing different aspects of query semantics and nuances in user information needs.

From our findings, next to the computational complexity of applying some unsuper-

vised methods such as bertqe, we argue that backtranslation represents a valuable

lightweight strategy for query refinement.

To answer RQ3, i.e., whether backtranslation efficacy is consistent across different

languages, looking at Table 2.3.5 and Figure 2.3.3 for bm25 retriever, we observe that

all languages could refine queries, though their efficacy varies. While arabic and

swahili have performed poorly compared to other languages, chinese’s performance

has been remarkable and consistent across all query sets. It is worth noting that

chinese belongs to a different language family than english, implying that languages

from diverse language families are more valuable for reasons like revealing terms that

are latent in the source language for being commonly known but should be explicitly

mentioned in the target language. Languages of the same family can also be effective
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like russian and french, which are in the same family as english, which have

demonstrated improvements across nearly all query sets. Since they belong to the

same language family, they helped find context-aware synonymous terms and captured

the original query’s semantics better. A similar trend is observed in qld yet excluded

due to space constraints.

Table 2.3.5: Efficacy of query backtranslation across languages; % shows the percent-
age of queries matched with a refined query, and Δ shows the average metric im-
provements. Bold and underlined numbers are row-wise highest and second-highest,
respectively.

indo-european austronesian dravidian bantu sino-tibetan koreanic afro-asiatic

farsi french german russian malay tamil swahili chinese korean arabic

#𝑞 % Δ % Δ % Δ % Δ % Δ % Δ % Δ % Δ % Δ % Δ

bm
25
.m
ap

dbpedia 460 12.17 +0.07 17.17 +0.09 12.61 +0.10 16.30 +0.12 16.96 +0.10 15.00 +0.08 13.48 +0.10 14.57 +0.09 13.26 +0.12 13.26 +0.11

robust04 249 14.86 +0.05 14.06 +0.06 14.46 +0.06 16.06 +0.06 15.26 +0.05 10.84 +0.09 12.85 +0.06 16.47 +0.05 16.87 +0.06 12.85 +0.09

antique 200 04.50 +0.07 10.50 +0.06 10.00 +0.05 11.00 +0.05 08.00 +0.03 08.50 +0.04 07.50 +0.06 05.00 +0.04 07.00 +0.05 08.50 +0.04

gov2 149 09.40 +0.03 09.40 +0.03 9.40 +0.04 10.74 +0.07 08.72 +0.05 08.05 +0.03 06.71 +0.05 10.07 +0.04 10.07 +0.05 06.71 +0.03

clueweb09b 198 02.53 +0.07 04.04 +0.02 02.53 +0.04 02.53 +0.04 02.53 +0.04 02.02 +0.04 02.02 +0.01 05.56 +0.01 03.03 +0.01 02.53 +0.05

bm
25
.n
dc
g

dbpedia 461 13.45 +0.10 17.57 +0.11 13.23 +0.12 16.05 +0.14 17.14 +0.11 14.97 +0.11 13.23 +0.13 14.53 +0.12 11.93 +0.15 14.10 +0.13

robust04 249 14.46 +0.08 14.46 +0.08 14.06 +0.08 17.27 +0.08 14.46 +0.08 12.45 +0.11 12.85 +0.09 16.47 +0.08 16.06 +0.10 12.05 +0.12

antique 200 07.50 +0.09 12.00 +0.07 10.00 +0.05 12.50 +0.07 12.00 +0.04 09.50 +0.06 07.50 +0.07 08.00 +0.05 08.00 +0.06 07.50 +0.05

gov2 149 08.05 +0.04 09.40 +0.04 09.40 +0.07 10.07 +0.07 09.40 +0.07 07.38 +0.03 07.38 +0.04 10.74 +0.04 10.74 +0.06 06.71 +0.04

clueweb09b 198 02.53 +0.07 03.54 +0.06 01.52 +0.10 2.53 +0.05 01.52 +0.09 02.53 +0.05 0.51 +0.05 05.05 +0.03 03.03 +0.03 02.53 +0.06

bm
25
.m
rr

dbpedia 255 18.43 +0.28 23.53 +0.33 18.82 +0.38 22.35 +0.34 23.92 +0.35 21.18 +0.34 20.00 +0.32 23.53 +0.40 19.22 +0.35 20.00 +0.38

robust04 112 16.96 +0.44 20.54 +0.32 20.54 +0.42 24.11 +0.44 19.64 +0.47 24.11 +0.43 18.75 +0.37 23.21 +0.40 23.21 +0.32 21.43 +0.38

antique 037 21.62 +0.40 24.32 +0.50 24.32 +0.35 27.03 +0.52 27.03 +0.53 24.32 +0.35 13.51 +0.40 27.03 +0.54 21.62 +0.43 21.62 +0.48

gov2 057 14.04 +0.39 21.05 +0.41 15.79 +0.52 14.04 +0.40 14.04 +0.65 17.54 +0.31 12.28 +0.48 28.07 +0.45 22.81 +0.37 15.79 +0.42

clueweb09b 145 04.14 +0.53 04.83 +0.36 04.14 +0.36 04.83 +0.41 06.21 +0.38 06.21 +0.39 02.76 +0.43 08.28 +0.32 08.28 +0.36 05.52 +0.42

With respect to RQ4, from Tables 2.3.3 and 2.3.5, we can observe that query

backtranslation can effectively refine queries from a variety of domains overall. How-

ever, its efficacy excels in specific domains. As seen, backtranslation demonstrated

superior performance in dbpedia and robust04 query sets, and the poorest perfor-

mance belongs to clueweb09b. From Figure 2.3.3, an interesting observation, also

relates to RQ3, is that while chinese and korean performed poorly in antique, they

yield strong results compared to other languages in other query sets. We can see that,

in clueweb09b, chinese reports best results compared to other languages. We at-

tribute the domain-specific performance of languages for query refinement to (1) the

queries’ length (number of terms per query) that impacts the quality of backtransla-

tion, and (2) the diversity of topics (genres) in query sets. For the former, Figure 2.3.4

27



2. NO QUERY LEFT BEHIND: QUERY REFINEMENT VIA BACKTRANSLATION

shows the difference in length of refined vs. original queries across various query sets.

As seen, web query sets like dbpedia benefit from backtranslated queries, which are

long and have more tokens compared to the short and presumably ambiguous orig-

inal queries; thereby lengthening short queries results in improvement. In contrast,

in antique where queries are already long questions, backtranslated queries that be-

come refined queries yield fewer tokens as they seemingly prune uninformative terms.

For the latter, our results show that query refinement via backtranslation for short

queries from a general corpus including a wide variety of topics may fall short as in

cluweb09b compared to long queries from a corpus with a limited span of topics like

dbpedia.
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Figure 2.3.3: The language spectrum to illustrate the influence of language across
each query set based on the number of best refined query obtained by each language.
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Figure 2.3.4: The length difference between refined query via backtranslation vs.
original query.
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To answer RQ5, i.e., the efficacy of query backtranslation across different trans-

lators, Table 2.3.6 shows a comparison between our choice of translator from Meta’s

nllb [40] and an alternative closed-source translator from Microsoft bing [24]. As

seen, the application of nllb notably yields more refined queries, and bing performed

poorly. Meanwhile, looking at their translation qualities in Table 3.4.2, we observe

that, while both nllb and bing obtain competitive performance in preserving seman-

tic context in terms of declutr, nllb yield much diverse with more new terms in

backtranslated queries as evidenced by lower values of rouge-l compared to bing.

Table 2.3.6 and Table 3.4.2 together underline that a translator that accurately but

with more diverse paraphrases would yield more refined queries.

Table 2.3.6: Meta’s nllb vs. Microsoft’s bing in query refinement.

bm25 qld

bing nllb bing nllb

#𝑞⋆ % #𝑞⋆ % #𝑞⋆ % #𝑞⋆ %

dbpedia

map 89 19.06 151 32.33 83 17.77 162 34.69

ndcg 79 16.92 154 32.98 80 17.13 156 33.40

mrr 41 8.78 129 27.62 35 7.49 117 25.05

robust04

map 49 19.68 87 34.94 46 18.47 89 35.74

ndcg 43 17.27 87 34.94 45 18.07 87 34.94

mrr 17 6.83 60 24.10 15 6.02 63 25.30

antique

map 52 26.00 43 21.50 53 26.50 58 29.00

ndcg 53 26.50 49 24.50 48 24.00 70 35.00

mrr 7 3.50 19 9.50 11 5.50 34 17.00

gov2

map 26 17.45 37 24.83 30 20.13 31 20.81

ndcg 22 14.77 40 26.85 22 14.77 33 22.15

mrr 5 3.36 32 21.48 5 3.36 24 16.11

clueweb09b

map 17 8.59 23 11.62 13 6.57 28 14.14

ndcg 17 8.59 25 12.63 15 7.58 29 14.65

mrr 17 8.59 35 17.68 16 8.08 37 18.69
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2.3.3 Discussion

As the results demonstrate the efficacy of query backtranslation in refining queries

across diverse query sets and languages. However, it is essential to note that while

backtranslation may face challenges in refining short queries, such as web queries,

based on different evaluation metrics, these backtranslated queries can still serve var-

ious purposes, such as query suggestions, synonyms, or hints, in other contexts. For

instance, as shown in Table 1.1.1, the term osteoporosis might pose difficulties for

non-native speakers or individuals unfamiliar with technical jargon, but its backtrans-

lated version as bone disease can offer them insight into its meaning. Similarly, the

term murals is backtranslated to wall paintings, aiding non-native speakers in

comprehending the term.

2.4 Concluding Remarks

In this paper, we proposed natural language backtranslation for query refinement

to generate gold-standard datasets for supervised query refinement. (1) Our ex-

periments on five query sets, ten languages from varied language families, and two

information retrieval methods across three metrics demonstrated the superior perfor-

mance of query backtranslation against existing unsupervised query refiners. (2) Via

fine-tuning t5 language model on the generated gold-standard datasets with query

backtranslations and lack thereof, we showed that the expanded datasets could effec-

tively boost the performance of supervised methods. (3) We further showed that while

all languages could match an original query to its refined version, the efficacy rate

depends on the choice of language and domain of original query sets. (4) Last, com-

paring open- and closed-source translators from different platforms, we show that an

accurate translator that generates more diverse paraphrases via backtranslation would

yield more refined queries. Our future research includes backtranslation mashup, i.e.,

iterative rounds of backtranslation via a mixture of languages.
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Enhancing RAG’s Retrieval via
Query Backtranslations
Delaram Rajaei, Zahra Taheri, Hossein Fani
Proceedings of the 25th International Web Information Systems Engineering confer-
ence (WISE ’24), December 2–5, 2024, Qatar University, Doha, Qatar (Submitted)

3.1 Introduction

Retrieval-augmented generation (rag) has revolutionized natural language processing

by integrating external information retrieval mechanisms to enhance the capabilities

of large language models (llms) [21]. By allowing these models to access and incor-

porate relevant data from external sources in real-time, rag addresses the limitations

of static knowledge bases inherent in traditional models. This integration not only

improves the accuracy and relevance of generated content but also ensures that re-

sponses are informed by the most current information available. As a result, rag

significantly reduces the likelihood of producing outdated or inaccurate responses,

making it a powerful tool in applications that demand up-to-date knowledge and pre-

cise answers. Rag enhances the performance of llms by using two phases: (1) retrieval

phase, where it retrieves relevant documents and information related to the original

query, and (2) generation phase, where the retrieved documents, combined with the

original query, are provided as input to the language model to generate a response.

Rag systems have found applications in diverse fields, including product information

and customer queries [30], social media by recommending popular hashtags [8], data-

to-text generation including drone handover messages [9], and enhancing document
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retrieval and robustness [45].

Traditionally, rag systems rely on the input query to retrieve relevant documents

from commercial search engines or neural rankers trained on external knowledge

source [18]. While effective, this approach may yield limited contextual understand-

ing and suboptimal retrieval outcomes, particularly in addressing complex or diverse

informational needs [31]. Rag-fusion advances traditional rag methods by generating

variations of the original [30] and considering retrieved lists of documents per query

variation, and merging them into a single unified list. This approach enriches the

retrieval context, allowing for more comprehensive responses by considering diverse

perspectives of user queries [40, 11].

State-of-the-art query expanders are largely based on fine-tuning transformer-

based language models [1, 25]. Arabzadeh et al. [1] and others [25] proposed fine-

tuning transformer-based language models to generate expanded queries. Zheng et

al. [47] leveraged bert to address the introduction of non-relevant information in query

expansion. However, fine-tuning such models demands computational resources and

time, and has environmental impacts [36]. Moreover, their effectiveness is question-

able since evaluation data may have been encountered during pretraining, risking

data leakage and overestimating their capabilities [15].

In this research, we propose query backtranslations, that is, translating an original

query into other languages and back to the original language, to generate diverse yet

contextually relevant query variations [33]. Our proposed query backtranslation is

a novel yet simple unsupervised approach, which maintains relevance and controls

topic drift. Figure 3.1.1 illustrates the generation of backtranslated versions followed

by the fusion of retrieved document sets into a unified set for the generation phase.

3.2 Problem Definition

Our goal is to explore the synergistic impact of query backtranslation on generating

expanded queries and to utilize reciprocal rank fusion to assess its effect on re-ranking

and fusing search results. Herein, we provide a formal statement of the problem in
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llm

fusion

Answer

Retrieval Phase Generation Phase

Figure 3.1.1: Generating backtranslated versions of an original query and fusing
retrieved document sets for rag-based query refinement.

two steps, after which we propose our methodology.

Given an original query 𝑞, its retrieved ranked list of relevant documents 𝒟𝑞 by

a retriever 𝑟, and its true list of relevant documents (relevant judgment) 𝒥𝑞, our

task is to generate 𝑛 different versions of 𝑞, denoted by 𝒬 = {𝑞𝑖}𝑛
𝑖=1, each with its

own retrieved ranked list of relevant documents 𝐷𝑞𝑖
by a retriever 𝑟, such that the

reciprocal rank fusion (rrf) [7] of 𝑛 ranked lists of 𝒟𝑞𝑖
; 1 ≤ 𝑖 ≤ 𝑛, denoted by 𝒟∗

𝑞 has

a better relevance based on 𝑞’s relevance judgement in terms of an evaluation metric

𝑚.

3.3 Proposed Approach

3.3.1 Query Expansion via Natural Language Backtransla-

tion

To generate the variations of an original query, we propose natural language back-

translation. Let ℒ be a set of languages. Given a query 𝑞, we backtranslate the query,

resulting in a set of modified queries 𝑞ℒ = {𝑞𝑙 ∶ ∀𝑙 ∈ ℒ}. In our study, without loss

of generality to any machine translation models, we leverage meta’s ‘no language

left behind’ (nllb)1, an open-source neural machine translator capable of providing

high-quality translations directly between 200 languages [43]. We opt for nllb for

its particular focus on realizing a universal translator while prioritizing low-resource

natural languages, as opposed to a small dominant subset of natural languages; it
1github.com/facebookresearch/fairseq/tree/nllb
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enables query backtranslation augmentation via a vast variety of natural languages

with distinct properties. Further, nllb is open-sourced to foster transparency and

can be smoothly integrated into any pipeline with few lines of code.

3.3.2 RAG-Based Retrieval

Given the retrieved documents 𝒟 for each backtranslated query 𝑞𝑙 using the informa-

tion retrieval method 𝑟, we apply reciprocal rank fusion (rrf) [7] to merge outcomes

from diverse query versions by considering the ranks of the documents. rrf is ap-

plied to a given set of retrieved documents 𝒟∗
𝑞 with the constant 𝑘. The constant 𝑘

mitigates the impact of high rankings by outlier systems. Formally:

rrf(𝑑 ∈ 𝒟∗) = ∑
𝑙∈ℒ

1
𝑘 + 𝑟𝑎𝑛𝑘(𝑑) (1)

where 𝑟𝑎𝑛𝑘(𝑑) represents the rank of document 𝑑 in the list retrieved documents

𝒟𝑞𝑙
for the query backtranslated version 𝑞𝑙. The constant 𝑘 plays a pivotal role in

mitigating the impact of excessively high rankings from outlier systems. Acting as a

parameter, 𝑘 governs the extent to which these outliers influence the ranking process.

Essentially, a higher 𝑘 value diminishes the influence of higher rankings, thereby

ensuring that the final rankings are less skewed by outliers and better represent the

overall quality of the documents retrieved by the refiner. Afterward, all the outcomes

are merged and assessed using the metric 𝑚. This metric evaluates the quality of the

merged document list for the query 𝑞, denoted as 𝑚(𝒟∗
𝑞; 𝒥𝑞). We select reciprocal

rank fusion because while highly ranked documents hold greater significance, the

importance of lower-ranked ones should not be disregarded.

3.4 Experiment

In this section, we explore the following research questions:

RQ1: How does fusion perform across different query reformulation methods? We

generate variations of original queries by various unsupervised methods, classified
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into four groups. The retrieved document sets for each query version undergo fusion

using rrf and are evaluated with multiple metrics. This comparison aims to enhance

retrieval for improved subsequent generation performance compared to non-fused re-

sults.

RQ2: Is the effectiveness of rrf-fusion consistent across diverse datasets? We com-

pare the fused results from the previous experiment with documents retrieved by the

original query across different datasets. These document sets are evaluated using

three metrics to gauge their effectiveness.

RQ3: What is the impact of the parameter 𝑘 on fusion? To examine this parameter,

we employ backtranslation in two categories and compute rrf with varying values of

𝑘. This analysis investigates how different values of 𝑘 influence the fusion results.

3.4.1 Dataset

We used well-known query sets in english from different domains, namely dbpe-

dia [14] collection of wikipedia articles, robust04 [44] collection of news articles and

US government publications, antique’s test collection [13] including open-domain

non-factoid questions from Yahoo! Answers, gov2 [5] webpages of .gov web do-

main, and clueweb09b [4] collection of webpages. In all query sets, we filter out

queries with no relevance judgment. Also, given an information retrieval method and

an evaluation metric, we skip those original queries that result in the best metric

value of 1.00, for no refinement is needed. Table 3.4.1 summarizes the statistics of

the query sets. As seen in the robust04, gov2, and clueweb09b query sets, the aver-

age query lengths are 2.76, 3.13, and 2.45, respectively, indicating relatively short

queries. Conversely, the antique query set exhibits longer queries, with an average

length of 9.34 terms, suggesting more detailed or complex information needs. The

dbpedia query set falls within an intermediate range, with average query lengths of

5.37 terms.
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Table 3.4.1: Query set statistics include query length (|𝑞|), the full set of relevant
documents (𝒥), and queries.

avg 𝑚𝑟(𝑞, 𝒥𝑞)

bm25 qld

query set domain #𝑞 #documents avg |𝑞| |𝒥.| map mrr map mrr

dbpedia [14] wikipedia 467 4,635,922 5.37 49,280 0.232 0.565 0.292 0.663

robust04 [44] news 250 528,155 2.76 311,410 0.199 0.667 0.201 0.681

antique [13] non-factoid questions 200 403,666 9.34 6,589 0.353 0.881 0.252 0.729

gov2 [5] *.gov web 150 1,247,753 3.13 135,352 0.157 0.718 0.165 0.706

clueweb09b [4] web 200 50,000,000 2.45 84,366 0.078 0.383 0.073 0.304

3.4.2 Baseline

We compared query backtranslation with 22 existing unsupervised expanders [41] on

five datasets. We utilized different unsupervised methods categorized into two groups:

local and global. Global methods consider an original query only and include:

• tagme [10], which replace the original query’s terms with the title of their wikipedia

articles,

• stemmers, which utilize various lexical, syntactic, and semantic aspects of query

terms and their relationships to reduce the terms to their roots, including krovetz,

lovins, paiceHusk, porter, sremoval, trunc4, and trunc5 [35],

• semantic refiners, which use an external linguistic knowledge-base including the-

saurus [39], wordnet [27], and conceptnet [6], to extract related terms to the

original query’s terms,

• sense-disambiguation [42], which resolves the ambiguity of polysemous terms in

the original query based on the surrounding terms and then adds the synonyms of

the query terms as the related terms,

• embedding-based methods, which use pre-trained term embeddings from glove

and word2vec [23] to find the most similar terms to the query terms,
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• anchor [16], which is similar to embedding methods where the embeddings trained

on wikipedia articles’ anchors, presuming an anchor is a concise summary of the

content in the linked page,

• wiki [38], which uses the embeddings trained on wikipedia’s hierarchical categories

[19] to add the most similar concepts to each query term.

• backtranslation, which a query is translated from its original language (e.g.,

english) to a set of target languages (e.g., farsi, chinese, ...) from different

language families and cultures, including low-resource languages, and then trans-

late it back to the original language.

Local refiners, however, consider terms from top-𝑘 retrieved documents via a prior

retrieval using an information retrieval method, e.g., bm25 or qld, to find an initial

set of most relevant documents among which similar/related terms would be added

to an original query. This category includes:

• relevance-feedback [34], wherein important terms from the top-𝑘 retrieved doc-

uments are added to the original query based on metrics like tf-idf,

• clustering techniques including termluster [3], docluster [17], and

conceptluster [26], where a graph clustering method like Louvain [2] are em-

ployed on a graph whose nodes are the terms and edges are the terms’ pairwise

co-occurrence counts so that each cluster would comprise frequently co-occurring

terms. Subsequently, to refine the original query, the related terms are chosen

from the clusters to which the initial query terms belong.

• bertqe [46], which employs bert’s contextualized word embeddings of terms in

the top-𝑘 retrieved documents.

Figure 3.4.1 illustrates the impact of various models on generating variations of the

original query. The figure demonstrates a pyramid structure where fine-tuned lan-

guage models (llms) are positioned towards the bottom. These models tend to pro-

duce more specific queries tailored to the datasets they have been trained on. In
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contrast, base models, which occupy the top of the pyramid, generate more diverse

queries since they are not fine-tuned on any particular datasets. Positioned in the

middle are the unsupervised refiners and translator models. Translators, in particu-

lar, maintain a balance between diversity and specificity, producing a wide range of

queries that remain closely related to the original query without experiencing seman-

tic drift.

3.4.3 Setup

Our pipeline involves two stages: 1) generating variations of the original query us-

ing query backtranslation and 2) fusion with rrf function. Here, we provide the

implementation details and the setup of our approach in each of these phases.

3.4.3.1 Query Backtranslation.

We leverage Meta’s ‘no language left behind’ (nllb) [43]2, for being open-source,

capable of providing two-way translations in 200 languages with a focus on low-

resource languages, and easily integrated into any pipeline with few lines of code.

Meta’s nllb is available with model card [24] and is developed based on a conditional

mixture of several transformers [37] that is trained on data tailored for low-resource

languages. On the other extreme, we alternatively chose the bing translator3, a

cloud-based closed-source machine translation service offered by Microsoft [22] which

supports around 128 languages, yet has no publicly available model card and/or

documentation, to the best of our search. We deliberately aim to compare the efficacy

of our method via two extremes of a well-documented translator against a relatively

opaque/obscure translator. We translate queries from english into 10 languages from

7 language families, including malay, swahili, and tamil as low-resource languages.

Table 3.4.2 shows the average pairwise similarities between a query and its back-

translated versions using rouge-l and declutr by Giorgi et al. [12]. Backtranslation

from english to itself has been performed for unit test purposes where all the re-
2 https://github.com/facebookresearch/fairseq/tree/nllb
3https://www.bing.com/Translator
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sults for declutr and rouge-l are expected to be the highest possible 1.0 with a

negligible change in query length. As seen, all languages could expand the original

queries of query sets with new terms in the backtranslated versions with an excep-

tion in antique set where queries are long questions and backtranslation versions

are of the same or contracted lengths, while the semantics remained almost surely

intact in terms of rouge-l and declutr scores. In terms of translation quality, while

rouge-l considers the overlap of n-grams between a pair of an original and back-

translated query, and hence, falls short of capturing topic drifts, if any, declutr

relies on the cosine similarity between a pair of query embeddings in a latent space

and is more effective in measuring semantic similarities. Comparing nllb and bing,

while both translators obtain similar performance in terms of the declutr, bing has

higher values of rouge-l indicating fewer new terms and less diverse paraphrases in

backtranslated queries, which yield its poorer performance for query refinement task.

Table 3.4.2: Languages and their families, alongside the translation quality compari-
son between nllb and bing. Backtranslation into English is tested to ensure optimal
translation quality in the pipeline.

dbpedia robust04 antique gov2 clueweb09b

declutr [12] rouge-l declutr [12] rouge-l declutr [12] rouge-l declutr [12] rouge-l declutr [12] rouge-lfamily language

nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing nllb bing

english 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

farsi 0.83 0.85 0.62 0.75 0.81 0.85 0.52 0.72 0.84 0.86 0.63 0.76 0.79 0.86 0.47 0.70 0.74 0.80 0.54 0.73

french 0.87 0.86 0.70 0.81 0.85 0.86 0.56 0.75 0.89 0.89 0.72 0.81 0.82 0.87 0.52 0.75 0.81 0.83 0.60 0.84

german 0.85 0.87 0.72 0.83 0.81 0.86 0.54 0.74 0.89 0.89 0.73 0.82 0.79 0.87 0.53 0.73 0.75 0.83 0.59 0.83

indo-european

russian 0.86 0.86 0.69 0.79 0.84 0.85 0.56 0.70 0.88 0.86 0.69 0.78 0.81 0.86 0.49 0.68 0.77 0.82 0.54 0.79

austronesian malay 0.88 0.88 0.69 0.77 0.85 0.88 0.57 0.70 0.88 0.90 0.70 0.81 0.85 0.90 0.53 0.70 0.82 0.84 0.63 0.80

dravidian tamil 0.84 0.86 0.62 0.81 0.81 0.87 0.50 0.75 0.86 0.87 0.64 0.76 0.82 0.88 0.49 0.79 0.77 0.82 0.56 0.85

bantu swahili 0.87 0.87 0.69 0.77 0.82 0.86 0.49 0.67 0.88 0.87 0.68 0.76 0.79 0.90 0.44 0.76 0.81 0.84 0.59 0.80

sino-tibetan chinese 0.80 0.86 0.51 0.71 0.78 0.87 0.45 0.69 0.84 0.86 0.59 0.73 0.77 0.87 0.43 0.64 0.72 0.82 0.42 0.70

koreanic korean 0.82 0.85 0.58 0.73 0.80 0.84 0.47 0.70 0.83 0.87 0.59 0.75 0.78 0.86 0.43 0.68 0.74 0.81 0.53 0.74

afro-asiatic arabic 0.83 0.87 0.65 0.77 0.78 0.86 0.53 0.74 0.86 0.87 0.68 0.79 0.77 0.87 0.46 0.69 0.72 0.83 0.51 0.82

3.4.3.2 RAG-Based Retrieval.

We integrated the fusion and re-ranking process, rrf[7]4, which assigns a reciprocal

rank to documents gathered from searches on generated queries from various refin-

ers. We selected this function because it is simpler and more efficient than other
4https://github.com/Raudaschl/rag-fusion
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fusion metrics, as it merges ranks without depending on arbitrary scores from spe-

cific ranking methods. It functions without requiring a special voting algorithm or

global information, allowing ranks to be calculated and combined one system at a

time, thus eliminating the need to store all rankings in memory. It utilizes the diver-

sity within individual rankings more effectively, allowing a document, ranked highly

by a few systems, to significantly improve its overall rank. Moreover, it prevents a

simple majority of weak preferences from overshadowing stronger ones, unlike other

fusion metrics [7]. For a more accurate comparison, we calculate the rrf metric for

groups of documents based on the refiner that generated the query that retrieved the

document.

Our approach starts by grouping retrieved documents by docid and qid. We

then iterate through these groups, calculating a relevance score for each document

based on its rank within the group. This score incorporates a positive constant 𝑘 for

normalization or to regulate the impact of rank on the score. We chose to set 𝑘 to 60

based on our findings indicating that optimal performance is achieved with a small

value, though the specific choice of 𝑘 is not crucial.

3.4.4 Search and Evaluation

We have applied two information retrieval methods, namely bm25 [32] and qld [29],

using pyserini [20] to retrieve relevant content for the original queries as well as

the backtranslated versions and evaluate the retrieval performances based on two

metrics, i.e., map, mrr, and ndcg, using trec_eval [28]. In total, we create a system

to retrieve the most relevant documents for the user. A similar trend is observed for

qld. However, due to space constraints, the results for qld can be accessed on our

github.

3.4.5 Results

In response to RQ1, we addressed the research question by generating various query

variations using distinct unsupervised methods. We further fused these variations
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according to our five distinct categories: all (considering all expanders), global (only

the global expanders), local (only the local expanders), bt (backtranslations using

nllb and bing as expanders), and bt_nllb (considering backtranslations only from

nllb translator). This structured approach ensured that we could thoroughly evalu-

ate the performance and efficacy of each refinement method. We evaluate the results

of rrf and non-fused using map, ndcg, and mrr. Each evaluation was compared against

the original query evaluation to identify enhancements. In instances where multiple

expanders improved the original query, we only considered the best result among all

expanders. Table 3.4.3 represents the results for all five datasets for bm25.map. Over-

all, the rrf-based methods exhibit strong performance, with the rrf.all category

often achieves the highest improvement percentages. This suggests, as expected, that

incorporating a diverse set of expanders tends to yield substantial performance gains.

It also indicates that a comprehensive approach, combining all expanders enhances

the retrieval effectiveness. While rrf.global and rrf.local also show competitive

performance, they are generally outperformed by rrf.all, highlighting the advantage

of using a holistic set of expanders. Dataset-specific observations further emphasize

the benefits of the rrf.all approach. For instance, in the gov2 dataset, rrf.all

achieves the highest improvement in both metrics, while for the antique dataset,

rrf.local achieves a higher percentage increase in the mentioned metrics, underscor-

ing the effectiveness of localized refiners in certain contexts. As previously mentioned,

the antique dataset comprises open-domain non-factoid questions, characterized by

lengthy queries where each question addresses a specific issue. Local methods en-

hance these queries by considering terms from the top retrieved documents from an

initial retrieval, refining them according to their specific topic. Combining these local

methods yields better results than the all category. Translation-based expanders,

represented by rrf.bt and rrf.bt_nllb, show less improvement compared to the

combined expanders approach. Suggesting that while translation-based refiners con-

tribute positively, their impact may be limited when used in isolation. Therefore,

integrating them with other refiners can potentially enhance their effectiveness.
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Table 3.4.3: rrf vs. non-fused results.

bm25.map

dbpedia robust04 antique gov2 clueweb09

refiner #𝑞∗∗ % #𝑞∗∗ % #𝑞∗∗ % #𝑞∗∗ % #𝑞∗∗ %

rrf.all 52 11.13 33 13.25 17 8.50 56 37.58 41 20.81

rrf.global 44 9.42 18 7.23 18 9.00 7 4.70 25 12.69

rrf.local 37 7.92 12 4.82 38 19.00 18 12.08 8 4.06

rrf.bt 21 4.50 9 3.61 0 0.00 8 5.37 6 3.05

rr
f

rrf.bt_nllb 12 2.57 11 4.42 0 0.00 1 0.67 6 3.05

tagmee 49 10.49 9 3.61 11 5.50 5 3.36 10 5.08

bt_nllb 40 8.57 27 10.84 8 4.00 7 4.70 9 4.57

wiki 23 4.93 12 4.82 0 0.00 5 3.36 8 4.06

thesaurus 22 4.71 0 0.00 72 36.00 0 0.00 0 0.00

bt_bing 19 4.07 11 4.42 5 2.50 4 2.68 4 2.03

sensedisambiguation 17 3.64 10 4.02 3 1.50 0 0.00 10 5.08

word2vec 17 3.64 7 2.81 3 1.50 1 0.67 3 1.52

wordnet 12 2.57 5 2.01 1 0.50 1 0.67 3 1.52

conceptnet 9 1.93 9 3.61 1 0.50 4 2.68 5 2.54

glove 8 1.71 7 2.81 0 0.00 6 4.03 3 1.52

stem.lovins 3 0.64 3 1.20 0 0.00 0 0.00 0 0.00

anchor 2 0.43 2 0.80 2 1.00 2 1.34 2 1.02

stem.porter 2 0.43 1 0.40 4 2.00 0 0.00 0 0.00

stem.trunc5 2 0.43 3 1.20 0 0.00 2 1.34 1 0.51

stem.paicehusk 2 0.43 1 0.40 0 0.00 1 0.67 0 0.00

stem.trunc4 1 0.21 1 0.40 0 0.00 0 0.00 0 0.00

gl
ob

al

stem.krovetz 0 0.00 0 0.00 1 0.50 1 0.67 0 0.00

relevancefeedback 16 3.43 35 14.06 3 1.50 3 2.01 12 6.09

rm3 11 2.36 1 0.40 6 3.00 7 4.70 2 1.02

bertqe 4 0.86 2 0.80 0 0.00 1 0.67 2 1.02

conceptluster 4 0.86 1 0.40 0 0.00 1 0.67 6 3.05

docluster 0 0.00 0 0.00 0 0.00 2 1.34 1 0.51

lo
ca

l

termluster 0 0.00 0 0.00 0 0.00 5 3.36 2 1.02

q 15 3.21 7 2.81 2 1.00 1 0.67 25 12.69

sum 467 100 249 100 200 100.00 149 100 198 100
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To address RQ2, we evaluated the fused results from previous experiments and

compared them to documents retrieved by the original query across five datasets.

Table 3.4.4 shows the results of comparing our categories with the original. The

datasets span different domains, including news articles and non-factoid questions.

Across all datasets, the rrf-based methods generally outperformed the original query

results. The methods showed a clear trend of higher efficacy, particularly noticeable

with the rrf.all and rrf.local. These categories frequently achieved the highest

or second-highest scores across various metrics, indicating an improvement in re-

trieval performance. When analyzing the performance across different query lengths,

the rrf-based methods demonstrated more success with longer queries. In datasets

with longer average query lengths, such as antique, which has an average query

length of 9.34 terms, the improvement was particularly significant. The complexity

and detail in longer queries benefited more from the diverse retrieval approaches of

the rrf methods. In contrast, for datasets with shorter average query lengths, such

as robust04 (average query length of 2.76 terms) and clueweb09b (average query

length of 2.45 terms), the improvement was present but less pronounced. The shorter

queries, which are often more straightforward, did not leverage the full potential of

the rrf-based methods as effectively as longer, more complex queries did.

Table 3.4.4: Comparison of the efficacy of rrf-based and original rrf-based results
across different datasets.

dbpedia robust04 antique gov2 clueweb09

#𝑞∗ % avg #𝑞∗ % avg #𝑞∗ % avg #𝑞∗ % avg #𝑞∗ % avg

original 23 4.93 0.232 14 5.62 0.199 9 4.50 0.353 1 0.67 0.157 29 14.65 0.078

rrf.all 96 20.56 0.289 62 24.90 0.223 37 18.50 0.404 71 47.65 0.231 62 31.31 0.088

rrf.global 88 18.84 0.241 38 15.26 0.211 24 12.00 0.350 14 9.40 0.167 39 19.70 0.057

rrf.local 87 18.63 0.210 46 18.47 0.183 107 53.50 0.239 36 24.16 0.131 21 10.61 0.051

rrf.bt 48 10.28 0.258 22 8.84 0.220 1 0.50 0.446 17 11.41 0.214 13 6.57 0.065

bm
25

.m
ap

rrf.bt_nllb 28 6.00 0.234 19 7.63 0.197 1 0.50 0.240 4 2.68 0.164 14 7.07 0.067

Comparing the retrieved documents from the these methods to those from the

original query, the rrf-based methods consistently retrieved more relevant documents

and achieved higher average scores. This improvement suggests that the rrf approach
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provides a more detailed and comprehensive retrieval process, capturing a broader

range of relevant information. Among the different categories, rrf.all emerged as

the most successful. This category, which considers all documents retrieved for all

query variations, consistently achieved the highest scores across various metrics. The

broad and inclusive nature of this method likely contributed to its success, as it

combines the strengths of multiple query expansions and retrieval strategies, leading

to a more effective overall retrieval process.

fine-tuned llm-based refiners

unsupervised refiners

translator models

base 
large 

language 
models

Figure 3.4.1: Effect of dif-
ferent models on refining
queries.
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Figure 3.4.2: Effect of constant k range on fu-
sion outcomes across various categories.

To answer RQ3 and observe the effect of the constant k in the rrf, we conducted

multiple experiments across different values in {0, 10, 20, ... 100}. From Figure

3.4.2 as expected from the results of rrf, the experiments indicated that k equal

to 60 was near-optimal, though the choice of k was not critically sensitive. This

suggests that while k is an important parameter, the robustness of rrf in providing

high-quality rankings remains consistent across a range of k values, reinforcing its

utility in various contexts. Essentially, a higher k value reduces the influence of

higher rankings, thereby ensuring that the final rankings are less skewed by outliers

and better represent the overall quality of the documents retrieved by the refiner.

Experiential observations suggest that k performs best when set to a small value,

such as 60[7]. Note that this k value is a constant in the rrf algorithm and is entirely

distinct from the k that regulates the number of nearest neighbors.
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3.5 Concluding Remarks

In this research, we proposed backtranslation as an unsupervised method to enhance

the retrieval phase of retrieval-augmented generation (rag) systems. We showed that

query backtranslation creates diverse and semantically enriched variations of the orig-

inal query without semantic drift and, hence, could improve the retrieval phase of rag

systems. Our experiment demonstrated that (1) fusion methods generally outperform

other query reformulation methods. Specifically, query backtranslation demonstrated

substantial performance gains. (2) The efficacy of rrf is consistent across diverse

datasets, and (3) rrf consistently provides high-quality rankings across a range of

values for its hyperparametr. Our future research includes studying the effect of these

improved retrieved documents on the generation phase. Further, we will explore the

effectiveness of additional fusion metrics such as combmnz [7].
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Chapter 4

Poster Presentations

To showcase the practical implications of our study, we engaged in the University of
Windsor’s 9th Annual Computer Science Demo Day. During this event, we

had the opportunity to discuss and exhibit the practical applications of our research

project to professionals from various sectors of the technology industry. We opted for

a poster presentation format, recognizing its strengths in visual communication and

its effectiveness in capturing the interest of attendees. The following sections of this

chapter will feature the posters that were displayed.
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4. POSTER PRESENTATIONS

4.1 University of Windsor’s 9th Demo Day

Matches 
Made in 
Heaven  

Or Somewhere 

Links 

https://github.com/fani-lab/RePair 

Mentor 

Dr. Hossein Fani  

Authors 

Delaram Rajaei, Zahra Taherikhonakdar, Michele 
Catani, Mukesh Reddy Somireddy , Dr. Hossein Fani  

Manufacture of 

banana paper! 

Manufacture of 

banana paper! 

Results 

• Generated and shared gold standard datasets  

• Publicly available source code  

• Availability of gold datasets and benchmark 

results 

• Evaluation of state-of-the-art supervised and 

unsupervised query refinement methods 

Introduction 

Web queries frequently present challenges as 

they tend to be concise and vague due to users' 

uncertainty in expressing their information needs. 

The retrieval of relevant search results could be 

enhanced by modifying user’s initial queries 

considering user’s context.  

Methodology 

Our software workflow takes three inputs:  

1)  Dataset of queries with relevance judgments  

2)  Information retrieval method  

3)  Evaluation metric  

Figure 4.1.1: The poster we presented at University of Windsor’s 9th Annual Com-
puter Science Demo Day

61



Chapter 5

Conclusion

5.1 Research Questions

This section presents the details of research questions that we answered through this

thesis.

RQ1, delves into the implementation of backtranslation using 10 languages across 7

language families, including low-resource languages, as a refinement technique within

our pipeline. Our evaluation focused on determining how many backtranslated queries

became refined queries and the extent to which they improved each evaluation met-

ric. We further tested the effectiveness of the scale-up for supervised methods by

fine-tuning a large language model with the generated datasets, both with and with-

out backtranslations. The results, as presented in Table 2.3.3, indicate that query

backtranslation effectively generates more refined queries across all query sets, infor-

mation retrieval methods, and evaluation metrics. Specifically, the best performance

was observed with dbpedia queries, where nearly half of the original queries were

matched with refined versions, along with substantial improvements in evaluation

metrics. Notably, even in the worst-case scenario, several refined queries per origi-

nal query were generated through backtranslation, which can augment training sets

for supervised query refiners. Additionally, as shown in Table 2.3.2, the expanded

gold-standard datasets using query backtranslation (+bt) consistently boosted the

performance of t5 compared to datasets generated without query backtranslation

(−bt). The pretrained t5 showed the worst performance, as expected, since it had
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not been exposed to any training pairs.

RQ2, compared refined queries resulting from backtranslation against 22 unsupervised

refiners across various information retrieval methods, evaluation metrics, and query

sets from different domains. Our findings, summarized in Table 2.3.4, indicate that

query backtranslation generally outperforms existing unsupervised methods, as ev-

idenced by higher counts and percentages of refined queries across different query

sets in terms of mean average precision (map). Specifically, backtranslation showed

its best performance with the dbpedia and robust04 query sets, while clueweb09b

queries were more challenging for refinement for all methods. As illustrated in Fig-

ure 2.3.2, backtranslation achieved better mrr improvements compared to relevance-

feedback and tagme, particularly in the dbpedia and robust04 query sets. Although

clueweb09b queries often remained unrefined, backtranslation had fewer negative im-

pacts. We attribute the superior performance of backtranslation to its ability to in-

troduce diversity and variability into the query space without significant topic drift,

effectively capturing different aspects of query semantics and user information needs.

We conclude that backtranslation represents a valuable lightweight strategy for query

refinement.

RQ3 conducted a comparative analysis of languages from 7 different language families

to determine whether the semantic coherence of backtranslated queries is influenced

by the linguistic relationship between the source and target languages. Our hypothesis

was that source and target languages from the same family would produce more

semantically related queries, while those from different families might generate more

diverse outputs. As shown in Table 2.3.5 and Figure 2.3.3 for the bm25 retriever,

we found that all languages could refine queries, but their efficacy varied. Notably,

it also suggests that languages from diverse families can be valuable in revealing

latent terms in the source language that need explicit mention in the target language.

Conversely, languages within the same family, like which share a family with english,

also demonstrated significant improvements, highlighting their ability to find context-

aware synonyms and better capture the original query’s semantics.

RQ4 generated query backtranslations for 5 query sets with varying query lengths
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and topics from different domains, such as news articles versus web content. From

Tables 2.3.3 and 2.3.5, we observed that query backtranslation effectively refines

queries across various domains, though its efficacy is more pronounced in specific

domains. We attribute this domain-specific performance to two main factors: the

length of the queries and the diversity of topics. Figure 2.3.4 illustrates that web

query sets like dbpedia, which benefit from longer backtranslated queries with more

tokens, show significant improvements. In contrast, in the antique set, where queries

are already long, backtranslated queries tend to prune uninformative terms, resulting

in fewer tokens. Additionally, query refinement via backtranslation for short queries

from a general corpus with diverse topics is less effective compared to long queries

from a corpus with a limited span of topics.

RQ5 conducted experiments using two neural machine translators built on different

technologies and platforms: Meta’s nllb and Microsoft’s bing. As shown in Ta-

ble 2.3.6, nllb produced notably more refined queries compared to bing, which per-

formed poorly. Examining their translation qualities in Table 3.4.2, we observed that

while both achieved competitive performance in preserving semantic context, nllb

generated more diverse outputs with a greater number of new terms in backtranslated

queries, evidenced by lower rouge-l values compared to bing. The combined results

from Table 2.3.6 and Table 3.4.2 suggest that a translator that provides accurate yet

diverse paraphrases yields more effective refined queries. Thus, the choice of neural

machine translator significantly impacts the efficacy of query backtranslation.

5.2 Concluding Remarks and Future Work

In this thesis, we proposed natural language backtranslation for query refinement to

generate gold-standard datasets for supervised query refinement. Our experiments on

five query sets, ten languages from varied language families, and two information re-

trieval methods across three metrics demonstrated the superior performance of query

backtranslation against existing unsupervised query refiners. By fine-tuning the t5

language model on the generated gold-standard datasets with and without query

64



5. CONCLUSION

backtranslations, we showed that the expanded datasets could effectively boost the

performance of supervised methods. Additionally, we found that while all languages

could match an original query to its refined version, the efficacy rate depends on

the choice of language and the domain of the original query sets. Lastly, comparing

open- and closed-source translators from different platforms, we demonstrated that

an accurate translator that generates more diverse paraphrases via backtranslation

would yield more refined queries.

Furthermore, we explored the application of backtranslation as an unsupervised

method to enhance the retrieval phase of retrieval-augmented generation (rag) sys-

tems. We showed that query backtranslation creates diverse and semantically en-

riched variations of the original query without semantic drift, thereby improving the

retrieval phase of rag systems. Our experiments demonstrated that fusion methods

generally outperform other query reformulation methods, with query backtranslation

showing substantial performance gains. The efficacy of reciprocal rank fusion (rrf)

was consistent across diverse datasets, consistently providing high-quality rankings

across a range of values for its hyperparameter. Looking forward, our future endeavors

aim to investigate the effect of these improved retrieved documents on the genera-

tion phase and backtranslation mashups, involving iterative rounds of backtranslation

through a mixture of languages.
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