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ABSTRACT

Traffic data collection plays an essential role in the operation of connected au-

tonomous vehicle (CAV). The vehicles rely on authentic, accurate and immediate

data to make informed decisions about the most efficient and safest routes for deliv-

ering passengers. Basic safety messages (BSM) can serve as a source for traffic data

collection, as they contain comprehensive data from CAVs. Also, the rapid generation

rate of the BSMs ensures the timely of the relevant traffic data. However, given the

design of BSM. They are susceptible to various types of attacks, which can be easy to

execute. In this thesis, we have developed a method to ensure the authenticity and

integrity of BSMs using a decentralized approach: Proof-of-Presence (PoPr). This

blockchain system is operates based on proof-of-reputation. The architecture of PoPr

is throughly introduced in this thesis, and the simulation results and analysis of the

PoPr are provided to illustrate the effectiveness of the system.
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CHAPTER 1

Introduction

1.1 Traffic Data Collection System

Traffic data collection systems play an essential role to modern transportation man-

agement and in the decision-making process of CAVs regarding on route selection. To

navigate the most efficient and safest route to their destination, CAVs must rely on

accurate, real-time traffic data. Thus, the process of collecting traffic data must en-

sure that the data collected are accurate and authentic. There are two major ways to

collect the traffic data: on-road sensors and Floating Car Data (FCD). The on-road

sensors approach can provide high-quality traffic data but comes with high opera-

tional and capital costs. Conversely, FCD involves collecting real-time traffic data by

tracking vehicles using mobile phones or global positioning system (GPS) across the

road network [1]. CAVs can be used as a source of traffic data collection since their

systems are integrated with GPS technology.

1.2 Vehicular ad hoc Network

A Vehicular ad hoc Network (VANET) is a network designed for moving vehicles and

roadside units (RSU). The CAVs function as nodes or routers to exchange messages

between vehicles or RSUs. Using dedicated short range communication (DSRC),

which utilized 802.11p [2], it can typically connect to CAVs or RSUs within a range

of 100 to 900 meters.

VANETs are designed to facilitate both Vehicle-to-Vehicle (V2V) and Vehicle-
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to-Infrastructure (V2I) communication within a network lacking infrastructure [3].

In VANET, the CAVs communicate with each other and RSUs using basic safety

messages (BSM). CAVs boardcasts BSMs that includes its GPS location, velocity

and direction of travel at least once every 100 milliseconds [4]. However, commu-

nicating via BSM through DSRC may not be sufficient for sharing traffic data and

other resources. Therefore, Cellular Vehicle to Everything (C-V2X) can be used as

a complement or enhancement for communication within the VANET. A significant

advantage of C-V2X is it offers a larger bandwidth than DSRC. Specifically, the band-

width allocated for DSRC communication is 75 MHz of licensed spectrum in the 5.9

GHz band [2]. In contrast, C-V2X, utilized NR Uu interface with 5G technology

could reach up to 400 Mhz bandwidth in certain modes, although this comes with the

tradeoff in power consumption [5]. Given this advantage, CAVs that utilize C-V2X

can send and receive larger amounts of traffic data and other types of data with low

latency. Figure 1.2.1 shows a sample VANET system.

Fig. 1.2.1: A VANET with CAVs and RSUs.

However, the open and dynamic design of VANETs introduces significant security

challenges. The traffic data provided by VANETs has a significant impact on the
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route planning decisions of CAVs. Therefore, the data from VANETs must satisfy the

following characteristics to ensure the safety and integrity of the messages [6]:

• Authentication: Ensures that the message is created by an authenticated user

using a certificate, or enables the recipient to recognize the sender of a message

via a pseudonym.

• Availability: The network ensures availability by resisting DoS (Denial of Ser-

vice) attacks, maintaining normal functioning. Even a delay of a few seconds

can render the message meaningless.

• Non-repudiation: Ensures neither the sending nor the receiving parties can deny

the transmission and reception of data in the event of a dispute [7].

• Integrity: Data remains unaltered, and a digital signature is used to ensure

message and data integrity.

• Data verification: Data verification aims to eliminate false messaging by veri-

fying data consistency and validating digital signatures.

• Traceability: While a vehicle’s true identity should remain hidden from others,

there must be a mechanism in place that can access these real identities to

revoke them if needed for future purposes.

To achieve the aforementioned data security goals, one solution is to use Public

Key Infrastructure (PKI). PKI is employed as a well-known security standard protocol

to enhance the security of the VANET. Figure 1.2.2 shows the architecture of the PKI

scheme.
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Fig. 1.2.2: PKI model [6].

PKI facilitates the distribution and identification of public encryption keys, allow-

ing users to securely exchange data over the network and verify each other’s identities

[6]. The PKI approach involves a central authority (CA) playing a critical role in en-

suring the safety of VANET. Another approach to tackle this problem is by blockchain.

Blockchain refers to a sequential chain of blocks. Each block is responsible for contain-

ing transaction information as records and the address of the subsequent block. The

header and data within each block are encoded using a hashing mechanism to ensure

data integrity [8]. Blockchain operates in a decentralized manner, thereby eliminating

the necessity for a central authority (CA) to ensure its functionality. Although some

blockchain systems may employ a CA for specific tasks, such as enhancing trust for

certain types of nodes.

1.3 Types of Attacks in VANET

Attacks on the VANET can vary based on the design of the VANET system and

its hardware. Attacks can be categorized into the following groups: (1) attacks on

the wireless interface, (2) attacks targeting hardware and software, (3) attacks on

onboard sensors, and (4) attacks on infrastructure systems [6]. Here are some major

types of attacks that can target VANETs:

Location Tracking: The attacker will track the driver or CAV by acquiring GPS

data through unauthorized methods.

4



Denial of Service (DoS) or Distributed Denial of Service (DDoS) at-

tack: DoS attacks occur when attackers attempt to overwhelm nodes with malformed

requests, rendering the node unavailable to other nodes. DDoS attacks are a type of

DoS attack that originate from multiple sources simultaneously.

Spoofing: The attacker attempts to impersonate existing, legitimate nodes in

order to deceive other nodes.

Sybil Attack: The attacker creates multiple CAVs with fake identities and at-

tempts to disseminate false or faulty messages.

Man in the Middle Attack (MitM): The attacker intercept communication

from both sides of two nodes in the system and pretend to be either one of them to

deliver fake or faulty messages.

Brute-force Attack: The attacker will use brute force techniques to crack the

target’s ID or password and attempt to decrypt the messages. Such attacks typically

focus on systems with weak or poorly designed encryption mechanisms.

Message Fabrication and Alternation: The attacker either modifies the con-

tent of the message or generate a new faulty messages.

GPS Spoofing: The CAVs generates faulty GPS data intentionally or uninten-

tionally.

Repudiation Attack: The attacker denies the participation of communication

or event.

Digital signature Attack: Shor’s quantum algorithms for integer factoring and

discrete logarithms are approximately equally complex, typically exhibiting a cubic

complexity of O(n3) with quantum computer [9]. The discrete logarithm problem, in

particular, serves as the foundational challenge for many widely used digital signature

schemes in VANET.

1.4 Blockchain in VANET Security

Introducing blockchain technology to VANET can help address security issues. Blockchain

is an emerging decentralized and distributed computing paradigm that underpins the

5



Bitcoin cryptocurrency, offering privacy and security in Peer-to-Peer (P2P) networks.

In the context of VANET, blockchain can be employed to manage information for

CAVs, as any vehicle can access the entire history of messages stored on the blockchain

[10]. The inherent properties of blockchain ensure that VANET is largely protected

from many of the previously mentioned attacks to some extent. Here are the proper-

ties of blockchain and how they contribute to the security of VANET:

Decentralization: The blockchain requires no CA to function [11]. This property

enhances the security of the blockchain by increasing the difficulty of conducting a

DDoS attack. When a CA is required to ensure security, it can become a viable and

vulnerable target for DDoS attacks. However, executing a DDoS attack on specific

nodes within a blockchain network is challenging because it is difficult to predict

which node will extend the block.

Immutability: Immutability is a fundamental characteristic of blockchain tech-

nology. Once data is confirmed and attached on the blockchain, it cannot be modified

or deleted from the blockchain. Additionally, the new messages to the blockchain is

strictly controlled, as they must meet specific conditions before being appended to a

new block. The hash values link the blocks, ensuring the blockchain’s immutability

and tamper-resistance [11].

Anonymity: Blockchain protects nodes’ privacy by ensuring that public keys

are untraceable to individual users [12]. The anonymity property effectively safe-

guards the privacy of nodes only when the relationship between the public key and

its associated identity is neither intentionally nor unintentionally disclosed.

Non-Repudiation: Every transaction or message is recorded on the blockchain

with the signature of the nodes involved. Given the immutable property of the

blockchain, it is difficult to deny the occurrence of events or the authenticity of mes-

sages once they are logged on the chain.

Consensus Algorithm: The consensus algorithm ensures that nodes on the

blockchain will only validate the correct block, where every message or transaction is

verified. This is achieved by using the correct block’s hash as the new block’s ID.

Transparency: The messages stored on the blockchain are fully accessible to
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all users. Each block contains comprehensive records of messages and events, of-

fering transparency while maintaining the anonymity of the nodes involved in the

blockchain.

Therefore, a VANET system enhanced with a properly implemented blockchain

could ensure—or at least partially ensure—the security characteristics of VANET.

Authentication and integrity of BSMs are secured using digital signatures. Moreover,

the blockchain ensures non-repudiation for every message or transaction, guaranteeing

that neither the sender nor the receiver can deny the occurrence of the event. The

anonymity property of blockchain guarantees the nodes are unable to trace if their

identity is not related with their public key. Most importantly, the blockchain does not

require a CA to operate. This allows it to function without a centralized, dominant

authority, thereby reducing the risk of a single point of failure due to either faults or

DDoS attacks.

However, it is important to note that current popular blockchains like Bitcoin and

Ethereum utilize the Elliptic Curve Digital Signature Algorithm (ECDSA), which is

based on the underlying difficulty of the Elliptic Curve Discrete Logarithm Problem

(ECDLP) [13]. The security of ECDSA is diminishing with the emergence of quantum

computing.

1.5 Post Quantum Digital Signature Scheme

The majority of public key cryptography in use is fundamentally reliant on the pre-

sumed computational intractability of integer factorization or discrete logarithms,

whether applied to finite fields or elliptic curves. Most blockchains implement the

digital signature scheme using ECDSA because it requires smaller key sizes compared

to RSA or DSA. This reduction in key size decreases the overhead associated with

the size of messages exchanged between nodes. In recent years, quantum computing

has seen significant advancements, greatly impacting the efficacy of algorithms like

Shor’s algorithm. While Shor’s algorithm offers limited benefits on classical com-

puters due to its exponential complexity, it achieves a much more manageable cubic
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complexity of O(n3) on quantum computers [9]. As quantum computing progresses,

the efficiency and number of qubits are improving, which challenges the security

of encryption methods like ECDSA. Decrypting ECDSA’s private keys becomes in-

creasingly feasible, compromising its security. Thus, adopting post-quantum digital

signature schemes is necessary to secure against the vulnerabilities of ECDSA in the

upcoming quantum era. One potential alternative for a digital signature scheme is

CRYSTALS-Dilithium, a newer scheme whose security relies on the hardness of the

lattice problem [14]. This makes it a viable option for implementation in blockchain

systems, where robust security against quantum computing attacks is crucial.

1.6 Motivation and Problem Statement

Building a traffic data collection system that incorporates a VANET with all neces-

sary security characteristics can be challenging but is essential. Traffic data has a

significant impact on the route planning decisions of CAVs. Without the guarantee

of a secure traffic data collection system, CAVs are vulnerable to various types of

attacks, which can lead to compromised performance and suboptimal route choices.

Figure 1.6.1 illustrates one possible attack on traffic data and CAV’s route planning.

The purple lines indicates the fake congestions on the road. The black circle repre-

sents the trap location that an adversary aims for the CAV to encounter. The blue

line is the route plan made based on the fake traffic data.

Fig. 1.6.1: One possible attack for traffic data collection system

Conversely, there has been relatively limited research on designing VANET sys-
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tems that utilize blockchain technology for traffic data collection. Some research

efforts have focused more on aggregating traffic data collected from CAVs or RSUs

and sending it to the cloud for validation and processing [15]. Other research efforts

place greater emphasis on timing. For instance, one approach designs the data col-

lection process to be initiated by a specific request, specifying details such as the

types of data required, along with the maximum allowable duration and depth of

the collection [16]. Moreover, due to the initial design of the blockchain consensus

algorithm using Proof-of-Work (PoW) [12], the consensus may not be reached in

time for effective traffic data collection with a PoW blockchain. Therefore, in current

research on VANET blockchain, consensus algorithms are being adapted to accommo-

date specific or emergency traffic events, ensuring timely and relevant data handling.

The Proof-of-Event (PoE) used in VANET blockchain are designed to create new

blocks only when a special event is triggered [17, 18]. Therefore, it is challenging

to adapt this approach for a general traffic data collection system, as such systems

require timely data collection to function effectively. Moreover, the advancement of

quantum computing has rendered the widely used digital signature scheme, ECDSA,

potentially obsolete. Furthermore, there is a paucity of research on the performance

of post-quantum digital signature schemes within blockchain systems, particularly in

the context of VANETs, due to their novalty and lack of optimization.

Considering the scarcity of research on using both VANET and blockchain ap-

proaches for traffic data collection, this thesis aims to develop a traffic data collection

system within VANET that incorporates a specially designed blockchain. This sys-

tem will facilitate relatively real-time data collection while providing adequate defense

measures against various types of attacks targeting both VANET and the blockchain

infrastructure.

1.7 Solution Outline

The thesis presented provides a solution for a traffic data collection system using

VANET and blockchain technology. Traffic data is collected by analyzing the BSMs
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sent by CAVs and RSUs. The system includes both CAVs and RSUs to ensure the

traffic data are collected from different sources.

To ensure both the security of VANET and the real-time collection of traffic

data, we designed a new blockchain consensus algorithm: Proof-of-Presence (PoPr).

The consensus algorithm is based on Proof-of-Reputation (PoR), where each node

is assigned a reputation score, and the nodes with the highest scores are grouped

together. These grouped nodes are assigned different tasks, such as creating new

blocks, to ensure the safety of the blockchain system.

The general structure of PoPr blockchain traffic data collection system is presented

as follow:

1. BSM gathering: CAVs and RSUs will send BSM to each other by DSRC.

2. BSM signature verification: CAVs and RSUs will verify the BSM by the

digital signature in BSM with the sender’s public key.

3. Multi-sensor verification: After the signature’s verification is complete, the

CAVs and RSUs will match the BSM with the sender who is within the range

of their sensors, such as cameras and radars. They will generate verification

messages for the BSMs that are able to match with their sensors’ data.

4. Group processing: CAVs and RSUs will send the verification messages for

BSMs to the group members which has high reputation among the nodes.

5. Block creation: Group member who selected as leader will create new block

contains the BSMs and the verification messages of the BSMs.

6. Traffic data extraction: After new block is created, the block is used to

update the current traffic condition with the BSMs in the block.

The PoPr blockchain system ensures that the collected traffic data are authentic

and accurate. It also guarantees that the system can defend against various VANET

attacks, given certain assumptions about the attackers. The overview of the PoPr

blockchain consensus procedures is presented in Figure 1.7.1. This figure depicts the
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entire process, from the collection of BSM and verification data to the integration of

this data into the PoPr blockchain.

Fig. 1.7.1: Overview of PoPr Blockchain Consensus Procedures

1.8 Thesis Organization

The following thesis is organized as follows: In Chapter 2, we present the overview

of traffic data collection system, overview of VANET, blockchain application within

VANET, consensus algorithms used in blockchain and post quantum digital signa-

ture schemes. Chapter 3 focuses on the proposed method and the features of PoPr

blockchain to resolve the attacks for VANET. In Chapter 4, we will present the ex-

perimental setup for testing the blockchain integration with VANET and analyze the

results derived from the experiment. Finally, in Chapter 5 presents with the con-

clusion and outlines future work to enhance the security of PoPr blockchain-based

VANET traffic data collection system.
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1.9 Summary

In this chapter, we present an overview of the traffic data collection system, VANET,

and the associated security challenges. We also introduce the blockchain system,

discuss the limitations of the digital signature algorithm ECDSA, and highlight the

need for its enhancement. Finally, we discuss the motivation for this research and

outline the structure of the proposed blockchain solution.
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CHAPTER 2

Literature Review

2.1 Overview of Traffic data collection system

A traffic data collection system is a crucial component of intelligent transport system

(ITS). It is designed to gather, analyze, and utilize information related to vehicular

movement, road conditions, and traffic patterns. The system uses conventional on-

road sensors and, alternatively, the newer method of Floating Car Data (FCD) to

collect real-time traffic data. Conventional methods include [1]:

Piezoelectric sensors: The sensors are installed in grooves along the roadway

surface of the monitored lane(s).

Pneumatic road tubes: Rubber tubes are laid across the road lanes to detect

vehicles by sensing the pressure variations caused when a vehicle’s tire rolls over the

tube.

Magnetic loops: The magnetic loops are installed in the roadway in a square

configuration, which generates a magnetic field. The received data is then sent to a

counting device positioned at the side of the road.

Conventional methods for collecting traffic data are burdened by high costs asso-

ciated with implementation and maintenance. Consequently, alternative approaches

are essential to obtain traffic data in a more timely and cost-effective manner.

In contrast, FCD collects traffic data directly from vehicles using two primary

methods: GPS data from mobile phones and GPS integrated into onboard units

(OBUs). A common apporach of gathering traffic data from on board unit (OBU)

is presented in [19]. The paper explores a system operates on a client-server archi-
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tecture, where the clients are vehicles equipped with GPS receivers, and the server

is responsible for gathering GPS data from these clients. Using celluar phone with-

out GPS to collect traffic data is also possible. In [20], the paper introduces models

that utilize anonymous phone call data to estimate the movement of vehicles between

cells. These models incorporate variables reflecting users’ calling behavior and other

relevant aspects like the hourly intensity of calls and vehicular traffic. However, to

develop a traffic data collection system that provides more timely data while en-

suring data security, it is necessary to utilize VANET and implement novel security

measures.

2.2 Overview of VANET

VANETs are a specialized form of mobile ad hoc networks (MANETs) that enable

vehicles to communicate with each other and RSU [3]. By leveraging wireless com-

munication technologies, VANETs facilitate the exchange of critical information, such

as traffic condtions, safety warnings, and navigation updates, among CAVs on routes.

This real-time data sharing improves driving safety, reduce traffic congestion, and

supports the development of ITS. As CAVs become increasingly connected and au-

tonomous, VANETs play a pivotal role in advancing smart mobility and the future

of transportation. Having established the importance and foundational aspects of

VANET, it is essential to explore the underlying communication models that enable

the seamless exchange of information between vehicles and infrastructure.

2.2.1 Communication Models of VANET

In VANETs, the communication models are mainly divided into a few types, including

V2V, V2I, vehicle to everything (V2X), and vehicle to pedestrian (V2P), among

others. Each type plays a specific role in enabling effective communication within the

network. Here are the definitions for some of the communication models:

Vehicle-to-Vehicle (V2V): Vehicles could directly communicate with other ve-

hicles in VANET.
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Vehicle-to-Infrastructure (V2I): For communications from vehicles to infras-

tructure in VANETs, the infrastructure includes RSUs, traffic lights, traffic cameras,

traffic controllers, and more.

Vehicle-to-Pedestrian (V2P): Enhances pedestrian safety by enabling com-

munication between vehicles and pedestrians.

Vehicle-to-Infrastructure (V2X): In this communication model, vehicles share

messages with any entities, including both V2V and V2I interactions.

V2V and V2I are critical communication models for traffic data collection, as they

enable the broadcasting of BSMs and other communications to other CAVs and RSUs.

Additionally, the collected traffic data can be uploaded to the internet through V2X

technology.

2.2.2 Key Components of VANET

The architecture of VANET comprises several major components designed to enhance

communication and safety on the roads. The critical elements for CAVs include

Sensors, OBUs, and Application Units (AUs). Additional components like RSUs

and cloud-based services also play essential roles. Detailed explanations of these

components are provided below [21]:

• Roadside Unit (RSU): RSU are positioned along the roadside at regular in-

tervals for communication. Typically, these units are installed at traffic nodes

or parking areas. The role of RSUs are creating a small ad hoc network en-

hances the communication range by distributing information to various CAVs

and RSUs. It can distribute warning messages, traffic data, and more.

• On Board Unit (OBU): The OBU are integrated with CAVs to facilitate com-

munication with other entities. OBUs are crucial for establishing VANETs as

they are equipped with wireless communication modules, onboard sensors, and

processing units. The device also supports multiple communication standards,

allowing it to connect with RSUs that use similar communication protocols.
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An OBU contains specific modules that provide functions such as wireless ra-

dio access, ad hoc geographical routing, network congestion control, and data

security management.

• Sensors: Sensors on OBUs are tailored to detect specific information according

to the application design of the VANET. These OBUs are equipped with a set of

sensors that enable the transmission of various updates to the CAVs and RSUs.

Sensors in an OBU may include onboard cameras, radar, accelerometers, and

more, depending on the specific applications of the VANET.

• Application Unit (AU): The AU is typically integrated with the OBU, through

which it exclusively communicates. The OBU handles all mobility and net-

working functions for the AU, facilitating its operation. Additionally, the AU

is designed to leverage various services offered by RSUs.

• Electronic Licenses Plate (ELP): ELP acts as a unique identifier for vehicles,

enabling them to be located or tracked via RSUs or GPS in cases of accidents

or if the vehicle goes missing.

2.2.3 Wireless Standards of VANET

Multiple wireless standards are employed in VANET to facilitate V2V and V2I com-

munications. The protocols for wireless communication in VANETs include Cellular

systems, WLAN standards, DSRC/WAVE standards, CALM standards, and others

[3]. These wireless protocols can be categorized into several types based on their

operational ranges. Figure 2.2.1 illustrates the various categories of protocols, distin-

guishing them by their range capabilities.
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Fig. 2.2.1: Categories of Wireless Protocols Based on Range [3].

DSRC is a medium-range communication protocol specifically developed for VANETs.

It is designed to support a self-organized, configured, and dynamically adaptable net-

work topology [3]. DSRC operates within a 75 MHz spectrum at the 5.9 GHz fre-

quency band and is capable of covering a range from 100 meters up to 1 kilometer.

This capability makes it well-suited for various operations within VANETs, such as

V2V and V2I communications. In Figure 2.2.2, the stack layers of DSRC is presented.

Fig. 2.2.2: DSRC architecture [2].
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In the physical layer of DSRC it utilized IEEE 802.11p Wireless Access for Vehic-

ular Environments (WAVE), and this make it a different verison than regular IEEE

802.11p Wi-Fi standard. In the middle layer of the stack, DSRC employs standards

defined by IEEE 1609, designed specifically to enhance vehicular communication sys-

tems. Additionally, it provides the flexibility to either use the WAVE Short Message

Protocol (WSMP) across both the transport and network layers or opt for the Internet

Protocol version 6 (IPv6) for the network layer, while supporting both User Datagram

Protocol (UDP) and Transmission Control Protocol (TCP) in the transport layer.

Conversely, C-V2X is recognized as a premier long-range communication pro-

tocol within VANETs. Introduced by 3rd Generation Partnership Project (3GPP)

in 2017, it is designed to bolster vehicular safety and provide essential information

services, facilitating seamless vehicle-to-everything interactions. Built on the founda-

tions of Long-Term Evolution and 5G technologies, C-V2X offers both low-bandwidth

and higher-bandwidth options, enabling the transmission of more complex data over

greater distances compared to DSRC [22]. Moreover, Compared to DSRC, C-V2X

offers greater configurational flexibility. It allows for the selection of occupied band-

width, modulation, and coding schemes at the physical layer, as well as various pa-

rameters at the MAC layer [23].

2.3 Blockchain Applications in VANET

The architecture of VANETs makes them prone to several types of attacks, necessitat-

ing effective security measures to maintain safe communication within the network.

A feasible approach to building security infrastructures in VANETs is the use

of PKI, where a CA plays a central role in verifying the authenticity of messages

exchanged between entities. In this approach, the CA serves as the central trust

entity, providing services to authenticate the identities of different entities within

the VANET. The primary CA can pass certificate issuance to secondary CAs, each

tasked with issuing certificates for specific purposes. This hierarchical structure helps

to protect the main CA from direct exposure to all nodes in the VANET, thus reducing
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the risk of DDoS attacks to some extent. Additionally, CAs maintain a database of

valid and invalid certificates, enabling accurate verification of each node’s certificates.

On the VANET nodes’ side, they store and manage certificates issued by the CA,

facilitating secure communication among themselves [6].

The PKI approach benefits in terms of efficiency and resource allocation within

VANETs. The CA and secondary CAs can issue and verify certificates quickly, re-

lieving VANET nodes from the burden of verification tasks. This is particularly

advantageous since CAVs often have limited computational resources. A significant

drawback of the PKI system is its vulnerability due to the central role of the CA. If

the CA encounters any form of disruption or failure, the entire certificate verification

process can be halted, thereby compomising the security of the VANET. Another

issue is the privacy concern surrounding the CA. If the security of the CA is compro-

mised, the security of VANET nodes can also be jeopardized. This happens especially

when applying for a certificate requires sensitive data from the nodes.

In contrast, blockchain, initially developed by Bitcoin to establish a decentralized

cryptocurrency [12], has since diversified into an approach for enhancing the security

of various systems. The unique features of decentralization, anonymity, immutabil-

ity of transactions, and non-repudiation make blockchain a promising approach for

enhancing VANET security. Here are few recently researches about blockchain ap-

plications to VANET: Guo et al [18] introduced a forensic data recording system for

CAV, based on a novel blockchain framework utilizing Proof-of-Event consensus pro-

tocol. The system activates when an accident occurs, the nodes in the system are

categorizing into “accident vehicles”, “witness vehicles” and “community vehicles”.

Upon an accident, the “accident” vehicle boardcasts a request to witness vehicles and

both “accident vehicle” and “witness vehicle” generate the records of the accident,

and stored the records to the new block. Moreover, the “accident vehicle” sends

requests to a subgroup of “community vehicles” known as “verifier vehicle”, to au-

thenticate the accuracy of the record data. Once verification is complete, the leader of

“verifier vehicle’ initiates a consensus voting process that requires n out of m verifier

vehicles to agree. Following the confirmation of the new block by consensus vote,

19



the leader “verifier vehicle” will boardcasts newly confirmed block to all members of

the blockchain. This blockchain is created only in the event of an accident, so the

real-time of creating new block data is not a major concern.

In [10], the authors introduced a blockchain for VANETs to enhance the trustwor-

thiness of nodes and message. The scheme utilize trust data a transactions, employing

Proof-of-Location issued by RSUs for verifiers’ authentication. The authors enhance

scalability through local blockchains segmented by geographical regions. Addition-

ally, to decrease latency in new block generation, they proposes integrating edge

computing. This method aims to enable real-time applications by offloading com-

plex computations to edge devices. The blockchain system designed for VANETs

is lightweight, yet its security relies solely on the authentication provided by RSUs.

Conversly, Diallo et al [24] introduced a novel blockchain-based protocol in VANET

for secure and reliable management of traffic-related records. The protocol’s consen-

sus participants are dynamically selected based on the locations of traffic events, and

consensus on blocks is reached using the practical byzantine fault tolerance (PBFT)

algorithm. The leader of the blockchain is selected through a round-robin mechanism.

This leader is responsible for creating new blocks that adhere to specific conditions,

such as a fixed block size and the requirement that all recorded events in the block

are within a certain geographical region. Group members, primarily RSUs, are cho-

sen based on their proximity to the location of each event, with those closer having

a higher likelihood of being included in the consensus group. Once a new block is

created, it is sent to k - 1 nearby RSUs. These RSUs then verify the block and agree

to add it to the chain. The blockchain is tested with NS-3 simulator. The approach of

using PBFT to collect traffic events helps protect the network from faulty messages.

However, it does not mitigate the risk of a 51% attack, where a majority of the group

members might already be faulty or controlled by adversaries.

Other blockchain designs for VANETs employ different consensus algorithms, such

as using fixed nodes for consensus and implementing a Proof-of-Reputation (PoR) ap-

proach to achieve agreement among nodes. In recent studies of consortium blockchain

[25], a trust management paradigm for resource sharing in the internet of vehicle, uti-
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lizing a consortium blockchain architecture. They argue that a fully decentralized

public chain cannot support large-scale networks. In the consortium blockchain ar-

chitecture, CAVs are excluded from participating in the consensus process. Instead,

RSUs are tasked with collecting related transactions and compiling them into blocks of

limited size. The reputation of the transactions created by these nodes is determined

by the behavior of the CAVs. RSUs prioritize transactions with the highest cumu-

lative reputation, ensuring that the block with the maximum reputation is the one

added to the blockchain. The consortium approach is cost-effective but involves com-

promises in the consensus algorithm. Additionally, using fixed nodes for new block

consensus makes them vulnerable targets for DDoS attacks. Another research ap-

plied blockchain to secure the content sharing in autonomous vehicle social networks

(AVSNs) with PoR [26]. A blockchain framework for AVSNs is introduced, securing

content transactions and protecting CAV identity privacy through immutable ledgers

and encryption. The reputation assessment models based on nodes’ behaviors incen-

tivize legitimate actions and boost content reliability for CAVs and RSUs. The in-

tegration of BLS multi-signature and PoR consensus protocols optimizes blockchain

deployment in resource-limited AVSNs. In this research, PoW is employed as the

consensus method, where the difficulty of the PoW task is adjusted based on the

nodes’ reputation values. Nodes with higher reputations are assigned easier PoW

targets, increasing their likelihood of becoming the consensus node to create a new

block. The consensus approach is vulnerable to attacks from collaborating adversar-

ial nodes. Adversaries with high reputations might team up with others who have

significant computational power to achieve the PoW target, aiming to take control of

the blockchain and compromise the system’s security.

In summary, the consensus algorithm is a critical component for ensuring the

security of the blockchain system in VANETs. It requires careful examination, and

we will introduce several consensus algorithm approaches in the next section.
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2.4 Consensus Algorithms of Blockchain

Consensus is a significant component in creation of new blocks within a blockchain. It

ensures that all nodes in a blockchain network agree on the newly broadcasted block,

which is essential for maintaining the blockchain’s immutability and decentralization.

Theoretically, each node within a blockchain network retains a copy of the full

ledger, ensuring uniformity across the system. The consensus algorithm establishes

the necessary rules for validating new blocks and the transactions contained within

them. This validation process ensures that each new block is accurate and consistent

across all nodes within the blockchain network. The most important design goals

for a consensus algorithm are achieving consistency among nodes, ensuring block

authentication, and mitigating potential attacks against the algorithm’s design. The

common approaches to consensus algorithms include Proof of Work (PoW), Proof

of Stake (PoS), Proof of Reputation (PoR), and other Byzantine Fault Tolerance

algorithms.

2.4.1 Proof of Work

Proof of Work (PoW) was a consensus algorithm introduced with Bitcoin to address

the Byzantine Generals’ Problem (BGP), which involves a scenario where every node

in a distributed system needs to reach consensus on a specific message. However, this

consensus can be compromised by faulty or adversarial nodes that deliver incorrect

or no messages, thereby threatening the consistency and safety of the distributed

system. Bitcoin addresses the BGP by assuming that at least 51% of the network’s

computing power is controlled by honest nodes. Miners reach consensus by verify-

ing the hash of the previous block and the current block, and checking if the PoW

meets the required conditions. This process ensures that any new block shared in the

consensus is valid. The approach solves the BGP with a cost of high computational

complexity O(2n) [12]. PoW mechanism partially mitigates the DDOS attack because

the attacker cannot predict which miner will successfully complete the PoW. Never-

theless, attackers could still potentially target the miners known to have significant
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computational power.

An example of PoW is illustrated in Figure 2.4.1, which depicts a hash puzzle,

also referred to as a target in PoW. The objective for miners is to compute a hash

value that is less than or equal to the specified target value represented by the hash

puzzle. A typical method to compute PoW involves three elements: the hash of the

previous block, a nonce and the hash of the purposed block. The miner will add the

three elements and inputs them into the SHA-256 hash function to compute a hash.

The goal is to find a hash that is less than or equal to the target from last block.

Specifically, the nonce is a 32-bit number selected by the miner, who increments it

by one each time if the hash does not meet the requirement of target [13].

Fig. 2.4.1: Target of PoW.

The effectiveness of the PoW approach is grounded in the uniform distribution of

hash outputs generated by the hashing algorithms, which minimizes the probability of

hash collisions. This uniform distribution also allows for control over the difficulty of

the PoW task. Specifically, the difficulty can be adjusted by requiring the hash to have

a certain number of leading zeros, which is defined by the target. The probability of a

miner computing a hash that is lower than or equal to the target value in Figure 2.4.1

using a 32-bit nonce is 232

2204
= 2−172. It is the probability before the miner modifies

the purposed block to satisfy the conditions of the target.

PoW addresses the BGP by imposing a heavy computational burden, utilizing

properties of randomness and significant energy consumption. However, these charac-

teristics make it less suitable for real-time systems where quick processing is essential.

2.4.2 Proof of Stake

Proof of Stake (PoS) is an alternative consensus algorithm designed to address the

high computational costs associated with PoW. In recent implementations such as

Ethereum, the leader for creating a new block is no longer determined by compu-

tational power but is instead chosen based on the amount of stake they hold. The
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stake of a node consists of the number of digital tokens it holds. To determine the

block leader in PoS, the Follow-the-Satoshi algorithm is adopted as the hash function,

taking a seed as the input and outputting a token index. This index is then used to

search the transaction history to find and select the current owner of the token as the

leader [27]. One key difference between PoW and PoS is the penalty for dishonest

behavior. In PoS, if an adversary attempts to create a faulty block, they risk losing

their stake, as they must commit a certain amount of their tokens as a “bet” on the

integrity and validity of the block they produce. Therefore, PoS resolves the BGP by

discouraging faulty messages through a method of financial loss.

Nevertheless, blockchain with VANETs must apply this method cautiously be-

cause a traffic-related system with a reward-based blockchain could create perverse

incentives. For instance, if adversaries wish to cause traffic congestion, they could

simply buy tokens from a blockchain operating in a certain region. Subsequently,

every CAV might hit the road to collect rewards, thereby facilitating the attack.

2.4.3 Proof of Reputation

Proof of Reputation (PoR) is a consensus algorithm that divides nodes into two

types: regular nodes and consensus group nodes. A regular node can achieve a higher

reputation by consistently demonstrating honest behavior. Once it joins the consensus

group, it can verify and sign new blocks for consensus. It is better than a system

that uses only reputation as a measurement. In paper [28], A trust-based system

for VANETs is presented to identify and isolate malicious vehicles, allowing users

to distinguish whether information from other CAVs can be trusted. To determine

whether CAVs can be trusted, the authors present a system that categorizes trust

levels into “Not Trust,” “Trust,” and “Middle Level.” This trust level is determined

by a fuzzy set system that outputs the trust level for each CAV.

A simple reputation-based system like this might not meet most of the VANET

security characteristics, as it is vulnerable to repudiation attacks without a record of

messages. Additionally, the integrity of the system is a concern since collaboration

attacks on the trust levels can pose serious security risks.
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PoR could mitigate the security problems posed by a solely reputation-based sys-

tem by incorporating blockchain features. Aluko et al. [29] developed a reputation-

based blockchain system by computing nodes’ reputations through a blend of current

peer ratings with historical data. This system allows reputation values to be fluid

and reflective of recent behavior, while gradually lessening their impact over time.

Moreover, the blockchain is public to everyone on the network to facilitate the trans-

parency. A sidechain was used to store the values of reputation, eliminating the need

for third-party storage. Another study, [30], introduced a cryptocurrency system that

operates using PoR. The system employs a dual-blockchain design to distinguish be-

tween miners, who compute the hash, and group leaders, who create new blocks. A

key block, created by the miner, is crucial for the election of new leaders within the

group. Once the key block is created, the leader of the consensus group proceeds to

create microblocks, which contain the cryptocurrency transactions. The reputation

of the nodes is calculated based on their behavior over given time slots. Nodes can

gain more reputation if they are honest or verified by a CA.

PoR is a feasible approach for VANET blockchain systems to achieve security

characteristics. However, it needs to be carefully designed to mitigate all security

issues. Table 2.4.1 compares three different consensus approaches.

Consensus Algorithm Security Efficiency

PoW BGP is solved by property
of hash

Very low as the compu-
tation of hash requires
extensive computation
power

PoS BGP is solved by financial
method

Fast, as the selection of
leader does not require ex-
tensive computation

PoR BGP is solved by repua-
tion group

Relatively fast, still need
to mitigate PoW for con-
sensus, but transaction
blocks’ creation can be
fast

Table 2.4.1: Comparsion between Different Consensus Algorithms.
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2.5 Post Quantum Digital Signature Schemes

The digital signature scheme ECDSA is adopted as the digital signature method in

Bitcoin, Ethereum, and many other blockchain systems. ECDSA was chosen because

other digital signatures, such as RSA or the Digital Signature Algorithm (DSA), are

not suitable for lightweight implementations. Specifically, ECDSA has a smaller key

size compared to DSA and RSA, which enhances its performance since both RSA and

DSA use the key as an exponent in their schemes [13]. However, with the emergence of

quantum computing, ECDSA faces the potential of becoming outdated, as quantum

computers with enough qubits could potentially crack the algorithm. This makes a

MitM attack a feasible and powerful threat against all existing blockchains.

2.5.1 Shor’s quantum algorithm

Shor’s algorithm was designed to efficiently solve integer factorization and discrete

logarithm problems, which are the underlying problems for RSA and ECDSA. The

algorithm can solve these problems with a time complexity of approximately O(n3),

which is significantly better than the classical algorithms’ complexity of O(ec·log
1/3 n)

[9]. The algorithm utilizes the superposition of all possible values of an unknown

variable, with qubits representing multiple states simultaneously, as qubits remain

in an indefinite state until observed. Quantum Fourier Transform (QFT) is used to

exponentially speed up the process of finding periodicity in functions. A detailed

implementation of Shor’s algorithm can be found in [9].

2.5.2 CRYSTALS-Dilithium

Dilithium is one of the digital signature schemes submitted to NIST for the post-

quantum digital signature standard. It is based on the computational hardness of

finding short vectors in lattices. The algorithm was designed base on the quantum

algorithms that requires virtually as much space as time, which is unrealistic with

current advancement in quantum computer. As for the security of dilithium, it can

be demonstrated that within the (classical) random oracle model, Dilithium achieves
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SUF-CMA security, relying on the difficulty of the standard MLWE and MSIS lattice

problems [14].

Although there is no officially recognized post-quantum digital signature scheme

yet, we can still use the implementation of Dilithium to test its suitability as a digital

signature scheme within blockchain applications in VANET.

2.6 Summary

In this chapter, we introduced two types of traffic data collection systems: on-road

sensor and FCD. We also provided background knowledge on VANET, including its

communication model, key components, and wireless standards. Then, we introduced

current research fields in blockchain applications in VANET. Most research focuses

on non-real-time approaches or uses customized consensus algorithms to preserve the

security features provided by blockchain while reducing the burden of PoW. After in-

troducing blockchain applications, we explored various popular consensus algorithms

used in major blockchain systems, including PoW, PoS, and PoR, each with its own

advantages and disadvantages in terms of security and efficiency. We also discussed

the potential obsolescence of ECDSA with the emergence of quantum technology.

Lastly, we introduced Dilithium as the digital signature algorithm we plan to use for

our experiments. In the next chapter, we will introduce the proposed approach for

applying blockchain systems to VANET, focusing on its design architecture
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CHAPTER 3

Proof-of-Presence: A Blockchain

Based Traffic Data Collection

System

To develop a traffic data collection system within VANET, the immediacy of the

collected data and the system’s security are major concerns. Employing blockchain

can enhance certain security properties; however, traditional consensus approaches

may introduce significant overhead, compromising the real-time requirements of the

system. To balance the need for real-time data collection with the security benefits

of consensus algorithms, a customized consensus algorithm is essential to minimize

overhead. Furthermore, ensuring the authenticity and integrity of the data sources is

crucial to complement the adaptations made in the customized consensus algorithm.

This thesis aims to provide a balanced design approach that addresses the real-time

requirements of a traffic data collection system and preserves the security features

that blockchain technology offers to VANET. Here are the goals of the thesis:

• Providing the architecture of a blockchain-based traffic data collection system

in VANET.

• Providing different message protocols to ensure security.

• Designing a customized consensus algorithm.

• Explaining the ideas behind collecting reliable source of messages.
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• Analyzing the security and performance of the purposed blockchain system.

3.1 VANET Elements

In VANET architecture, CAVs and RSUs play pivotal roles in the collection of traffic

data. This data primarily derived from BSMs, which encapsulate critical information

such as timestamps, GPS coordinates, speed and safety-related data. The choice

to utilize DSRC for transmitting the BSMs is strategic, owing its effectiveness in

supporting real-time vehicular communication. Figure 3.1.1 illustrates BSMs’ delivery

by V2V and V2I. CAVs deliver BSMs to RSUs and other CAVs to ensure mutual

safety.

Fig. 3.1.1: Delivery of BSMs in VANET.

Furthermore, the protocol stack for DSRC, along with C-V2X communications,

encompasses both TCP and UDP. The dual support facilitates the development and

deployment of customized protocol messages tailored for specific needs within the

VANET.

In our proposed system, BSMs are first delivered to relevant entities, after which
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CAVs and RSUs process these messages to complete their specific tasks within the

blockchain and VANET. The roles of CAVs and RSUs in our system, from the per-

spective of VANET, will be discussed in the next few subsections.

3.1.1 Role of CAVs

CAVs play a central role in collecting traffic data because they are an integral part

of the traffic. BSMs are generated by CAVs every 100 milliseconds, resulting in a

data volume that is too large to process continuously. To manage this, BSMs are

gathered at fixed intervals, and only the BSMs from specific moments are processed

in the blockchain to reduce system overhead. Figure 3.1.2 illustrates an example of

the BSM collection intervals, with BSMs being collected every three timeslots.

Fig. 3.1.2: BSM Collection Interval.

In our system, once the CAVs receive BSMs produced at a specific moment for

collection, they begin verifying the BSMs and send the legitimate ones to the group

members in the VANET, who are responsible for controlling the blockchain. Addi-

tionally, the CAVs send their sensor data, including camera and radar data, to the

group members for cross-validation of the authenticity of the BSMs.

3.1.2 Role of RSUs

RSUs play an important role in the traffic data collection system. Although they

may have fewer sensors than CAVs due to their primary role in communication within

VANETs, they are more trustworthy and controllable because they are managed by

a CA and are part of the stationary infrastructure. The role of RSUs in our system

is to complement the gathering of BSMs from CAVs and to verify them. They also
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function as enhanced processing units when CAVs are underpowered for verifying

certain types of messages.

3.2 Architecture of Proof-of-Presence Blockchain

System

Proof-of-Presence (PoPr) is built on the foundation of PoR. However, PoR cannot

be directly applied to the traffic data collection system because its reputation evalu-

ation rules are not suitable. A direct approach, such as verifying BSM signatures to

assign reputation, does not adequately reflect the honesty of CAVs or RSUs in a fully

decentralized blockchain. Additionally, involving a CA too heavily in the blockchain

system, as seen in most VANET approaches, raises concerns about insufficient de-

centralization. This could compromise the privacy and anonymity of nodes, thereby

undermining the fundamental purpose of blockchain.

PoPr offers a solution to mitigate all the aforementioned problems. The outline

of the PoPr blockchain is provided below:

• Joining the blockchain network

• BSM and BSM verification messages

• Time chain

• BSM data chain

• PoPr consensus algorithm

The overview of the PoPr BSM data blockchain Consensus is depicted in Fig-

ure 3.2.1. Within this system, BSMs are verified and subsequently integrated into

blocks. This process facilitates the evaluation of the reputation of every node in the

system.
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Fig. 3.2.1: Overview of PoPr BSM Data Blockchain Consensus.

3.2.1 Joining the Blockchain Network

In the proposed blockchain system, security is not primarily derived from the verifi-

cation process associated with joining the network. Instead, it mirrors the approach

used in cryptocurrency blockchain systems. The key difference lies in the actions

of newly joined nodes: rather than broadcasting transactions, these nodes broad-

cast their BSMs that include their public key. The format and purpose of different

messages will be further introduced in the following subsection.

3.2.2 BSM and BSM verification messages

The basic safety message (BSM) in our system is presented as follow:

{PK_ID|Orientation|Timestamp|BSM_GPS|BSM_hash|BSM_sig}
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The PK_ID represents the public key generated by a node, serving also as the

node’s identifier within the network. Orientation indicates the current orientation

of the CAV, providing crucial data to ensure the safety of other CAVs and entities

within the VANET. The Timestamp records the moment when the blockchain system

schedules the collection of BSMs from the VANET, reflecting a structured interval-

based data gathering approach. BSM_GPS represents GPS coordinates of the CAV

sender, including both latitude and longitude. This essential data is crucial for pro-

cessing various tasks within the blockchain and VANET. BSM_hash are the hash

value computed from (Orientation, Timestamp, BSM_GPS), and BSM_sig is the

digital signature of the BSM_hash. Hashing the essential values in BSM ensures that

any tampering with the values is reflected in the hash, and signing the hash itself

secures the integrity of the data, as any tampering with the hash will invalidate both

the signature and values contained in the BSMs.

Given the design of BSM in our system, CAVs can retrieve critical data from these

messages for their decision-making processes. Additionally, the inclusion of the public

key in PK_ID enables CAVs to verify the authenticity of each BSM. The design not

only ensures the integrity of the messages but also provides a traceable method for

confirming their authenticity.

Conversely, BSMs must be verified by other CAVs or RSUs to confirm the sender’s

actual “presence” on the road. This verification is crucial to reduce the likelihood of

the network being overwhelmed by fake BSMs In our system, we introduced three

distinct types of BSM verification messages for verifying the BSMs. These includes:

DSRC verification messages, Camera-based verification message and Radar-based

verification message.

3.2.2.1 DSRC Verification Message

The DSRC verification message is collected using DSRC in VANET, the message’s

format is presented below:

{PK_ID|Ori_BSM |V eri_hash|V eri_sig}
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The PK_ID denotes the public key and identifier of the verifier, which includes

both CAVs and RSUs within the network. Ori_BSM denotes the original BSM

received from the CAVs in the range of DSRC. Figure 3.2.2 illustrates how BSMs is

delivered through DSRC. The Veri_hash is the hash computed from (Orientation,

Timestamp, GPS, BSM_sig). Subsequently, Veri_sig denotes the digital signature

of the Veri_hash.

Fig. 3.2.2: Delivery of BSM via DSRC.

The design of the DSRC verification message is straightforward: the verifier checks

the signature of the BSM received, and then declares that they have received a BSM

from a CAV in the blockchain network by sending this verification message to con-

sensus group members. This method doe not allow the verifier to pinpoint the exact

location from which the CAV transmitted the BSM, but only able to confirm the BSM

was sent within the range of the DSRC. Consenquently, the “presence” evidence it

provides is considered weak. However, this DSRC verification message serves as the

foundation for the subsequent two types of verification messages, as the verification

process is structured hierarchically.
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3.2.2.2 Camera Verification Message

The camera verification message is collected using both front and rear camera sensors

of CAVs, as well as front cameras of RSUs. The message’s format is denoted below:

{PK_ID|Ori_BSM |V eri_GPS|Cam_hash|BSM_azi|V eri_azi|V eri_hash|V eri_sig}

Similar to the DSRC verification message, PK_ID is the public key and identifier

of the verifier. Additionally, Ori_BSM denotes the original BSM received from the

nearby CAVs. Conversely, Cam_hash includes both hash of the images from the front

camera and rear camera. Veri_GPS represents the GPS coordinates of the verifier,

while BSM_azimuth denotes the azimuth computed from the verifier’s GPS coor-

dinates to the GPS coordinates of the BSM sender. Moreover, Veri_azi represents

the azimuth from the output of machine learning models, which use images cap-

tured by camera sensors as input. Ultimately, Veri_hash is the hash computed from

(Cam_hash, Veri_GPS, Veri_azi, BSM_hash). Following the hash computation,

Veri_sig is the signature of the Veri_hash.

The azimuth, derived from both the GPS data and verifier’s camera data, is es-

sential for verifying the BSM in camera verification message. The azimuth computed

from BSM is derived using haversine formula, which computes both the distance and

azimuth on earth. Algorithm 3.2.1 details the method for computing azimuth using

the latitude and longitude of two GPS coordinates.

Algorithm 3.2.1 Azimuth Computation
1: function azimuth_computation(lat1, lon1, lat2, lon2)
2: convert latitude and longitude to radians:
3: lat1, lon1, lat2, lon2 = map(radians, [lat1, lon1, lat2, lon2])
4: dlon = lon2 - lon1
5: x = cos(lat2) * sin(dlon)
6: y = cos(lat1) * sin(lat2) - sin(lat1) * cos(lat2) * cos(dlon)
7: initial_bearing = atan2(x, y)
8: convert to compass bearing (0 to 360 degrees):
9: compass_bearing = (degrees(initial_bearing) + 360) % 360

10: return compass_bearing
11: end function
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Once the verifier computes the azimuth from GPS coordinates, it then compares

this result with the azimuth computed from the camera sensor. The azimuth result

from camera is derived from two machine learning models. Figure 3.2.3 illustrates

the procedure employed by machine learning models to determine the azimuth from

camera images. Initially, the camera image undergoes analysis by an object detection

algorithm, such as YOLO, which identifies the CAVs within the image. Upon receiving

the output from the object detection model, the coordinates of the bounding box are

then used as input to another model specifically trained to compute the azimuth by

these coordinates.

Fig. 3.2.3: Machine Learning Models for Determining Azimuth from Camera Images.

Given the fact that azimuth results from machine learning models may not pre-

cisely match those derived from GPS coordinates, the verifiers incorporate a degree

of tolerance when comparing azimuth values. If the azimuth calculated from image

data falls within this tolerance range, it is concluded that the CAV which sent the

BSM has been accurately identified by the image data. Consequently, the verifier can

then generate a camera verification message to be sent to consensus group members.
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3.2.2.3 Radar Verification Message

The radar verification message is collected using both front and rear radar sensors of

CAVs, as well as front radars of RSUs. The format of this message is detailed below:

{PK_ID|Ori_BSM |V eri_GPS|Radar_pts|BSM_azi|BSM_dep|V eri_hash|V eri_sig}

The definitions of PK_ID, Ori_BSM, Veri_GPS and BSM_azi remain consistent

with those outlined in the camera verification message. Moreover, Radar_pts refers to

the radar points detected by the verifier’s radar, which include the speed, depth and

azimuth of detected objects. In our system, both depth and azimuth measurements

obtained via radars are employed to verify the sender of the BSM. The BSM_azi and

BSM_dep represent the azimuth and depth, respectively, computed from the verifier’s

coordinates to the sender’s coordinates. Ultimately, Veri_hash is the hash computed

from (Radar_pts, Veri_GPS, BSM_azi, BSM_dep, BSM_hash). The Veri_sig is

the signature of the Veri_hash.

To verify the BSM in radar verification, the verifier searches for radar points

captured at the moment the BSM was received. Similar to camera verification, a

degree of tolerance is applied when comparing the azimuth and depth of radar points

with those derived from coordinates. Once a match is found for both azimuth and

depth, the verifier generates the radar verification messages and sends them to the

consensus group members. Figure 3.2.4 illustrate the process of verifying a CAV by

Radar.

Fig. 3.2.4: Radar Verification Process.

37



3.2.2.4 Hierarchy and Pair Mechanisms of Verification Messages

A simple hierarchical system enhances the security of verification messages. Initially,

DSRC verification messages serve as the foundational layer for both camera and radar

verification messages. This implies that if a DSRC verification message exists for a

specific BSM, then a camera verfication message or a radar verification message may

also be generated for the same BSM. This design eliminates the possiblity for an

adversary to generate indefinite camera verification messages or radar verification

messages without a BSM that can be detected by other CAVs or RSUs. Figure 3.2.5

illustrates the simple hierarchy of verification messages

Fig. 3.2.5: Structure of Messages Verification Hierarchy.

Another mechanism that ensures the correctness of DSRC verification messages

is termed “pair verification”. Given the nature of the BSMs transmitted via DSRC,

both the sender and verifer—assuming they are CAVs—should receive each other’s

BSMs. Therefore, DSRC verification messages delivered to consensus group members

must be paired. Consequently, any DSRC verification message that failed to pair

with at least one other BSM will be discarded. An example of pair mechanism is

illustrated in Figure 3.2.6.

Fig. 3.2.6: Pair Mechanism.
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In the example, CAV_1 sends BSM_1 to CAV_2, and CAV_2 sends BSM_2

to CAV_1. Subequently, CAV_1 creates a DSRC verifcation message for BSM_2,

and CAV_2 creates a DSRC verification message for BSM_1. Thus, the DSRC

verification message between CAV_1 and CAV_2 is paired and deemed legitimate.

The pair mechanism ensures that an adversary must generate DSRC verification

messages in pairs, eliminating the possibility of creating an indefinite number of

unrelated DSRC verification messages.

3.2.3 Time Chain

There are two blockchains utilized in the purposed system. The Time Chain is one

such blockchain, featuring several crucial elements designed to ensure the accuracy

of data blocks, the real-time performance of the blockchain, and the correctness of

leader election processes. It is a substitution of PoW to ensure the correctness of

consensus. The time block in the time chain are created by group members during

the time block consensus. The structure of the time block in the time chain are

illustrated in Figure 3.2.7.

Fig. 3.2.7: Time Block Structure.

The Group_ID_hash is the hash of consensus group members’ public keys, ar-

ranged in order of reputation from highest to lowest. This ensures that the time

block is created by the group members designated to initiate the time block con-

sensus, based on their reputation. Prev_tb_hash is the hash of the previous time

block. For the genesis block within the time chain, the hash of “0” is used as the

Prev_tb_hash. The Db_start_t represents the agreed-upon start time by consen-

sus group members for initiating the creation of the next BSM data block. This

start time must occur after the completion of the time block consensus. Conversely,

the Db_end_t is the max time for the creation of BSM data block. The interval

between Db_start_t and Db_end_t is determined based on the current number of
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nodes and network status, which is assessed by factors such as network quality, includ-

ing response times between nodes and the average processing time across VANET.

Moreover, Db_number is the new BSM data block number associated with this time

block. Group_id servers as both the public key and identifier of this group mem-

ber who purposed this time block. Tb_hash is the hash value of (Group_ID_hash,

Prev_tb_hash, Db_start_t, Db_end_t, Db_number, Group_id), and Tb_ds is the

digital signature of the Tb_hash. Tb_approve_sig consists of the approved signatures

from consensus group members, excluding the block purposer. Figure 3.2.8 depicts an

example of a time chain. In this structure, the Prev_tb_hash links each time block to

its predecessor by using the previous Tb_hash. This chaining ensures the continuity

and integrity of the time chain over time.

Fig. 3.2.8: An Example of Time chain.

3.2.4 BSM Data Chain

Another type of blockchain utilized in our system is the BSM Data Chain. This chain

records the entries of verification messages for BSMs that are collected and verified

by consensus group members, It serves as a crucial source of traffic data collection

and reputation accumulation. The structure of the BSM data block illustrated in

Figure 3.2.9.

40



Fig. 3.2.9: BSM Data Block Structure.

In our purposed design, Tb_hash represents the hash of the time block to which

each BSM data block is chained. Each BSM data block is created within the interval

defined by Db_start_t and Db_end_t of the corresponding time block. The Ti_st

represents the timestamp when this block is first purposed by the leader of the con-

sensus group members. Block_id is the hash of the previous BSM data block. For the

genesis block within the BSM data block chain, hash of “00” is used as the genesis

Block_id. Db_number is the BSM data block number assigned by the associated

time block. Leader_id is the public key and identifier of the leader who purposed

this BSM data block. Merkle_root is the root hash of the merkle tree structure that

contains the hash of all verification messages.

In this merkle tree, each leaf node represents the hash of verification messages

within the BSM data block, each parent node in the tree holds the hash derived from

combining the hashes of at most two child nodes. The hashing process continues

upwards through hierarchy of nodes until the Merkle_root. Consequently, if the ad-

versary attempts to alter the block by introducing faulty or fake verification messages,

such alternations will change the hashes of the affected leaf nodes. This modification

propagates up the tree, altering the hashes of the parent nodes, and eventually affect

the Merkle_root. Therefore, the new merkle root will not match with the original

Merkle_root and indicating the block entries are tampered. Figure 3.2.10 illustrates

the merkle tree structure.
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Fig. 3.2.10: Merkle Tree Structure [13].

The next three parts DSRC_v, CAM_v and RADAR_v are the three types of

verification messages for the BSMs received at the specific moment. The types of the

verification messages are introduced in the aforementioned sections. Another type of

message, referred to as BSM’s faulty message, is introduced in the section discussing

the PoPr Consensus Algorithm. Bb_hash is the hash value of (Tb_hash, Ti_st,

Block_id, Db_number, Leader_id, Merkle_root). The Bb_ds is the digital signature

of the hash Bb_hash. Finally, Approve_sig consist of the approved signatures from

consensus group members, excluding the leader.

Fig. 3.2.11: An Example of BSM Data Chain.

Figure 3.2.11 illustrates an example of BSM data chain, where each BSM data
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block is linked not only to the previous BSM data block but also to a specific time

block. The BSM data block is created at Ti_st, which falls within the interval defined

by Db_start_t and Db_end_t of the associated time block.

3.2.5 PoPr Consensus Algorithm

PoPr consensus algorithm is the core function of the PoPr blockchain system and

comprises four key procedures: reputation assessment and consensus group members

assignment, time block consensus, BSM block leader selection, and BSM data block

consensus. The sequence of procedures are given below:

1. Reputation assessment and consensus group members assignment

2. Time block consensus

3. BSM data block leader selection

4. BSM data block consensus

3.2.5.1 Reputation Assessment and Consensus Group Members Assign-

ment

Reputation is a crucial metric in the PoPr consensus algorithm, serving to measure

the honesty of each node within the VANET. Nodes with higher reputations are

considered trustworthy; their BSMs are utilized for traffic data collection, and they

may also participate as group members in the decision-making processes for consensus

and creation of time blocks and BSM data blocks. Conversely, nodes with lower

reputation are identified as faulty or hostile and subsequently excluded from traffic

data collection activities. To accurately assess the reputation of nodes, it is necessary

to calculate this metric based on their BSM’s verification messages and BSM’s faulty

messages.

BSM Faulty Message represent a specific category, distinct from the three types

of BSM verification messages. These occur when CAVs or RSUs are unable to verify

a BSM claimed to be received by other nodes. Figure 3.2.12 illustrates such a BSM
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faulty scenario: CAV 1 report having received a BSM from CAV 2 and sends a DSRC

verification message to confirm it. In contrast, CAV 3, which disputes receiving this

BSM, does not send a verification message.

Fig. 3.2.12: A DSRC Faulty Scenario.

BSM faulty messages are evaluated and recorded by the consensus group members

within the network. When a BSM faulty message is created, it can lead to a reduction

in the reputation of the specific node that sent the BSM.

The total reputation computed from BSM data blockchain for a node is given in

follow equation:

RS =
n∑

i=max_t

σ(
m∑
j=1

(di,j·wd+ci,j·wc+ri,j·wr+fti,j·wf )+(Di,j·vd+Ci,j·vc+Ri,j·vr))e−(n−i)2

RS represents the total reputation computed from the BSM data blocks from

max_t to n. Here, max_t denotes the oldest BSM data block used in the reputation

calculation, emphasizing the importance of basing reputation on the most recent

blocks to ensure relevance. σ is the sigmoid function, the function is given below:

σ(x) =
1

1 + eb·(a−x)

where a and b are coefficient factors. The variables j to m represents every entry

in a BSM data block. The variables di, j, ci, j and ri, j denote whether the entry i,
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j is a DSRC, camera or radar verification message for verifying the node’s BSM,

respectively. Conversely, Di, j, Ci, j and Ri, j denote where the entry i, j is a DSRC,

camera or radar verification message sent from the node’s BSM, respectively. Each

variable is set to 1 if the entry corresponds to the specified message type, and 0

otherwise. The variables wd, wc and wr indicate the reputation weight assigned to

DSRC, camera or radar verification messages for the BSM sender, respectively. The

variables vd, vc and vr denote the reputation weight assigned to DSRC, camera or

radar verification messages for the BSM verifier, respectively. The variable fti, j is

whether an entry is a faulty message. The corresponding reputation weight for such

faulty messages is denoted by wf. The term e−(n−i)2 denotes an exponential decay

function, where the exponent is squared to emphasize the impact of more recent BSM

data blocks on the node’s reputation.

The reputation weights are adjusted based on the number of nodes joining the

blockchain network. This adjustment accounts for the increased volume of DSRC

verification messages contributed by more CAVs or RSUs. However, since DSRC ver-

ification messages are the weakest in verifying BSMs, their reputation weight should

not be significantly increased, even though they are easier to verify. This is reflected

in the following equations:

vd =
vdori
ε

, vc =
ε

2vcori
, vr =

ε

vrori

where vdori , vcori , vrori denote the original reputation weight assigned to DSRC,

camera or radar verification messages for the BSM verifier, respectively. ε is the cur-

rent amount of nodes joining the PoPr blockchain network. The equations reflects

how the reputation weights for DSRC, camera, and radar verification messages adapt

to changes in network size. When fewer nodes are active in the network, the repu-

tation weights for DSRC, camera, and radar verifications are similar. However, as

more nodes join the network, the reputation weight assigned to DSRC verification de-

creases due to its lower verification strength, while the weights for camera and radar

verifications increase, reflecting their greater reliability in a larger network.
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Moreover, more reputation weight should be assigned to the BSM sender, as the

“presence” of a CAV is crucial in ensuring that the BSM originates from a legitimate

source.

The full computation algorithm of reputation is given in the Algorithm 3.2.2. The

notations are given in table 3.2.1

Notation Description

node the node for compute the reputation

CAext the external source of trust, mostly for RSUs

(a, b) coefficient factors for sigmoid functions

u reputation factor for weights of BSM sender

ε the amount of nodes joining the network

vdori , vcori , vrori the original reputation weights for DSRC, camera, radar

verification messages of BSM verifier

wdori , wcori , wrori the original reputation weights for DSRC, camera, radar

verification messages of BSM sender

wf the reputation weight for faulty message

max_t the oldest block used to compute the reputation

BSMc the BSM data chain

Timec the time chain

Table 3.2.1: The Notations for Reputation Algorithm.
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Algorithm 3.2.2 Reputation Computation Algorithm
Input: node, CAext, a, b, u, ε, vdori , vcori , vrori , wdori , wcori , wrori , wf ,max_t, BSMc and
Timec
Output: Reputation R ∈ [0, 1] for a certain node

1: d, c, r, ft← BSMc(max_t, node)
2: Ml ← BSMc(max_t, node), T imec(max_t, node)
3: σ(x) = 1

1+eb·(a−x)

4: vd =
vdori
ε

, vc =
ε

2vcori
, vr =

ε
vrori

5: wd =
u·wdori

ε
, wc =

u·ε
2wcori

, wr =
u·ε

wrori

6: RBSM =
∑n

i=max_t σ(
∑m

j=1(di,j · wd + ci,j · wc + ri,j · wr + fti,j · wf ) + (Di,j · vd +
Ci,j · vc +Ri,j · vr))e−(n−i)2

7: RTime =
∑n

i=max_t Mli · wl

8: R = min(1,max((RBSM +RTime) + CAext, 0))

In the reputation compuation algorithm, CAext ∈ [0, 1] represents the external

source of reputation, such as when RSUs are verified by a specific CA and consequently

gain reputation based on this verification. The sigmoid function are used to output

the reputation because we aim to normalize the reputation value to [0, 1], making the

value of CAext easier to adjust. Ml represents the number of times a node has failed to

create a block when it is the leader. The weight wf is the reputation deduced when

failed to create a block when the node is a leader. Rtime is the reputation weight

computed by aggregating the number of time blocks that remain unlinked with a

BSM data block when the node is the leader.

The reputation algorithm is executed immediately after the creation of BSM data

block because the consensus group members are selected based on their reputation.

The method used to determined the consensus group members are straightforward:

1. Decide the group size G by the size of the blockchain network

2. Sort the reputation from highest to lowest

3. Select the first G nodes as the consensus group members

In the case where two or more nodes have same reputation, each nodes will com-

pute the hash of the public key pk of the nodes with same reputation, the lastest time
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block’s Db_start_t and the nodes’ reputation R. The node with the larger hash value

will be sorted ahead of the node with the lower hash. The equation for the hash is

given below:

Horder = hash(pk + Db_start_t + R)

In this way, nodes with the highest reputation become the consensus group members.

The results of group member selection should be consistent across all nodes because

the BSM data blocks are consistent within the blockchain network.

3.2.5.2 Time Block Consensus

After the consensus group members are assigned, the group will begin the consensus

process for the time block. Each group member will send a proposed time block

with a different Db_start_t to every other consensus group members. The consensus

group members will wait a time interval ttb. The timeout interval is decided with the

equation below:

ttb = base_t_vote+ prev_tb_hash mod max_t_vote_mod

Where base_t_vote is the base time interval required for a time block consensus to

complete, and max_t_vote_mod is the maximum time allowed for a random timeout,

which is determined based on the prev_tb_hash. They will then vote on whether

they received every consensus group member’s purposed time block, or at least one

purposed time block from another group member. If both conditions are fail to

match, the consensus group members will initiate another time block consensus with

ttb interval, continuing until timeout occurs again.

Moreover, if the two or more purposed time block have the same Db_start_t,

each consensus group member will compute the hash by combining node_pk and

Db_start_t, where node_pk is the public key of the consensus nodes. The consensus

group member will then select the larger hash as the new time block.

The consensus group members vote on the time block by sending an approval

message to the group member whose new time block they accept. When a consensus
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group member receives d2·(G−1)
3
e votes, they will send the approval message to all

consensus group members to stop their timeout and proceed to the next step. The

time block consensus algorithm is given in Algorithm 3.2.3

Algorithm 3.2.3 Time Block Consensus Algorithm
Input: Consensus group members list Glist

1: Purposed time block TBnew is created
2: Send purposed time block TBnew to Glist

3: Wait to receive purposed time block and put them in TBlist

4: if TBlist == Glist or TBlist > 2 when timeout then
5: Accept the purposed time block with smallest Db_start_t
6: if same Db_start_t for at least two TBnew then
7: Compute the hash(node_pk +Db_start_t) for same Db_start_t
8: Compare the hash, the largest one will be the new time block
9: end if

10: Send approval message to the accepted time block’s purposer
11: else
12: Start a timeout again by set the timeout time to curr_time+ ttb
13: end if
14: if the purposed TBnew receives d2·(G−1)

3
e approval messages then

15: Boardcast the d2·(G−1)
3
e approval messages received to Glist

16: end if

3.2.5.3 BSM Data Block Leader Selection

The consensus group leader, who creates the new BSM data block, is selected from

among the group members using the following equation:

Gleader = hash(Bb_hash+Db_number +Db_start_t) mod G

Where Bb_hash is the latest hash of BSM block, Db_number is the block number

of the latest BSM data block, and Db_start_t is is the start time of creation for the

latest BSM data block in the latest time block. After acquiring Gleader, which is the

index of the consensus group member, the consensus group member will instantly

know who the next leader is and will start the timeout process for the creation of

BSM data block.
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The hash includes the latest BSM data block to ensure randomness. Since the

BSMs and BSM verification message contains high entropy when the CAVs are dis-

tributed throughout the city, the randomness of their route planning enhances the

randomness in the Bb_hash. Moreover, to prevent passive attacks from a leader who

intentionally avoids creating a new BSM data block, Db_number and Db_start_t are

used as additional parts of the hash input. These variables are continuously updated

if a BSM data block timeout occurs. Specifically, Db_start_t also introduces a degree

of randomness, as the quality of VANET is not entirely controllable in a real-world

setting.

3.2.5.4 BSM Data Block Consensus

To achieve a BSM data block consensus, the leader of the consensus group and

other group members collect the BSM verification messages sent from nodes in the

blockchain. Once the Db_start_t is reached, the leader and group members will

cease collecting BSM verification messages and begin generating BSM faulty mes-

sages based on the received BSM verification messages. When leader is ready, they

present the new BSM data block to other group members for voting. Similar to

time block consensus, once the leader receives d2·(G−1)
3
e votes. They will immediately

boardcast approval messages to other group members to halt their timeout. Addi-

tionally, the leader will boardcast new BSM data block is ready to other non-group

members for collecting the new BSM data block.

The voting conditions for the new BSM data block is presented as follow:

• Verify that the block was received during the interval between Db_start_t and

Db_end_t in the linked time block.

• At least 90% of the entries of messages in the new BSM data block are the same

as those in the current group members’ entries. This limit can be changed by

group members’ consensus.

• The entries in the blocks must match with the pair and hierarchy mechanism.
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• The merkle root of the block must correspond to the entries.

• Verify the hash and digital signature of the block to ensure their validity.

Given the voting conditions, the consensus group will evaluate the BSM data block

they have received according to these conditions. If the conditions are not met, the

consensus group members will not issue an approval message, and the leader will need

to submit a revised BSM data block if they wish to receive approval. However, if the

time specified by Db_end_t in the linked time block is reached, a new consensus

process for the time chain will start. If the leader fails to create a BSM data block

linked to the related time block before this deadline, their reputation will be adversely

affected due to the failure to create the new block. Figure 3.2.13 illustrates the case

when a BSM data block is failed to created. As a result, there will exist a time block

that does not have any BSM data block using its hash. The next BSM data block

will be created based on a new time block in the time chain. The leader responsible

for the failure to create the previous BSM data block can be identified by examining

the time block and the preceding BSM data block.

Fig. 3.2.13: Failure to Create a BSM Data Block: An Example.

After the BSM data block is created, the process returns to the first step in the
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PoPr consensus: reputation assessment and consensus group member assignment.

This cyclical action facilitates the creation of new BSM blocks for traffic data collec-

tion. Users can choose to rely solely on BSMs from contributors with high reputations,

thereby ensuring the authenticity of the traffic data.

3.3 Threat model and Security Analysis

A threat model is crucial for assessing the security framework of a blockchain system.

For the system we propose, it is hypothesized that adversaries have the capability to

delay, internally discard, or introduce erroneous or fraudulent messages. Furthermore,

they may alter messages or inundate the system with spurious or fraudulent commu-

nications. Additionally, it is postulated that these adversaries might collaborate with

compromised CAVs, and they could generate an indefinite number of virtually fake

nodes.

For the consensus group, it is assumed that the adversary can control at most

b (G−1)
3
c members.

Presented here is an analysis of various potential attacks, conducted by the as-

sumed adversaries, against our proposed system:

3.3.1 DDOS Attack

A DDOS attack can be launched using multiple sources to overwhelm the target

nodes. In our system, members of the consensus group and the leader are particularly

vulnerable to such attacks. To mitigate this threat, the blockchain system can be

designed to incorporate additional group members when a DDoS attack is detected.

If the leader becomes the target of a DDoS attack, they could opt to forfeit the

opportunity to create the new BSM block, allowing the next leader in the group to

assume responsibility for the block creation. Furthermore, the inherent design of the

consensus group, which is based on reputation, naturally reduces the effectiveness

of DDoS attacks. This is because the membership of the consensus group changes

with the creation of each new BSM data block. As a result, adversaries would need to
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constantly reconfigure their attacks, diminishing the overall effectiveness of the DDoS

attack, especially when there are numerous or frequently changing targets.

3.3.2 Spoofing Attack

When a spoofing attack occurs, adversaries attempt to impersonate existing CAVs,

disseminating fake BSMs or BSM verification messages. However, the digital sig-

nature scheme prevents this by ensuring that adversaries cannot forge a message

without access to the private key. The computational difficulty of reverse-computing

the private key from the public key and digital signature is prohibitive for classical

computers. In the event that adversaries possess quantum computing capabilities,

which could potentially enable the reverse computation of private keys, the imple-

mentation of a post-quantum digital signature scheme would effectively safeguard

against this threat. Consequently, the spoofing attack can be mitigated.

3.3.3 Sybil Attack

Sybil attacks occur when an adversary attempts to create multiple fake CAVs using

legitimate digital signature key pairs. This type of attack is particularly powerful

against traditional PoR blockchains. If the reputation gain mechanism is not prop-

erly designed, the adversary could generate an infinite number of nodes, especially if

these fake nodes are not effectively detected by the blockchain. Methods to mitigate

this attack in PoR blockchains include combining PoR with PoW [26, 30], although

this may sacrifice the system’s real-time capabilities. Alternatively, a limited-scale

approach can be used to maintain real-time performance while also limiting the dam-

age caused by Sybil attacks [10]. In our proposed approach, nodes in the VANET are

verified through verification messages, and each node must prove its “presence” to

gain reputation. This significantly raises the cost for an adversary to launch a Sybil

attack, as non-existent nodes cannot be verified by CAVs on the road. Additionally,

faking camera or radar data to artificially increase reputation requires substantial

computational resources, as producing highly authentic camera images is challeng-
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ing. However, legitimate nodes in the system can easily increase the rigor of the

authentication process if they detect that some camera images are fake.

Nevertheless, there are two scenarios in which a Sybil attack could be successfully

launched against our system. These scenarios are discussed in the following sections.

3.3.4 Brute-force Attack

A brute-force attack targets nodes with simple IDs and weak passwords. It can also

exploit systems that do not implement a secure password design. A simple example

would be a system that uses only an 8-digit password or a public key without limiting

password attempts. In such a case, an adversary could brute-force the password with

108 attempts. In our proposed system, the digital signature scheme incorporates a

specific key pair generation algorithm to ensure that the key is difficult to brute-force.

The key size is at least 512 bits, meaning an adversary would need to perform up to

2512 computations to find the private key, making a brute-force attack infeasible.

3.3.5 GPS Spoofing Attack

In our system, GPS spoofing can be mitigated using BSM verification messages. When

adversary nodes attempt to use faulty GPS data in their BSMs, nearby honest CAVs

can verify the authenticity of the GPS information. If the GPS data is found to be

false, a BSM faulty message is generated in the BSM data block, which subsequently

decreases the reputation of the adversary-controlled nodes.

3.3.6 Message Fabrication Attack

If an adversary attempts to launch a message fabrication attack, they must contend

with the hash included in the message, as the hash generated by a hash function

is unique for every message. If the attacker tampers with a message sent by other

nodes, the hash will not match when the nodes verify it against the provided input

in the message. The most effective method to fabricate a message containing a hash

would be to find a collision in the hash present in the message. However, finding
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such a collision would require at least 2128 attempts for a 256-bit hash, exploiting the

birthday paradox [13], which makes a message fabrication attack infeasible.

3.3.7 Group Consensus Attack

This attack assumes that at least one node in our consensus group is controlled by

an adversary. The adversary could vote in favor of a faulty BSM data block if it is

generated by another consensus group member also under their control. However,

given the assumption that only b (G−1)
3
c members can be controlled by the adversary,

they will not have enough votes to successfully validate the block, as the number of

votes required to pass consensus is greater. In practical settings, this attack can be

mitigated by introducing additional group members if some members are behaving

suspiciously.

3.3.8 “Go Bullying” Attack

This variant of the Sybil attack is specifically tailored to our proposed system. Fig-

ure 3.3.1 illustrates this attack. In general, the adversary needs to physically drive

some CAVs on the road to block the other CAVs’ access to the CAV marked in red.

In this scenario, the CAV in red could either exist or not exist, as no other CAVs,

except those controlled by the adversary, can verify its presence.

Fig. 3.3.1: Go Bullying Attack.

However, this attack is challenging to execute due to the complexity of real traffic
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conditions. Additionally, RSUs can help mitigate this attack, as they can detect

whether the red CAV exists when other CAVs pass by them.

3.3.9 Isolate Region Attack

This describes another variant of the Sybil attack tailored for our system, as illustrated

in Figure 3.3.2. In this scenario, the gray and blue regions are isolated and not

accessible to each other. Consequently, any BSM or BSM verification message within

the blue or gray region is entirely controlled by the nodes inside that specific region.

This isolation can lead to a fork in our blockchain because group members in either

the gray or blue regions are unable to verify new BSM data blocks contains BSM

verification messages from the other region. To initiate the attack, the adversary

may create or declare a closed region that is inaccessible to other CAVs. Within

this secluded area, the adversary can generate an indefinite number of real or virtual

nodes. These nodes, by verifying each other, can artificially boost their reputation

within the blockchain.

Fig. 3.3.2: Isolation Region Attack.

To mitigate this attack, we can employ a fork chain approach, which splits the

blockchain into two: one for nodes within the isolated region and another for verify-
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ing CAVs in the open region accessible to all nodes. In this scenario, honest nodes

and users can choose to join the trustworthy blockchain, leaving the adversary to

operate a separate blockchain devoid of honest participation. This isolation reduces

the adversary’s potential targets and diminishes the impact of the attack.

3.4 Summary

In this chapter, we introduced the PoPr blockchain system, starting with the elements

that comprise the system in the context of VANET. We then detailed the architecture

of the PoPr blockchain system, including the types of verification messages, the two

blockchain types utilized in the system, and the PoPr consensus algorithm. Finally,

we analyzed the security of the PoPr blockchain system by examining the effects of

various attacks on the system.

The PoPr blockchain system is relatively robust against most attacks designed for

VANET, making it a viable option for implementing a secure traffic data collection

system. The performance of the system will be discussed in the next chapter.
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CHAPTER 4

Simulation Results

To test the PoPr blockchain system, we need a VANET along with CAVs and RSUs

equipped with multiple sensors. Conducting a real-world experiment is impractical,

as it would require extensive resources, including controlled streets and the neces-

sary CAVs and RSUs. Thus, we have decided to build a simulator to run the PoPr

blockchain system. However, given the scale of the VANET and blockchain system,

implementing all aspects of PoPr in a simulator is also very impractical. As a result,

we plan to focus on simulating key components of the PoPr blockchain system, specif-

ically prioritizing the system’s feasibility during the implementation of the simulator.

However, due to the simulator’s design, we cannot directly test performance metrics

such as throughput or latency. Therefore, we will use the results obtained from the

simulator, along with assumptions about several related parameters, to estimate the

system’s performance.

4.1 Setup

4.1.1 CARLA Simulator

To simulate real-world sensor data, the CARLA simulator is a practical choice for em-

ulating CAVs and RSUs within the PoPr blockchain system. The CARLA simulator

is an open-source platform designed for research in autonomous driving. It creates a

dynamic environment and offers an easy-to-use interface for an agent to interact with

this environment. It is structured as a server-client system, with the server managing

the simulation and rendering the scene. The client API, implemented in Python, fa-
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cilitates communication between the autonomous agent and the server using sockets

[31]. Figure 4.1.1 displays a scene captured while the CARLA simulator is running,

showing CAVs randomly driving on the street.

Fig. 4.1.1: CARLA Simulator Depicting CAVs in Operation.

However, given that CARLA is built on Unreal Engine 4—a graphics engine that

demands significant computational resources—it requires optimization to run effec-

tively. Due to time constraints in implementing the simulator and conducting the

experiments, we have optimized CARLA to some extent. This allows it to operate in

an acceptable state for generating the necessary sensor data.

4.1.2 Docker

Although the network simulator NS-3 offers superior capabilities for simulating net-

work interfaces, it does not natively support Python, the programming language

we use for implementing most functions of the PoPr blockchain. Given the time

constraints, it is not feasible for us to develop the PoPr simulator based on NS-3’s

interface. Alternatively, we have chosen to use Docker to manage the network inter-

faces for nodes in the VANET. Docker is an open platform designed for developing,

shipping, and running applications. It allows us to package and run an application

within a loosely isolated environment known as a container. This isolation and secu-

rity enable us to run multiple containers simultaneously on a single host [32]. Docker

provides a subnet interface, enabling containers to communicate with each other using
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subnet IPs. This capability allows us to simulate the transport layer of DSRC and

C-V2X effectively. Specifically, it facilitates the use of TCP and UDP protocols for

communication between containers, using customized message protocols. Therefore,

we can design various types of messages for use in the PoPr blockchain system and

facilitate their exchange between Docker containers.

4.1.3 Simulator Architecture

The architecture of the simulator is illustrated in Figure 4.1.2. The simulator is

divided into two components due to the limitations of the CARLA simulator and time

constraints. The CARLA simulator emulates CAVs and RSUs. After a specified time

interval, it pauses the simulation and sends sensor results via UDP messages. These

sensor results are transmitted through the Docker interface, which allows Docker to

redirect the messages to each respective container. Once the container that simulates

CAVs and RSUs receives the sensor results, it will encapsulate these results into BSMs

and BSM verification messages. These messages are then sent via TCP and UDP to

the appropriate receivers to simulate the PoPr consensus process. After a designated

interval, the CARLA simulator resumes operation to gather sensor data for the next

cycle. Meanwhile, the Docker containers that have completed processing the PoPr

consensus will await the arrival of new sensor data delivered by CARLA.

Fig. 4.1.2: Simulator Architecture.

This simulator design allows us to obtain comprehensive results for the blockchain

and the reputation of nodes. However, it reduces the feasibility of testing the real-
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time aspects of the blockchain system. Nonetheless, this design significantly lowers the

hardware overhead required to run the simulation, which is crucial for its successful

execution. Additionally, given that communication between CARLA and Docker is

one-sided, this approach provides a high tolerance for the synchronicity of the two

components.

4.1.4 Simulation Setting

The simulation parameters for the CARLA, Docker, and PoPr blockchain systems

are provided in the following tables:

Parameters Values

CARLA Simulator Version 0.9.15

Simulation Time 25 seconds

Processing Time 4 seconds

Docker Container Running Time 15 seconds

CAV Type Nissan Micra

CAV Amount 31 units

RSU Amount 3 units

Camera Sensor Amount 2 units, front and rear

Camera Resolution 800×600

Radar Sensor Amount 2 units, front and rear

Radar Range 30 meters

Radar Angle 90 degrees, front and rear

Radar Scanning Rate 4000 points/s

GNSS Yes

Table 4.1.1: CARLA Simulation Pararmeters.

Table 4.1.1 displays the parameters used in the CARLA simulator for the simula-
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tion. The Simulation time refers to the duration CARLA takes to run the simulation

on a frame-by-frame basis. Due to the heavy computational load of the simulation,

a 25-second run in real time equates to only 4 seconds of simulated time within the

simulator. The Processing Time refers to the duration required for CARLA to pro-

cess sensor data and prepare it for transmission to Docker. The Docker Container

Running Time is the interval during which CARLA waits for the nodes to execute

after sending the sensor data to the Docker containers.

Parameters Values

Container Amount 34 units

Network Type Bridge

Subnet IPs 192.168.5.0/24

Volume Used Yes

Table 4.1.2: Docker Simulation Pararmeters.

Table 4.1.2 displays the parameters used in Docker. The network type ’Bridge’

enables the containers to communicate within the subnet. The shared volume allows

containers to save and access the consensus results.
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Parameters Values

VANET Protocols TCP, UDP

BSM Interval 4 seconds

DSRC Verification Weights 0.5

Camera Verification Weights 1.0

Radar Verification Weights 2.0

BSM Verify Weights: DSRC 0.6

BSM Verify Weights: Camera 1.2

BSM Verify Weights: Radar 2.4

Consensus Group Member size 8

maxt 8

Decay Coefficient 0.15

Sigmoid Coefficient [35, 2]

Degree of Tolerance: Angle 2

Degree of Tolerance: Depth 2

base_t_vote 4

max_t_vote_mod 3

Max BSM Block Creation Time 8

Table 4.1.3: PoPr Blockchain Simulation Pararmeters.

Table 4.1.2 displays the parameters used in the simulation of the PoPr blockchain

system. Note that the weight assignments for BSM fault messages and faulty leaders

are not provided, as these features were not implemented due to time constraints.

Additionally, the machine learning model for processing camera images is not included

due to time constraints in this thesis. Instead, the camera detection results are

directly obtained from the CARLA simulator. Moreover, Dilithium2 is used as the

digital signature scheme in the PoPr blockchain simulation.
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4.1.5 Evaluation Metrics

To evaluate the performance of a blockchain system, throughput and latency are two

crucial measurements. Throughput refers to the number of transactions a blockchain

can process within a given period, while latency is the time it takes for a transaction

to be confirmed and added to the blockchain. For the PoPr blockchain system,

throughput is measured by the number of BSM verification messages confirmed in

a block within a certain period, and latency refers to the time it takes for a BSM

verification message to be confirmed. Given that the entries in the BSM data blocks

consist of verification messages, the unit of measurement for throughput in the PoPr

blockchain system is defined as Messages Per Second (MPS). The equation used to

calculate throughput is presented below:

MPS =
Number of V erification Message in the Block

Block Creation T ime

Conversely, latency in the system is measured in seconds. Latency is defined as the

time elapsed from when a verification message is submitted to the consensus group

members until the message is confirmed in a new BSM data block. The equation used

to calculate latency is presented below:

Latency = Message Confirmed T ime−Message Submission T ime

Other meaningful performance indicators include the average change in reputation

related to the size of the BSM data blocks. This metric reflects the impact of data

block size on the reputation of nodes. Additionally, the block size of the BSM data

blocks can illustrate the transmission overhead associated with the blockchain in a

VANET. The reputation impact on target nodes during a “Go bullying” attack is

also a meaningful measurement. This metric is particularly significant, as most other

attacks do not directly affect the reputation of nodes in the PoPr blockchain system.
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4.1.6 Simulation Setup and System Information

All simulator codes are implemented and executed in the following environment:

• OS: Windows 11, Windows Subsystem for Linux 2

• Processor: Intel i9-14900k 3.20 GHz

• Memory: 128 GB

• GPU: Nvidia RTX 3080ti

The experiments were conducted using the following programming languages and

libraries:

• Programming Language: Python 3.10.14

• Library: Carla 0.9.15, Cv2, Json, Hashlib, Merkletools, Numpy, Oqs, Select,

Socket, Threading

4.2 Performance Evaluation

We conducted the PoPr blockchain simulation under specific simulation settings. The

longest blockchain generated during the simulation consisted of 21 blocks. For the

purposes of performance evaluation, we focused on analyzing the first 10 blocks as

our simulation dataset. Additionally, we compared the throughput and latency of

the PoPr approach, as well as resilience in extreme attack scenarios, with those of

PoW and PoE outlined in [18]. For PoW, we assume the block generation rate in

PoW systems is 10 minutes per block. This assumption is based on the behavior

of Bitcoin, which employs PoW and adjusts the timing of new block generation to

approximately every 10 minutes, based upon the difficulty of the target hash [33].

The block generation time in PoW systems cannot be significantly shortened without

consequences, as doing so would increase the likelihood of blockchain forks. This

results in more orphan blocks and reduces the overall stability of the network. For
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PoE, we will compare our results with the 1-of-6 voting policy in PoE, which exhibits

the best latency and throughput within their system.

The throughput for each of the first 10 blocks, which involve 34 nodes, is detailed

in Figure 4.2.1. This figure compares the throughput of our approach with those of

the PoW and PoE methods.

Fig. 4.2.1: Comparison of Throughput: PoPr, PoE, and PoW Approaches

Throughput is measured by the block creation time for each block. Specifically,

the time interval is calculated from the end of the previous block’s creation to the

commencement of the current block’s creation. The average time required to create

a BSM data block is approximately 12.57 seconds, assuming each block is instantly

created after reaching the designated end time, Db_end_t. According to Figure 4.2.1,

the PoPr approach has the highest MPS rate observed among the first 10 blocks is

35.47 MPS, while the lowest is 27.77 MPS. Given that only 34 nodes are present

in the blockchain network, this throughput level is deemed adequate to efficiently

handle all verification messages from the nodes. Additionally, both our method and

PoE significantly outperform the PoW approach, which has a maximum MPS rate of

only 0.735 MPS and a minimum of 0.588 MPS. This lower performance in PoW is
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due to its requirement of approximately 10 minutes to initiate consensus, rendering

it unsuitable for real-time tasks compared to the more responsive PoPr and PoE

approaches.

The latency of the first 10 blocks, involving 34 nodes, across three different ap-

proaches is presented in Figure 4.2.2. Due to the fact that PoW requires at least

598 seconds to incorporate a new message into a block, while PoPr and PoE require

less than 6 seconds, Figure 4.2.2 primarily illustrates the significant latency disparity

between PoW and the faster PoPr and PoE approaches. The average latency for

PoW is 599.32 seconds, rendering it unsuitable for real-time tasks such as traffic data

collection.

Fig. 4.2.2: Comparison of Latency: PoPr, PoE, and PoW Approaches.

Figure 4.2.3 demonstrates the latency of the PoPr and PoE approaches. The

average latency for PoPr across the first 10 blocks is 4.78 seconds. The minimum

latency observed within these blocks is 4.43 seconds, noted in the first BSM data block,

while the maximum latency recorded is 5.06 seconds. Conversely, the average latency

for PoE is 0.454 seconds, with a minimum latency of 0.1978 seconds and a maximum

of 0.7396 seconds. This efficiency is attributed to the simplicity of the PoE consensus
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algorithm, where the leader, either a CAV or RSU, can be instantly determined using

an election algorithm based on the bully algorithm [18]. However, this algorithm

is vulnerable to inconsistency and delay attacks, as an adversary could manipulate

the system by faking delay times when sending a leader request. Consequently, our

PoPr approach remains a secure option, as the maximum latency is not excessively

prolonged and is sufficiently short for a traffic data collection system. This ensures

the system’s real-time capabilities are maintained.

Fig. 4.2.3: Latency Comparison: PoPr vs. PoE Approaches.

In Figure 4.2.4, the distribution of three types of verification messages is presented.

Unexpectedly, DSRC verification messages significantly outnumber those from camera

and radar systems. The proportion of the three types of verification messages is

approximately 1:0.1:0.05. This distribution aligns with the range of different sensors

available to BSMs.
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Fig. 4.2.4: Distribution of Three Types of Verification in the PoPr Blockchain.

Figure 4.2.5 illustrates the block size of each BSM data block when using Dilithium

and ECDSA digital signature schemes. The average block size in the PoPr Blockchain

with Dilithium is considerably large, at 4149 KB. This size is primarily due to the

digital signatures generated by Dilithium2, which are approximately 2.4 KB each.

To address this overhead, one option is to switch to a digital signature scheme with

smaller signatures, such as ECDSA. The average size of a BSM data block with

ECDSA as digital signature is 491 KB, which is about 9 times smaller than when

using Dilithium. Consequently, it is crucial to identify scenarios where specific secu-

rity needs dictate the choice between ECDSA and Dilithium, as each offers distinct

advantages. Alternatively, without compromising the security of digital signatures,

adopting a 5G NR Uu interface in C-V2X could enhance data transmission rates to

better accommodate larger data blocks. The advanced capabilities of 5G could offer

CAVs improved data transmission rates, facilitating the efficient delivery of messages

and data blocks.
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Fig. 4.2.5: BSM Data Block Size in the PoPr Blockchain.

The relationship between BSM data block size and the average reputation of the

first 10 blocks, involving 34 nodes, is illustrated in Figure 4.2.6. The highest average

reputation, observed in block 4, is 0.20, while the lowest average reputation, observed

in block 9, is 0.06. Comparing the average reputation of block 1 with block 4, we

found that the size of the verification messages is approximately the same. However,

the reputation associated with block 4 is significantly higher than that of block 1.

This difference can be attributed to the composition of the verification messages

within the blocks. Block 4 contains a higher proportion of verification messages from

camera and radar systems, which contribute to a higher reputation, whereas block 1

predominantly includes DSRC verification messages.
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Fig. 4.2.6: BSM Data Block Size versus Average Reputation.

In Figure 4.2.7, the relationship between the number of adversary-controlled nodes

and the attack success rate without lurking strategy in the blockchain system is il-

lustrated. This represents an extreme case of attack, with the adversary directly

controlling nodes within the blockchain. For our system, the maximum number of

nodes that an adversary can control is capped at 34. Unfortunately, due to time con-

straints, we are unable to include a comparison with the PoE approach in this analysis.

Instead, we present the comparison of attack scenarios for PoW and PoPr. The at-

tack success rate for a PoW is defined as the probability that adversary-controlled

nodes can extend the blockchain by successfully gaining control over the majority

of the network’s nodes. For PoPr, it is defined as the probability of the adversary

controlling at least d2·(G−1)
3
e group members of the consensus group.

From the figure, it is evident that the attack success rate exceeds 50% once the

adversary controls 18 nodes in a PoW blockchain. This finding aligns with the security

threshold for a 51% attack as recognized in Bitcoin’s design [12]. Conversely, in the

PoPr approach, the attack success rate remains at 0% until the adversary controls

more than 30 nodes. This resilience is due to our design ensuring that nodes exhibiting

dishonest behavior cannot enter the consensus group. Consequently, an adversary

would need to control almost all nodes in the blockchain to control the new block

generation.
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Fig. 4.2.7: Adversary Control of Nodes vs. Successful Attack Rate: No Lurking
Phase.

Alternatively, Figure 4.2.8 depicts a scenario where the adversary adopts a lurking

strategy, initially behaving in a manner consistent with PoPr protocols, and subse-

quently initiating the production of faulty messages. In this scenario, every node

controlled by the adversary has the potential to become part of the consensus group,

thereby increasing the likelihood of a successful attack. Our PoPr approach exhibits a

slightly higher vulnerability compared to PoW, with the attack success rate exceeding

50% once the adversary controls 16 nodes. However, it outperforms PoW when the

adversary controls more than 20 nodes. To mitigate this increased risk of attack in

PoPr, expanding the size of the consensus group could be an effective strategy.
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Fig. 4.2.8: Adversary Control of Nodes vs. Successful Attack Rate: Lurking Phase
Applied.

Finally, the estimation of the “Go Bullying” attack’s impact on reputation in the

PoPr system is presented in Figure 4.2.9. The target CAVs are those that adver-

saries aim to exploit by faking verification messages to falsely confirm the “presence”

of the target CAVs. As observed in the figure, the reputation of these targeted

CAVs increases linearly. This growth is predicated on the assumption that adversary-

controlled CAVs dispatch all three types of verification messages for target CAVs.

Additionally, it is assumed that the adversary would need at least six CAVs to com-

pletely surround a target CAV. Although the reputation of the target CAVs appears

to grow rapidly as more are introduced into the network, the cost of the attack also

increases significantly. For example, to falsely claim the “presence” of 16 target CAVs

on the road, the adversary would need to deploy at least 96 CAVs working collabora-

tively to create the necessary surrounding spaces. This approach is neither efficient

nor feasible as a method of attack. Moreover, as more honest nodes continue to join

the PoPr network, the effectiveness of the attack diminishes.
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Fig. 4.2.9: The Impact of the ”Go Bullying” Attack on Reputation.

4.3 Summary

In this chapter, we introduced the setup and structure of the PoPr blockchain sim-

ulator, along with the simulation settings used. We illustrate the simulation results

through various figures, which include analyses of throughput, latency, and the effects

of three types of verification messages. We also compare the performance of PoPr

approach with PoW and PoE in terms of throughput, latency, and resilience under

extreme attack scenarios where the adversary can directly control nodes.

From the simulation results, we observed that the throughput and latency metrics

of the PoPr block demonstrate relatively well performance compare with PoW and

PoE, effectively maintaining the real-time operation of the system. However, the use

of Dilithium significantly increases the size of the BSM data blocks, introducing con-

siderable overhead and necessitating a trade-off between security and performance.

Furthermore, we explored the relationship between reputation and both the size and

types of verification messages contained within the BSM data blocks. We also found
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that the PoPr approach is resilient against adversaries controlling a considerable num-

ber of nodes without employing a lurking strategy. However, its security is relatively

compromised when adversaries control nodes and apply a lurking strategy.
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CHAPTER 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we present a blockchain-based VANET system designed for traffic data

collection. We have developed a new consensus algorithm, PoPr, aimed at reducing

the overhead associated with PoW. Through our security analysis, we determined that

PoPr is capable of defending against both VANET-specific and general blockchain

system attacks. Furthermore, we identify two attacks that could specifically target

our PoPr blockchain system: the “Go Bullying” Attack and the Isolate Region Attack.

We also propose feasible solutions to mitigate these attacks.

For the simulation to test the performance of the PoPr Blockchain system, we

employed a separate simulator approach. This approach involved using the CARLA

simulator, which provides sensor data, and Docker, which offers the network capabili-

ties required to emulate the VANET. We divided the simulator into two components,

comromising some aspects of real-time performance to optimize hardware efficiency

and ensure the simulator could run effectively.

From the simulation results, we observed that the throughput and latency metrics

of the PoPr block demonstrate solid performance compared to PoW and PoE, effec-

tively maintaining the system’s real-time operation. However, the size of the BSM

data blocks introduces considerable overhead, requiring a trade-off between security

and performance. Moreover, the PoPr approach shows relative vulnerability when

facing a strong adversary capable of controlling nodes and executing a lurking attack.

Additionally, the relationship between reputation and BSM data block characteristics
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was explored.

5.2 Future Work

Due to time and hardware constraints, we were unable to implement and explore

several aspects of the PoPr Blockchain in this thesis. These include the design of

BSM faulty messages and the development of an object detection algorithm for camera

verification messages. Future work could focus on addressing these aspects and testing

the system with a simulator that emphasizes real-time capabilities. Additionally, the

verification methods used to prove the “presence” of CAVs could be expanded to cover

other dimensions, thereby making the verification process more varied, efficient, and

reliable.
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