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ABSTRACT

The tourism industry plays a vital role in today’s world. Many people travel

around the world to visit and explore other places. However, planning an itinerary is

one of the most challenging and time-consuming tasks for many travelers. It could

be even more complicated when they travel as a group with different constraints

and various choices of points of interest (POIs). The problem of group itinerary

recommendation is an extension of the orienteering problem and is NP-hard, which

can be defined as an optimization problem. This research will address the problem

by proposing a personalized group itinerary recommendation algorithm using cultural

algorithms. Cultural algorithms are evolutionary algorithms that use knowledge to

guide the search direction during the evolution process. The main objective of our

proposed model is to maximize the group’s satisfaction by optimizing the number of

visiting POIs, while considering the interests of all users, travel time, visit duration,

and budget. The performance of our proposed model is evaluated on real-world

datasets and compared with the existing methods.

The results revealed that our proposed algorithm outperforms alternative baselines

on both datasets in most of the experiments, which means our final solution had

better quality compared with other algorithms. Furthermore, non-parametric tests

demonstrated that this approach generates consistent results in various situations and

is notably different from existing algorithms.
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CHAPTER 1

Introduction

This section offers a brief overview of the problem of personalized group itinerary

recommendation. It provides some background information and different aspects of

recommending an itinerary. Moreover, it includes our motivation for tackling the

problem, a description of the problem, research objectives and contributions, and a

brief outline of thesis documentation.

1.1 Itinerary

An itinerary is a comprehensive schedule or timetable for a trip, generally including

destinations to be visited at specific times, the sequence of visiting each place, and

the modes of transportation to get between them [1]. In this research, an itinerary is

defined as a set of unvisited Points of Interest (POIs) with the sequence to visit them.

Every tourist needs a plan for visiting a destination to take the most advantage of

their trip. Some tourists refer to the travel agencies which offer itinerary planning

services. For suggesting an itinerary to a tourist or a group of them, a travel agent

needs to understand all the aspects of his/her target market since a travel itinerary

can serve various functions for different types of travelers. It must appeal to users’

interests or adhere to their travel constraints.

Consequently, the itinerary should be personalized based on the tourists’ prefer-

ences and limitations [2]. Although the internet and travel guides can provide infor-

mation related to tourism, these resources only recommend popular POIs or generic

itineraries and do not address individual tourists’ particular interests or comply with

1



1. INTRODUCTION

their restrictions, such as their diverse temporal and spatial limits [3]. Therefore, a

suitable personalized itinerary can be defined as a tour that includes as many POIs as

feasible, maximizes the user’s visit duration within a time budget, maximizes overall

popularity, and keeps the user’s cost on POI entrance to a minimum.

1.2 Itinerary recommendation

The itinerary recommendation is the task of suggesting a plan for a tourist or a

group of them to visit some destinations, based on their interests and considering

some constraints, including time limits, budget, and the number of places to visit [4].

It usually corresponds to orienteering problems, where the underlying mathematical

models consider a wide range of constraints and satisfaction metrics [5]. Itinerary

planning is a time-consuming and complicated procedure [6]. Tourists must gather

information from various data sources, manually process data and choose which POIs

to visit based on their particular preferences [7]. Due to the enormous amount of

information available, they find it challenging to narrow down a possible set of POIs

to visit in an unfamiliar city [4].

Aside from point selection, the touring problem appears to be computationally

intractable and complicated [7]. Even once the visitor has selected an appropriate

selection of POIs to visit, planning the proper order in which to visit the POIs will

take time and effort [4]. In order to enhance overall satisfaction in traveling, the plan-

ning process comprises researching destinations, comparing rates, booking lodgings,

creating routes, estimating time, and organizing schedule [8].

Due to the diverse interests and trip constraints, such as having limited time to

complete the tour and start and endpoints of each unique tourist, tour recommen-

dation and itinerary planning are complex tasks. In particular, it could be more

challenging when a group of tourists travels together since the itinerary needs to

cover all the group members’ interests to provide a minimum satisfaction for all of

them while taking certain constraints into account.

In itinerary recommendations, there are various possible solutions to be suggested

2



1. INTRODUCTION

to the target market, but the problem is to find the most appropriate solution that

matches the tourists’ preferences and constraints. This problem is classified as NP-

hard [9] and cannot be solved in a polynomial-time algorithm with a bounded ap-

proximation ratio, or it might not be possible in a proper time frame. Therefore, this

problem can be defined as an optimization problem since finding the ideal solution

is impossible in a limited time. Therefore, to solve that, instead of searching for the

best solution, we need to find a near-optimal solution according to the variables of

the problem. We elaborate on optimization and its different types in the next section.

1.3 Optimization

Optimization is a strategy for finding the optimal collection of solutions for a given

objective function under certain restrictions or limitations when there are many pos-

sible solutions [10]. The following is a mathematical description of an optimization

problem: Let δ = (δ1, δ2, ..., δn) be a vector with n entries that can take values from

the Xn : δi ∈ X domain. The domain X can be discrete, such as X = {0, 1} or X = Z

the set of all integers (in which case it is an integer optimization problem), or contin-

uous, such as X = R the real numbers. Furthermore, let H be a real-valued function,

such as the cost function or objective. The challenge of minimization, therefore, be-

comes: finding δ ∈ Xn that minimizes H. Similarly, a maximizing problem is defined

in an analogous way. Since maximizing a function H is equivalent to minimizing −H,

it is sufficient to address minimization problems solely [11].

Thus, optimization techniques identify a plausible solution in a short period of

time or with limited resources. The best solution is based on one objective function

in single-objective optimization problems [12]. Multi-objective problems are more

challenging than single-objective problems since they need to cope with more than

one objective function simultaneously.

In this research, we formulate the personalized itinerary recommendation as a

multi-objective optimization problem. Therefore, it needs to be optimized into a

solution that considers all users’ needs and limitations. In this regard, Evolutionary

3



1. INTRODUCTION

Algorithms (EAs) have been proved to be efficient for solving optimization problems.

Thus, some information and details about EAs are provided in the next section.

1.4 Evolutionary algorithms (EAs)

EAs are algorithms that can evolve while performing optimization or learning tasks

[13]. They have three primary features:

• Population-based: EAs keep track of a population of solutions in order to

optimize or learn the problem in parallel. The population is a fundamental

principle of evolution [13].

• Fitness-oriented: An individual is a name given to each solution in a popula-

tion. Every individual has a performance evaluation, referred to as their fitness

value. Fitter individuals are preferred by EAs, which is the basis for algorithm

optimization, and convergence [13].

• Variation-driven: Individuals will be subjected to a series of various opera-

tions in order to simulate genetic evolution, which is necessary for searching in

the solution space [13].

EAs usually begin the optimization process by generating a set of randomly gen-

erated trial solutions for a specific problem. This random set is then evaluated iter-

atively by the problem’s objective function(s) and evolved to minimize or maximize

the objective(s) [14]. Despite the simplicity of this framework, optimizing real-world

problems necessitates taking into account and addressing several challenges, the most

significant of which include local optima, expensive computing costs of function eval-

uations, limitations, multiple objectives, and uncertainties [14].

A frequently discussed question is that, despite several optimization techniques,

why there are several works around this topic. In the realm of optimization, there

is a theory known as No Free Lunch (NFL) that states that there is no optimization

solution that can solve all optimization problems [15]. This means that the best

4



1. INTRODUCTION

algorithm for test functions or other real-world problems may not be the solution to

a specific problem. An algorithm may need to be modified, improved, or adapted

to address an issue. Consequently, this keeps the field active, evidenced by the high

number of new algorithms developed each year.

1.5 Research Motivation

The tourism industry plays an essential role in today’s world. It is a crucial source

of income, development, and employment for many countries. It also plants a sense

of cultural exchange between foreigners and citizens [16].

In 2016, the business volume of global tourism exceeded that of oil exports, food

products, or automobiles [17]. Furthermore, in 2018, Canada had 21.2 million in-

ternational tourists, and it grew compared to the past years [18]. Annually, tourism

spending rose 4.4% in 2021 after a 49.0% decline in 2020 because of the impacts

of COVID-19 worldwide. As presented in Figure 1, despite the ongoing threat of

COVID-19 and the development of additional variations in 2021, rising vaccination

rates and the resulting reduction of restrictions led to massive tourism spending in

Canada.

Figure 1: Tourism spending increasing in Canada

While there is a high volume of tourists traveling all around the world every

5



1. INTRODUCTION

year, planning an itinerary is one of the most demanding tasks for travelers [3].

Tourists want to visit various POIs based on their budget, time, and interest in each

destination. The task of recommending an itinerary becomes even more complicated

when tourists travel as a group with different constraints and various choices of POIs.

In this situation, all the tourists’ interests and limitations must be considered to

satisfy all of them.

As mentioned before, the problem of group itinerary recommendation can be

defined as an optimization problem that extends the orienteering problem (routing

problem). This problem is considered NP-hard, which means no polynomial-time

algorithm with a bounded approximation ratio exists for this [9]. According to this

issue, AI can be used to recommend an appropriate itinerary for a group of tourists,

which has been proved to be an efficient method for similar problems [19]. Various

research works focus on group itinerary recommendations, but since this problem is

NP-hard, finding an algorithm that can solve it efficiently is still an open problem

[9]. Accordingly, evolution approaches have received increasing attention in this area

recently [20, 21, 22].

1.6 Problem Statement

Assume a region is represented by a complete weighted graph G = (V,E,w), where

V = {v1, v2, ..., vm} is the set of m POIs, and each edge eij ∈ E represents the route

from vi to vj. The weight of each eij presented by wij denotes the distance between vi

and vj. Each POI is assigned to a category, ck ,where ck ∈ C = {c1, c2, ..., cz}, 2 ≤ z.

A set of d users forms a group denoted by U = {u1, u2, ..., ud} wants to visit

this region. Each user ui has a travel history represented by Hui
= {(c1, val1),

(c2, val2), ..., (ck, valk)}, where valt is a value between 0 and 1 that shows users’ in-

terest level to category ct. Each group has specific time to complete the trip denoted

by MaxT and a maximum number of visiting POIs presented by MaxPOI and a

specific budget denoted by MaxB.

The problem is identifying the most suitable itinerary for the group considering

6



1. INTRODUCTION

Figure 2: An example of recommending an itinerary to a group of tourists

their interests based on their travel history and the group constraints. It is an op-

timization problem since various possible itineraries exist to be recommended to a

group of tourists. The main goal is to find the best optimal solution that prepares

the tourists’ highest satisfaction level while not exceeding their limitations.

As an example, as shown in Figure 2, there is a group of users consisting of three

tourists with some limitations, such as budget ($1000), time limit (8 hours), and

the maximum number of visiting POIs (4 POIs). As presented in this figure, this

group aims to travel to a region including seven pre-defined POIs. The recommended

itinerary for this group formed as a set of some selected POIs from that region, such

as {1,3,7,5}. It depicts the points to visit and their sequence.

1.7 Research Objectives

In this thesis, we propose a novel evolutionary optimization algorithm based on cul-

tural algorithms to address the problem of group itinerary recommendation. Our

main objective is to recommend a personalized itinerary for a given group with four

criteria, as shown in the following table:

7



1. INTRODUCTION

Criteria Description

POIs Visit as many POIs as possible

Time Maximize users’ visit duration within a time budget

Popularity Maximize the overall popularity of the POIs

Budget Keep users’ cost on POI entrance as less as possible within the group budget

Table 1: Problem criteria

We aim to have as many as possible POIs in the recommended itinerary while not

exceeding the limitations. The other objective is to maximize users’ visit duration

within the time budget to take the most advantage of their time. Considering that

the most popular POIs are more likely to be satisfactory for most tourists, we aim

to maximize the popularity of the recommended points. Finally, we try to minimize

tourists’ cost during the tour, especially on POIs’ entrance cost and keep it less than

the group budget.

1.8 Research Contributions

Our main contribution is defined as proposing a novel cultural algorithm to solve the

problem of recommending a personalized itinerary to a group of tourists as a multi-

objective optimization problem with some characteristics. The first one is that the

size of the solution is variable, which means we can have a different number of POIs in

the recommended itinerary. The second characteristic is that the order and sequence

of selected items in the solution play an important role. Therefore, we need to find

the best order of POIs in an itinerary to obtain the highest possible user satisfaction.

In this study, our goal is to propose an algorithm which is able to recommend

near optimal sequence of POIs for a given group, and identify the proper length of

the itinerary. We aim to design a new structure of belief space to store the extracted

knowledge of sequence and selection of points and utilize it in the recommendation

process. Using the noted knowledge, we target to improve the accuracy of the rec-

8



1. INTRODUCTION

ommendation process and study the time complexity of the proposed algorithm. We

hypothesize that using the knowledge gained through the evolution process will lead

to improving the performance and accelerating the convergence. We expect our solu-

tion to obtain more user satisfaction within a reduced time frame compared with the

existing approaches, especially when facing big data.

This study considers a group of tourists with diverse priorities traveling together.

Thus, the preferences and interests of all of them should be covered to meet the

expectations of all group members and get the most overall satisfaction. This could

be a challenging task, especially when some tourists have some interests in contrast

with others in a group. There is a trade-off between different selections to receive the

most pleasing outcome in this situation.

Our project’s outcome has the potential to enhance the traveler’s experience and

pleasure. It is also able to positively contribute to the economic growth process of

tourism and assist the tourism industry in introducing the new POIs. Moreover, both

individuals and travel agencies can use this recommendation algorithm. In addition,

the proposed algorithm can be utilized as a solution for other similar problems in

computer science, such as educational planning, which has the same structure as the

problem mentioned above. In educational planning, we need to select a set of courses

or learning materials according to the users’ needs and put them in an appropriate

sequence to get the highest efficiency.

There are some similar problems to the itinerary recommendation problem in

the field of computer science from which scheduling [23], orienteering [21], and team

formation [24] problems can be mentioned. In all of these problems, point selection

is an issue. In other words, finding the best selection from a set of options is a part

of all of these topics. At the same time, some factors differentiate this problem from

others.

The first one is the unspecified size of the solution. In scheduling, some specific

tasks need to be covered. So, for finding the best solution, we know how many

tasks/jobs should be assigned; in orienteering, we need to generate a path through

a set of specific nodes, and in team formation, there are a required set of skills to

9



1. INTRODUCTION

be covered by some individuals. Therefore, in all of them, the size of the solution is

defined, and fixed [23].

The second point is identifying the sequence or the order of the selected set in the

next step. In itinerary planning, after selecting the appropriate set of points, their

sequence in the recommended itinerary plays an important role in users’ satisfaction.

While in team formation or scheduling, the problem is to allocate the best individual

to a task, and the order is not taken into account.

In itinerary recommendation, we know the maximum number of POIs that a group

is able to visit, but the length of the itinerary can variate from two points to MaxPOI.

Sometimes, a shorter itinerary can satisfy the tourists more when it contains POIs

matching users’ interests and are more popular, rather than a longer itinerary with

POIs with less popularity or more entrance cost. Thus, there is a trade-off between the

number of points, time, popularity, and cost that needs to be balanced. In addition,

we need to find the best sequence of the selected points in the recommended itinerary,

considering the distance between POIs.

1.9 Thesis Outline

The following chapters of the thesis are organized as follows: Chapter 2 contains a

review of some of the existing methodologies and models in the area of itinerary rec-

ommendation. In Chapter 3, the proposed methodology for achieving the research’s

goals is presented. Chapter 4 covers the experimental setup, data, analysis, and

evaluation results, followed by the conclusion and future work in Chapter 5.

10



CHAPTER 2

Related Works

Various approaches focus on addressing the itinerary planning problem by recom-

mending interesting POIs for tourists, generating realistic itineraries, and taking trav-

elers’ constraints into account. This section briefly reviews the various techniques and

methods for recommending an itinerary and presents it in three categories. The first

one contains the papers which used optimization approaches. The second group of

literature contains deep learning based recommendations. Other related approaches

proposed for this problem are reviewed in the third part. The last section presents a

summary of limitations in the existing literature.

2.1 Optimization approaches

Itinerary recommendation seeks to recommend several POIs as part of a connecting

itinerary to enhance tourist satisfaction while adhering to the given constraints. There

are various research that employed optimization approaches to address this problem.

To tackle the itinerary planning problem efficiently, meta-heuristic algorithms per-

formed population-based optimization, such as some evolutionary algorithms. The

Genetic Algorithm (GA) was one of a kind that solves optimization problems using

natural selection and genetic principles. This algorithm was used in different versions

to address this problem. One of them was [25] in which the authors focused on travel

itinerary with restaurant selection. Their objective was to maximize the total col-

lected utility in each visited location while maintaining the total travel time under

a specific constraint. They developed a GA to solve this as an optimization prob-

11
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lem. Concerning the existing limitations, it developed a satisfactory trip itinerary

consisting of a collection of high-ranked tourist attractions, and restaurants [25].

In [26], the authors developed the PersTour system that could recommend POIs

that were interesting to the tourist and plan these POIs in the form of a tour itinerary.

This system was able to recommend tours based on either POI popularity or tourist

interest preference. For generating this system, they adapted the Ant Colony Opti-

mization algorithm [26]. This algorithm was based on the idea that agents are more

likely to pick a better path and has been traveled recently. As a result of this prefer-

ence, picking a single option was reinforced over time, resulting in choosing the path

as the best answer.

In [27], the proposed algorithm recommended an itinerary comprising a series

of POIs in a city and including as many mandatory POIs as possible within the

travel time budget. This was the problem of planning a sequence of visits of a given

number of POIs which must be visited within a limited time. It was a multi-objective

optimization problem, and it was hard to design a fixed fitness score for each tour.

As a result, they focused on optimizing the objective function directly. By assigning

various levels of priority to the metrics used to evaluate individuals, the objective

function was defined based on mandatory POIs, visit duration, and total profit of

POIs [27].

An adaptive genetic algorithm (AGAM) was proposed in [28] to formulate the per-

sonalized itinerary recommendation task as the Multi-objective optimization problem.

In AGAM, the crossover and mutation probabilities were dynamic, which helped the

algorithm locate the optimum solution and avoid the program falling into the local

best solution. These probabilities were calculated based on the average fitness of the

population. Moreover, after the crossover and mutation process, some unvisited POIs

weer inserted into the individuals of the next generation while it did not exceed the

program limitations such as time and budget. The authors also assigned different

weights to each factor in the fitness function to generate tailored itinerary planning

that better meets a variety of tourist preferences [28].

In [29], using a GA, an algorithm called PWP was proposed that recommends
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multiple itineraries depending on visitor interest, the popularity of itineraries, and the

cost of itineraries. The multi-objective optimization approach used in this research is

NSGA-II [30]. However, it did not work well when a tourist wishes to visit unfamiliar

places. This algorithm was developed with the intention that POI attractions could

fall into any category. However, it ignored the case where a POI attraction falls

under more than one category. The Flickr dataset [31] was being used to compare

the PWP method to alternative baseline approaches in different cities. Even GA was

an efficient stochastic optimizer with a focus on planning problems. However, the

crossover and mutation probability still had flaws.

Another trip itinerary recommendation was proposed in [32] for a group of tourists

with individual preferences on various POIs. The path to walk through POIs was also

suggested by utilizing the Prize-Collecting Vehicle Routing Problem solution. The

proposed algorithm was a combination of game theory and meta-heuristic approach.

The n-person Battle of Sexes game was used to pre-configure the set of POIs to be

visited, yielding three separate sets based on whether their presence was restricted,

mandatory, or optional. The routes between POIs were then determined using the

meta-heuristic firefly method, which was strengthened by the coordinates-related en-

coding/decoding process.

2.2 Deep learning based recommendations

Authors in [33] suggested a solution to create multi-day itineraries that are personal-

ized according to the user’s travel style using some factors, including the user’s level

of interest. They also added personalization options, such as the traveler’s pace and

the diversity of POI categories expected from the itinerary. To create clusters, they

applied agglomerative clustering with a time limit to the POIs from each category

separately. They claimed that personalizing the visiting duration of POIs provided

better itineraries in terms of matching the pace of the traveler and in providing more

satisfying itineraries.

Most deep learning techniques were incapable of concurrently handling many con-
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flicting close and long-distance preferences and recent and prior visit influences. Re-

cent visits and nearest preferences were the subjects of some deep learning approaches,

such as Long Short-Term Memory (LSTM) or Recurrent Neural Network (RNN)

based techniques, depending on spatiotemporal relationships. As a result, learning

spatiotemporal dependencies could be difficult and complicated [34]. The POI queu-

ing time and its prediction for the following POI recommendation were considered

for the first time in [34]. A Transformer based Learning Recommendation was pro-

posed as a multi-task, multi-head attention transformer model. It recommended the

next POIs to the target users and predicted queuing time to access the POIs simul-

taneously using two parallel joint learning processes. However, it only studied the

queuing time aware top-k POI recommendation problem and could not construct a

full itinerary considering the budget time.

An unsupervised deep learning model was used in [35] to embed the POI textual

contents. It proposed a Deep model for Contextual Collaborative learning (DCC),

which seamlessly integrated POI textual contents, the historical user-POI visits, and

the POI categories to predict the user interests and visit duration. Following that, an

Iterated Local Search based algorithm was provided to calculate the visit sequence

with optimum satisfaction, which comprised numerous POIs and personalized POI

visit duration. As for the limitations of this approach, it still had the user cold-start

problem, which means it cannot recommend itineraries to people whom there is no

visiting history for them.

Although most research focused on users’ visit history to tourist attractions, it

did not supply enough information on their own, and their reviews of these locations

are highly significant. Consequently, another group of recommendation systems used

comment analysis to determine user preferences. Users’ reviews on social media sites

were mined in [36] as a rich data source that incorporated their preferences directly. It

employed sentiment analysis and semantic clustering to derive users’ preferences. Fur-

thermore, the authors extended their work in [37] by identifying attractions’ features

from ratings and reviews and delivering a customized recommendation system. They

proposed a context-aware recommendation system where user preferences were de-
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rived from their comments and reviews in the first step. Similarly, the characteristics

of tourist attractions were collected from tourist reviews in the second step. Finally,

personalized recommendations were offered based on contextual data and similarities

between user preferences and tourist attraction attributes. It semantically compared

the user’s preferences with the features of attractions to suggest the most matching

points of interest to the user. However, it did not consider tourists’ limitations and

the route or the sequence that they will visit the points.

The path that leads to each POI is considered in [38] as an extension of the

orienteering problem, assuming that if a visitor arrives at a POI via an appealing

route, the user experience will be enhanced. A personalized trip recommendation

with attractive routes was proposed in this study that finds the most attractive routes

based on the popularity and Gini coefficient of each POI in the users’ travel history.

Then the preference of each attractive route was obtained by unsupervised learning.

Finally, the proposed algorithm used k-means clustering to cluster user preferences in

z-dimensional space, which was chosen for its computing efficiency. The performance

of the algorithm was tested by applying that to a synthetic dataset and Foursquare

dataset [39].

Existing solutions may not represent tourists’ preferences because they preferred

to promote POIs with short prior visitation periods when constructing itineraries.

These suggestions may contradict real-life scenarios, as visitors spend less time at

POIs they are not interested in, resulting in the inclusion of unsuitable POIs. Further-

more, creating itineraries based on selected POIs is a time-consuming and challenging

task. Most existing methods entailed filtering through many non-optimal, redundant

itineraries, which takes time to examine and compile. Authors in [40] proposed an

adaptive Monte Carlo Tree Search (MCTS)-based reinforcement learning algorithm

that employed an effective POI selection strategy that prioritized POIs with long vis-

iting times and short queue times, as well as high POI popularity and visitor interest.

They applied the MCTS pruning methodology to reduce search space by filtering out

non-optimal and duplicate itineraries early in the process, which improved the time

efficiency of the proposed method.
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2.3 Other related approaches

In this section, other approaches that were utilized for itinerary recommendation are

covered. In [4], the algorithm named PERSTOUR was proposed for recommending

personalized tours with POIs and visit duration based on POI popularity, users’ inter-

est preferences and trip constraints. The problem was modelled using an Orienteering

problem formulation that took into account user trip limitations like time limits and

the need to start and stop at certain POIs. The concept of time-based user interest

was also introduced in this paper, where a user’s level of interest in a POI category

was based on his/her time spent at such POIs, relative to the average of users visit

duration.

In [41], the authors developed a framework for automatically detecting real-life

travel sequences and determining POI popularity and user interest using geo-tagged

photos, which was utilized to train their algorithm. They extended their work in

this research, where in their previous work, they recommended tour itineraries that

employ the same non-personalized POI visit duration for all users, or they did not

take POI visit duration into account at all [4]. In [41], the tour itineraries were

being provided with unique POI visit duration that are tailored to individual users’

time-based preferences. They also improved the initial time-based user interest by

prioritizing recent POI visits and ignoring POI visits from the distant past, and finally

evaluated their proposed algorithm using a Flickr dataset across ten cities.

A variation of the Orienteering issue was used in [42] to model their recommen-

dation problem. Their main goal in this tour recommendation was to suggest a tour

itinerary that maximized the total profit from visiting the list of POIs while also en-

sured that the tour itinerary could be completed within a specific time budget. This

was an Integer program where, unlike previous research that considered time-based

or frequency-based user interest, they introduced photo frequency-based user interest

generated from the number of photos taken by the user at a POI of a specific cate-

gory. The reason behind it was that a user is more likely to click on more photos of

the POI that arouse his/her interest. Consequently, this algorithm worked well when
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recommending an itinerary to users with no prior knowledge about them.

In [43], a tour recommendation framework was proposed that takes each tourist’s

list of must-see and preferred points of interest and creates multi-day tours that

included all of the must-see points. Fairness among group members is a feature that

was considered in this study to ensure that all members of the group are motivated to

take part in the group tour. A greedy approach was followed in the proposed model,

where first tried to cover all the must-visit points and then the remaining budget and

time was allocated to the preferred points equally between group members according

to the fairness parameter. However the proposed solution was ineffective if tourists

desired to explore a new city without knowing the list of POIs.

An algorithm, called gTour, was proposed in [44] to give a set of itineraries for a

tourist group in order to boost the tour’s interest and popularity among all tourists

in the group while lowering transportation costs. It used the Subgame-Perfect Nash

equilibrium (SPNE) of game theory, where each member of the group takes on the

role of a game player, observing the other players’ behavior to fulfill the wishes of

all group members. The proposed method used geo-tagged photos to provide visitors

with realistic trip sequences. Its positive aspect was that it worked well when a visitor

decides to visit an unknown location where they have no prior travel experience.

Another recommendation approach was proposed in [45] based on Monte Carlo

Tree Search (MCTS). This algorithm was a personalised itinerary recommendation

based on the implementation of MCTS. It had four steps: Selection, Expansion,

Simulation, and Back-propagation. The core notion was that game play began with

iterations of random node selection to explore moves, with the results of those moves

being recorded. Following that, MCTS moved away from randommoves and gradually

built on earlier successes by converging to moves that resulted in win states during

following game plays [45]

The suggested algorithm in [1] was based on two different sorts of users: local and

global. A local user was someone who lives in a specific location and uses to frequent

the POIs there. Using this concept, this algorithm was capable of recommending new

locations or a new type of POIs, regardless of the users’ travel history. This algorithm
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also recommended multiple itineraries using the MCTS approach, whereas previous

works suggested multiple POIs in a single itinerary. The MCTS algorithm [46] was

based on the tree search problem. Each board position was represented as a node in

the tree, and the game’s end state (win/loss) was represented as the leaf node. The

algorithm’s outcome was a list of multiple itineraries suggested to tourists based on

user interest, the popularity of tours, and travel costs.

2.4 Overall limitations

After conducting a comprehensive literature review, we summarize the most critical

limitations of the reviewed literature in this section. The most usual problems and

deficiencies are as follows:

1. Cold start problem: It refers to the algorithms that cannot perform well on

unfamiliar POIs or users for whom there is no prior information about them

[47].

2. Grey-sheep problem: In recommendation systems, it refers to users who have

unique interests and tastes, making it challenging to create accurate profiles [48].

In itinerary recommendation, it happens for users with unique preferences or

POIs with unique categories.

3. Route selection: It happens when the algorithm selects only the best POIs

matching users’ interests but do not consider the route between them or their

sequence.

4. Knowledge extraction: The existing models do not employ the knowledge

gained during the recommendation process to obtain a better result.

A review of some of the existing models and techniques on itinerary recommen-

dation was given in this section. We witnessed that although some algorithms were

proposed as a solution to this problem, each of them had inefficiency or lacks per-

formance in some aspects, and some limitations exist, as mentioned in this section.
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To the best of our knowledge, no research work has been done that applies the Cul-

tural Algorithm to this kind of recommendation problem. Accordingly, to overcome

some of the shortcomings of the existing methods, we propose a personalized itinerary

recommendation algorithm for a group and present our proposed algorithm in the fol-

lowing section. To cover the Route selection and Knowledge extraction problem, in

this research, we try to extract and utilize the knowledge during the evolution process

and consider the sequence of POIs to visit.
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Proposed Model

This section discusses our knowledge-based evolutionary approach for recommending

the best itinerary to a given group, which is based on a cultural algorithm (CA).

3.1 Cultural algorithm

We use a cultural algorithm (CA) to address the mentioned problem. Cultural al-

gorithm is an Evolutionary Algorithm that is based on the conceptual models of the

human cultural evolution process [49]. Human behavior results from two distinct but

interconnected evolutionary processes: genetic evolution and cultural evolution. Vari-

ations in genes can lead to cultural changes, which can influence the genetic selection,

and vice versa. The concept of CAs is based on the idea of using diverse sources of

knowledge during the search process [49].

The population space of CAs is a genetic component containing individual solu-

tions. CAs have been highly used to solve complex optimization problems like team

formation. It also uses the knowledge sources gained during the evolution to influence

the search process. In this algorithm, as shown in Figure 3 [49], there is a knowledge

component that is called ”Belief Space” (BS) in addition to the population compo-

nent. BS represents the cultural information gained during the evolution process,

and collects the information about the behavior of individuals in the search space.

Therefore, the learning process is performed in population and belief space simulta-

neously [49]. The concept behind this algorithm is that we will be able to develop a

better population in later iterations by gaining the knowledge that underpins their
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good performance.

In CA, various types of knowledge such as Normative, Situational, Historical will

be extracted from the selected group of individuals [50]. To further elaborate, situ-

ational knowledge saves the individual’s best experience from each generation of the

population space. In addition, individuals’ standards of behavior in each dimension

of the problem are indicated by normative knowledge [50].

The belief space of CAs plays the role of a knowledge repository, where the

knowledge acquired by individuals through generations is stored [51]. Like other

meta-heuristic algorithms, the algorithm starts with a randomly generated popula-

tion space. Then, the fitness function evaluates the generated individuals in the

population. The best individuals regarding their fitness scores will be transferred to

the BS using Accept function, which determines which individuals in the population

can affect the BS. Thus, in the following iteration, the CA uses the knowledge to

steer the direction of the search and accelerate evolution, in addition to performing

a crossover or mutation.

Therefore, after adjusting BS, a new population will be generated either from BS or

by variate functions, including crossover and mutation, from the original population.

When generating new individuals from the BS, the Influence function determines

the effect of the knowledge sources on the population space. In other cases, various

crossover and mutation methods are employed, using some selected individuals from

the previous population. These operators help the algorithm to escape from the local

maxima. This process will be repeated until the stop criteria have been met or for the

specific number of iterations. The individual with the highest fitness value is chosen

as the final solution for the particular problem at the end of the procedure [51].
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Figure 3: The CA framework

3.2 Constraints

All tourists have some limitations, such as time limits and budget, needed to be

considered for recommending an itinerary. Thus, as shown in Table 2, four constraints

are taken into account for solving this problem.

Limit Description

Visiting POIs No POI is visited more than once

Time Limit The time taken for the itinerary is within the time limit MaxT

Number of POIs Maximum number of POIs in an itinerary should not exceed MaxPOI

Budget The entrance cost of the POIs should not exceed the budget MaxB

Table 2: Constraints

Therefore, considering an itinerary, I = {vu, ..., vk}, which is recommended to a

group of tourists, we attempt to solve the problem such that:

m∑
i=1

m∑
j=1

ei,j ≤ 1 (3.2.1)
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3. PROPOSED MODEL∑
V isitDuration(vi) ≤MaxT, ∀vi ∈ I (3.2.2)

|I| ≤MaxPOI (3.2.3)∑
Cost(vi) ≤MaxB, ∀vi ∈ I (3.2.4)

We formulate the mentioned constraints and consider them in the recommendation

process. Constraint 3.2.1 ensures that the itinerary should not contain any duplicated

POIs. As formulated in constraint 3.2.2, the time that the itinerary takes to complete

the itinerary should also be less than the group time limit (MaxT). Moreover, the

group will give the maximum number of POIs capable of visiting during the time

budget in advance (MaxPOI). Thus, constraint 3.2.3 ensures that the number of POIs

in the itinerary should not be more than MaxPOI. Finally, the group has a budget

in which the entrance cost of recommended POIs should not exceed this amount

(MaxB), which is provided in constraint 3.2.4.

3.3 Proposed algorithm

3.3.1 Population

Assume a group on tourists, denoted by U = {u1, ..., ud}, tend to travel to a region

with m number of POIs. Primarily, this algorithm generates a pre-defined number

of random itineraries to make the initial population. An itinerary consists of some

POIs with a specific sequence. Figure 4 presents a sample individual, which is a set

of POIs with the length of MaxPOI such as I = [v6, v4, v2, v5, v1, v3]. It presents an

itinerary that starts from the first node and continues to the last one.

Figure 4: An example of the individual representation

Assume population P = {I1, I2, ..., In} which is a set of n individuals, where each

individual Ii = {vu, ..., vk}, vj ∈ V is a sequence of POIs which forms an itinerary

23



3. PROPOSED MODEL

with maximum length MaxPOI. In the first step, a population of size n is created,

including n individuals, which are randomly generated from the set of POIs. For

better understanding, we present the population as a matrix where each row contains

an individual. An example of the population is presented as follows, which shows its

structure:

P =


v3 v6 0 0

v2 v4 v7 v1

v1 v6 v2 0
...

...
. . .

...

v7 v2 v5 0


As presented in Figure 5, assume a group of three users with some limitations

needs an itinerary to travel to this region. A sample generated population is shown

consisting of n individuals. Each individual has six genes, as MaxPOI is 6 in this

example. Each individual has a different size, and if its size is less than MaxPOI, the

empty genes at the end of the individual are set as zero. This is to have individuals

of equal lengths.

Figure 5: An example of the generated population

3.3.2 Fitness function

After generating the first population, the quality of all itineraries in that is evaluated

using a fitness function. Regarding our objectives in this research, the fitness score is
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calculated using group interests, the total number of visiting POIs, the total popular-

ity, visit duration, and entrance cost. First, the individual, Ii, is processed to check

whether it exceeded the group limitations, including time and budget. If it crossed

the constraints, the fitness score, F (Ii), is set to -1. It leads the algorithms not to

select this individual in the following steps. If the individual passed this evaluation,

its fitness score is calculated using the following equation [28]:

F (Ii) = w1GroupIntU(Ii)+w2Tn(Ii)+w3Tp(Ii)+w4Tv(Ii)+w5(1−Tc(Ii)) (3.3.1)

Where wj is the weight of each factor that can be adjusted to change the impact

of each factor on fitness score, in addition, GroupIntU(Ii) is the total interest of the

group U to the POIs in Ii, Tn(Ii) is the total number of POIs included in Ii, Tp(Ii)

is the total popularity of the points included in Ii, Tv(Ii) is the total visit duration

or the total time that Ii takes to complete, and Tc(Ii) is the total cost for Ii. All of

these factors are normalized by dividing them by the maximum value of their kind.

The total interest of group presented by GroupIntU(Ii) is calculated using the

following equation:

GroupIntU(Ii) =
1

|U |

d∑
z=1

y∑
j=s

(Intuj(cz)δ(Catvz = cz),∀cz ∈ C (3.3.2)

where

δ(Catvz = cz) =

 1 if Catvz = cz

0 Otherwise.

We calculate the group interests using Eq.3.3.2, which is the sum of users’ interests

for all categories in the generated itinerary divided by the number of users. The

division is added to the equation to normalize the resulting number and keep it a

value between 0 and 1. The symbols used in the following equations are defined in

Table 3.
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Symbol Meaning

Cat(vz) Category of POI vz

Nop(Ii) The number of POIs included in Ii

|V| Total number of POIs

Totp(Ii) Total popularity of the POIs in Ii

MaxP The largest popularity among all POIs

Totv(Ii) Total visit duration and travel time for Ii

MaxV The longest visit duration among all POIs

Totc(Ii) Total entrance cost for POIs in Ii

MaxC The largest entrance cost among all POIs

Table 3: Symbols definition

As presented in the equations in Eq.3.3.3, all the other factors of the fitness

function, such as the number of POIs, total time, total popularity, and total cost, are

also divided by the maximum value of its kind to normalize all the values.

Tn(Ii) =
Nop(Ii)

|V |
, Tp(Ii) =

Totp(Ii)

MaxP

Tv(Ii) =
Totv(Ii)

MaxV
, Tc(Ii) =

Totc(Ii)

MaxC

(3.3.3)

To elaborate, the number of POIs in individual Ii is divided by the total number

of POIs in the region. MaxP is calculated as the maximum popularity an individual

can provide with size MaxPOI. MaxV and MaxC are the longest possible duration

and the highest cost of an individual with size MaxPOI, respectively.

After calculating the fitness score for all the individuals, the population is sorted

by fitness scores. Consequently, top x% of itineraries with highest fitness values will

be selected for the next step.
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3.3.3 Belief space

In the current step, different sources of knowledge are extracted from the selected

individuals to form the belief space. In the proposed algorithm, the BS consists of

two matrices. The first matrix, BS1, is created out of historical knowledge. Assuming

a selected individual as Ii = {vu, ..., vk}, this matrix is defined as a set of selected

individuals BS1 = [I1, I2, ..., Ix]. The knowledge about the POIs that have been

selected resulting in the best fitness scores is stored in this part of the BS. Thus, each

row of this matrix is one of the selected itineraries, with nodes contains one POI. The

structure of BS1 is inspired from [24] and presented as follows:

BS1 =


I11 I21 · · · IMaxPOI

1

I12 I22 · · · IMaxPOI
2

...
...

. . .
...

I1x I2x · · · IMaxPOI
x

 (3.3.4)

Rather than the POI selection, the other crucial factor is their sequence in itinerary

planning. As a result, the second part of the belief space, BS2, reserves the order of

POIs in the selected individuals. This helps the algorithm in the evolution process

select the POI with the best result according to its previous node. Thus, the frequency

that each POI occurred after each of the other POIs in the selected individuals is

saved in BS2. The historical knowledge is extracted and collected in this matrix.

Considering a set of m POIs in a region, BS2 is formed as follows:

BS2 =



0 fr21 fr31 · · · frm1

fr12 0 fr32 · · · frm2
...

...
...

. . .
...

fr1m−1 fr2m−1 fr3m−1 · · · frmm−1

fr1m fr2m fr3m · · · 0


(3.3.5)

where frij is related to the number of times POI vi is located right after vj in the

best-selected individuals.

Using this knowledge, we can take the order of POIs into account in addition to
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the POIs selection. In the subsequent iterations, the new population will be generated

not only by crossover and mutation methods but also by using the collected knowledge

in the belief space. This will reduce the search space and accelerate the evolution

process compared with the genetic algorithm.

Therefore, for generating an individual from BS, the first POI will be randomly

selected from the first column of BS1, and according to that node, BS2 is employed

afterward. Assuming vi is selected from BS1 for the first node, for picking the next

one, we look at the vi-th row of BS2. First, we choose the columns with the highest

values, which means the nodes with a high frequency of occurrence after vi. If there

is only one node with the highest value in that row, it is selected as the next node. In

case of more than one column with highest value, one of them is randomly selected as

the next node, and we repeat this process to the last node of the individual. Thus, if

the selected value is located in vj-th column, then vj is the next node on the itinerary.

As an example to elaborate the process of generating a new individual from BS,

assume a group of three users, U = {u1, u2, u3} are traveling to a region with a set

of seven POIs, V = {v1, v2, ..., v7}. Their limitations are defined as MaxPOI = 4,

MaxB = $500, and MaxT is 8 hours. The workflow of producing an individual from

BS is depicted in Figure 6. In steps 1-3, the algorithm primarily generates n random

individuals with different sizes of a maximum of four as population P. The fitness

values for all individuals in P are calculated, and P is sorted according to it. Then,

the top x% of individuals in P is selected as the best ones and transferred to the next

step for creating the belief space.

Assuming 4 top individuals of the populations are selected, BS1 and BS2 are

formed as shown in step 4. For generating a new individual from BS, a value from

the first column of BS1 is selected randomly for the first node of the new individual.

In this example, v3 is selected and allocated to the first node. For the remaining

nodes, BS2 is employed. For instance, for the next node we check the row for v3 in

BS2. Since column v6 has the highest value, it is chosen as the next node. For the

next node, since there are two equal highest values in row v6, we randomly select one

node between v1 and v4. This process is repeated to the end of the new individual
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with the length of MaxPOI.

Figure 6: An example of one iteration and generating a new individual from belief
space

3.3.4 Crossover and mutation

In the case of using crossover for producing a new individual, two rows of the pop-

ulation are selected randomly. Afterward, the nodes are compared with each other

two by two. If both are non-equal to zero, one of them is picked arbitrarily. In other

cases, if one of them is zero, the other one is selected, and if both of them are zero,

the corresponding node of the individual is set as zero. As depicted in Figure 7, as-

sume I1 and I2 are two individuals which are randomly selected from the population.
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Then using crossover strategy, a new individual, newI, is generated according to the

described methodology.

Figure 7: An example of generating a new individual using crossover

In mutation, first, a random size is chosen for the new individual between two and

MaxPOI. Next, an utterly random individual with the selected size is generated by

picking a set of POIs from V . The remaining nodes at the end of the individual are

then set to zero. As a result, the number of non-zero nodes could be between two

and MaxPOI.

Moreover, on each iteration, we store the best solution of the previous population

in an elite set and add it to the new generation. That is to make sure that the new

generation has at least equal quality as the previous one.

Therefore, n new individuals are generated to form a new population. By some

probability, they are generated from belief space; in other cases, crossover or mutation

are utilized. This process is repeated, and knowledge in the belief space is updated on

each iteration. The whole process continues to meet the termination criteria. Finally,

the individual with the best fitness score is returned as the algorithm’s output.
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3.3.5 Proposed algorithm

Algorithm 1 shows the pseudo-code of our approach for finding the set of POIs and

their sequence as the best itinerary to be recommended. To have a more readable

algorithm, there are two procedures called inside that, including Generate BS2 and

Generate From BS procedures.

As presented in Algorithm 1, a random population is generated in line 1. The

fitness score of the individuals in the population is calculated in lines 3-9 and if any

individual exceeds the limitations the fitness score is set as -1. The population is

sorted by the fitness scores in line 10 and best ones are selected and then form the

belief space in lines 11 to 15. Next, a new population is produced using the belief

space or crossover and mutation methods in line 16-25. The whole process is repeated

for a defined number of times and the final result is returned in line 30.
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Algorithm 1 Knowledge-based Itinerary Recommendation Algorithm
Input: Graph G; Time limit MaxT ; Budget MaxB; Population size n; Iteration number δ;

MaxPOI; The proportion of population to build belief space x; Probability of generating individual

from belief space prob1; Probability of generating individual using crossover prob2

Output: Best solution

1: P ← Generate n individuals randomly with size MaxPOI as initial population set, considering

time and budget constraint: Cost(Ij) ≤MaxB , TotalT ime(Ij) ≤MaxT where Ij ∈ P ;

2: for i = 1 to δ do

3: for j = 1 to n do

4: if Cost(P [j]) ≤MaxB and TotalT ime(P [j]) ≤MaxT then

5: FS ← Calculate fitness score F (P [j])

6: else

7: FS ← −1

8: end if

9: end for

10: Sort individuals in P based on their FS

11: P1 = An empty array

12: el← P [0] ▷ Keep the elite itinerary

13: kb← (x * length of P)/100 ▷ Calculate x% of population length

14: BS1[1, ..., kb]← P [1, ..., kb] ▷ Transfer best individuals to belief space

15: BS2 ← GenerateBS2(BS1)

16: for k = 1 to n− 1 do

17: if rand1() ≤ prob1 then

18: new I ← GenerateFromBS() ▷ generate a new individual from belief space

19: else if rand2() ≤ prob2 then

20: new I ← generate a new individual using crossover strategy

21: else

22: new I ← generate a new individual using mutation strategy

23: end if

24: P1[k]← newI

25: end for

26: P [1]← el

27: P [2, ..., n]← P1

28: end for

29: Calculate fitness scores of P and sort individuals

30: return P [1]
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The whole process of extracting knowledge out of the population and creating

both BS1 and BS2 is outlined in Algorithm 2 in detail. Moreover, the procedure that

uses the stored knowledge and generates a new individual from the belief space is

presented in Algorithm 3.

Algorithm 2 Generate BS2 procedure
Input : Belief space matrix BS1; Total number of POIs POINum; Maximum number of visiting
POIs in an itinerary MaxPOI
Output: Belief space BS2

1: procedure GenerateBS2(BS1, POINum, MaxPOI)
2: Initialize BS2 as an 2D array [POINum× POINum]
3: n← number of rows in BS1

4: for i = 1 to n do
5: for j = 2 to MaxPOI do
6: x← BS1[i][j − 1]
7: y ← BS1[i][j]
8: BS2[x][y]← BS2[x][y] + 1
9: end for
10: end for
11: return BS2

12: end procedure

Algorithm 3 Generate From BS procedure
Input : Belief space matrices BS1 and BS2; Maximum number of visiting POIs in an itinerary
MaxPOI
Output: Generated individual I

1: procedure GenerateFromBS(BS1, BS2, MaxPOI)
2: Initialize I as an empty array with size MaxPOI
3: I[1]← select a POI randomly from BS1[1]
4: for j = 2 to MaxPOI do
5: x← select one column randomly from highest values of BS2[I[j − 1]]
6: newPOI ← select column number of x
7: I[j]← newPOI
8: end for
9: return I
10: end procedure
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CHAPTER 4

Evaluation

This section gives a full review of the experiments carried out in this study. It starts

with an explanation of the experimental setup, then moves on to the conducted ex-

periments, datasets, baseline algorithms and evaluation metrics, followed by results of

our algorithm and comparisons with other algorithms. It emphasizes the experiment’s

results as well as some of the conclusions made from it.

4.1 Setup

In order to evaluate the performance of our model, we have conducted a series of

experiments and analyses. All the experiments were executed on a PC with an Intel

Core I7 CPU, Windows 10, and 8GB of RAM. For comparing the efficiency of our

algorithm with the existing baselines, we implemented them in Python language.

Some parameters play an important role in CA’s efficiency and need to be set up.

Some experiments are conducted to find the best settings for these parameters. As

for the number of iterations that the CA algorithm repeats, 30 and 50 are examined,

and 50 is selected with more satisfying results compared with 30. Moreover, we

examined different probabilities of generating new individuals from the belief space

and the probability of choosing between crossover and mutation. We tested various

probabilities and found out that the best setup for these probabilities is 60% for using

belief space to create a new individual, and in other cases, 70% for using the crossover

method, and 30% for utilizing the mutation approach. Thus, these probabilities are

utilized for the reported results.
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4.2 Datasets

We use two real-world datasets extracted from the Yahoo! Flickr Creative Commons

100M to evaluate our proposed model, which comprises 100 million photos and videos,

for our experiment and analysis. The details and some statistics of the selected

datasets are provided in this section.

Flickr User-POI Visits Dataset [4][52]: In this dataset, users and their visits

to various POIs in different cities are included along with some information about each

POI. The user-POI visits are calculated using geo-tagged YFCC100M Flickr photos

that have been mapped to specific POI locations and POI categories and sorted into

separate travel sequences (consecutive user-POI visits that differ by 8 hours). The

statistics of this dataset, including cities, the number of POIs, the number of users,

POI visits, and travel sequences, are presented in Table 4.

City # POIs # Users # POI visits # Travel sequences

Glasgow 29 601 11,434 2,227

Budapest 39 935 18,513 2,361

Delhi 26 279 3,993 489

Vienna 29 1,155 34,515 3,193

Table 4: Flickr User-POI Visits dataset statistics

Theme Park Attraction Visits Dataset [45]: As shown in Table 5, it includes

users and their visits to various attractions at some theme parks. The user-attraction

visits are calculated using geo-tagged Flickr photographs taken between August 2007

and August 2017 and were collected using the Flickr API.

Theme Park # POIs # Users # POI Visits # Travel Sequences

Disneyland 31 3,704 119,987 11,758

California Adventure 25 2,593 57,177 6,907

Magic Kingdom 27 3,342 73,994 8,126

Table 5: Theme Park Attraction Visits dataset statistics

Both mentioned datasets include data about POIs, such as their category, popu-

larity, cost, and distance between each two POI in one city. Moreover, there are some
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details about the photos taken by the users on their visits, such as their time and

sequence.

4.3 Experiments

To assess the performance of the algorithm and the quality of its output in different

situations, we defined diverse scenarios and conducted experiments in various settings.

Since our algorithm is able to recommend itineraries for a group of tourists, we

created various groups with different characteristics. As shown in Table 7, groups

are initialized in three sizes 3, 5, and 10. Ten separate groups have been randomly

generated from the list of users for each group size. All the algorithms are applied to

these groups, and their efficiency is examined using the metrics that will be defined.

Moreover, the other variable is the population size of the proposed cultural algorithm,

which can vary in three values of 100, 150, and 200. In addition, as elaborated in

Chapter.3, our algorithm inputs the maximum number of visiting POIs in a single

itinerary, time limit, and budget. In all experiments, the values of these parameters

are as presented in Table 6.

Parameter Value Description

MaxPOI 6 Maximum number of POIs

MaxT 8 Time limit (Hours)

MaxB 1000 Maximum budget (Dollars)

Table 6: Input parameters

Moreover, the factor weights in the fitness function, which are user interest, num-

ber of POIs in the individual, total popularity, total visit duration, and total entrance

cost, are set as w1 = 0.5, w2 = 0.25, w3 = 0.1, w4 = 0.1, and w5 = 0.05, respectively.

All the experiments are repeated 5 times to have a more reliable outcome, and the

average, maximum value, and standard deviation of them are reported in the results.

Multiple experiments are also conducted to select the best setting for the proposed

algorithm.
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Variables Values

Group sizes 3, 5, 10

Groups 10 different groups in each size

Population sizes 100, 150, 200

Table 7: Experiments variables

4.4 Data pre-processing

As mentioned in the previous sections, the datasets contain data about the photos

taken in each POI by the users in different time frames. Consequently, inspired from

[28], for extracting the user interest in each POI, we needed to measure the total time

that each user spent on them. It is calculated by finding the time difference between

the last photo taken and the first one in a sequence. Thus, the time of the first taken

photo is considered as the user’s arrival time and the last one as the departure time.

Next, in order to determine the user interest in each category of POIs, not a specific

one, the total time that each user spent in all POIs of the same category is divided

by the maximum value of that. All the obtained user interests are also normalized

to generate a value between 0 and 1. Therefore, we have the interests of all users in

categories that there was a visit history for them.

Furthermore, the time needed to visit each POI was required in order to check that

the generated itineraries do not exceed the time limit. For this purpose, the average

time that each POI was taken from users to visit is calculated and has been set to the

POI as its visit duration. Moreover, the travel time between each POI is obtained

by dividing the distance between them by the average traveling speed. According

to [3], the traveling speed has been set to 4 km per hour as a leisure walking speed.

Therefore, the total time required for a POI equals the sum of its visit duration and

the travel time from the previous POI.

There are four cities in the first dataset and three theme parks in the second one

that are used for our evaluation. Thus, the performance of the proposed algorithm is

examined on seven separate locations. Each city or theme park has a various number
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of POIs differentiated between 25 and 31 that could affect the algorithm accuracy

and run-time.

In addition, some sample groups are needed to perform the algorithm on them and

assess the results. So, ten groups of each size (3, 5, 10) are randomly generated from

users in both datasets separately. All algorithms are applied to these groups to make

a comparison of the quality of the recommended itinerary to the same groups. Group

analysis has been conducted on the first dataset (Flickr User-POI Visits dataset) to

extract the features of each group. For this purpose, the interests of each user in all

groups are extracted to find the intersection of their interests. Thus, we determined

the common categories of interest between them. The idea behind this is that the

more disagreement in a group, the harder it is to recommend an itinerary to satisfy

all of them. This information can help us with further investigation. Therefore, the

results of this analysis of groups of different sizes are presented in three tables, Table

8, Table 9, and Table 10. These tables include the number of categories that each

user is interested in and their intersection, which means the number of categories that

all of them are interested in.

Groups
User 1

# Cats

User 2

# Cats

User 3

# Cats

# Intersection

of Cats

Group 3-0 5 4 3 2

Group 3-1 4 1 3 0

Group 3-2 5 1 1 0

Group 3-3 3 4 2 2

Group 3-4 5 3 4 2

Group 3-5 6 4 3 2

Group 3-6 8 4 2 2

Group 3-7 4 3 8 3

Group 3-8 4 8 3 3

Group 3-9 3 2 2 0

Table 8: The analysis of groups with size 3 (* Cats = Categories)
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Groups
User 1

# Cats

User 2

# Cats

User 3

# Cats

User 4

# Cats

User 5

# Cats

# Intersection

of Cats

Group 5-0 5 1 7 11 5 1

Group 5-1 4 5 5 2 5 1

Group 5-2 4 5 9 8 3 2

Group 5-3 3 3 2 2 1 0

Group 5-4 4 5 1 3 3 0

Group 5-5 2 8 8 1 5 0

Group 5-6 3 5 2 6 3 2

Group 5-7 4 5 3 2 9 2

Group 5-8 2 1 2 3 3 0

Group 5-9 3 6 4 2 2 1

Table 9: The analysis of groups with size 5 (* Cats = Categories)

Groups
User 1

# Cats

User 2

# Cats

User 3

# Cats

User 4

# Cats

User 5

# Cats

User 6

# Cats

User 7

# Cats

User 8

# Cats

User 9

# Cats

User 10

# Cats

# Intersection

of Cats

Group 10-0 2 3 3 2 6 2 9 4 2 6 0

Group 10-1 2 5 9 1 2 4 4 3 2 4 0

Group 10-2 8 1 1 4 4 1 8 9 2 5 0

Group 10-3 9 11 2 4 2 6 1 4 7 4 0

Group 10-4 1 7 5 1 7 4 2 5 3 4 0

Group 10-5 2 9 1 5 3 2 4 2 4 2 0

Group 10-6 5 2 3 6 6 4 8 4 6 5 1

Group 10-7 3 1 7 6 3 5 7 7 4 4 0

Group 10-8 2 3 4 6 1 3 3 8 8 3 1

Group 10-9 1 4 3 4 6 4 2 3 1 3 0

Table 10: The analysis of groups with size 10 (* Cats = Categories)

4.5 Baseline algorithms

In order to make a comparative study, we assess the performance of our proposed

algorithm in comparison with six existing state-of-the-art baseline approaches. In

this section, we elaborate on each algorithm.

Genetic [8]: It is a standard genetic algorithm that generates a random set of

itineraries as an initial population at first. Then, it endeavors to provide va-

riety on that, using crossover and mutation techniques and keeping the best

itineraries on each iteration. The best solution is then presented as an algo-

rithm’s output after the predefined number of iterations. The fitness function
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for evaluating each itinerary in the population is the same as our proposed

algorithm.

AGAM [28]: It is an adaptive genetic algorithm that recommends a personalized

itinerary using dynamic crossover and mutation probabilities. The original al-

gorithm is proposed for recommending an itinerary to an individual, but the

fitness function has been customized to make it comparable with our model.

PERSTOUR [4]: It solves the problem as an integer programming problem. This

algorithm recommends itineraries based on the popularity of POIs and time-

based and frequency-based visitor interest within a given budget. In this exper-

iment, we user time-based version of this algorithm. The value of η indicates

the weight given to either POI popularity or user interest. Thus, we use η = 0.5

to emphasis on optimizing both POI popularity and time-based user interest.

TLR [34]: It is a Transformer based Learning Recommendation using multi-head

attention. It combines an encoder and a decoder to record a personalized corre-

lation between POIs that visits the entire series without the need for sequential

propagation.

PersQ [45]: This algorithm is a personalised itinerary recommendation based on

the implementation of Monte Carlo Tree Search (MCTS). It has four steps:

Selection, Expansion, Simulation, and Back-propagation. The core notion is

that game play begins with iterations of random node selection to explore moves,

with the results of those moves being recorded. Following that, MCTS moves

away from random moves and gradually builds on earlier successes by converging

to moves that result in win states during following game plays [45].

GreedyFitness: First, a POI is selected randomly and added to the itinerary.

Then, following the greedy strategy, it adds a POI that brings the highest

fitness to the itinerary. The remaining POIs are then treated in the same way.

This approach focuses on adding each POI according to the factors included in

calculating the fitness score. It evaluates the POIs step by step when adding
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each POI to the itinerary. It adds each POI just considering the following POI

while not revising its decisions and making the locally optimal choice at each

stage.

4.6 Evaluation metrics

The key method of evaluating an itinerary recommendation system is how well the

suggested itineraries meet the needs of tourists and their interests. We assess the

efficiency of our algorithm and the baselines, which include itinerary planning rec-

ommendations. Our algorithm is based on a cultural algorithm to recommend a tour

that includes as many POIs as feasible, maximizes the user’s visit duration within

a time budget, maximizes overall popularity, and maintains the user’s cost on POI

entrance to a minimum.

Our proposed algorithm is evaluated and compared with other algorithms from

different points of view. Thus, a couple of metrics are employed for this evaluation:

Fitness Score: The fitness score of the recommended itineraries by each algorithm

is analyzed and compared with others under similar circumstances and variables.

Time Complexity: A time analysis experiment has been conducted to assess the

time complexity of each algorithm and check the superiority of our proposed

model.

4.7 Results and Analysis

4.7.1 Population size adjustment

As noted earlier, our proposed algorithm has a population size parameter that is

effective in its quality and performance. We designed some experiments to find the

best size of the population in order to obtain the best result. The experiments are

conducted in three values of 100, 150, and 200 for population size, and on two cities
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of the Flickr User-POI Visits Dataset. Each experiment is repeated five times, and

the maximum value, average, and standard deviation of them are reported.

The best values of average (Avg), maximum (Max), and standard deviation (std)

for each city between three population sizes are shown in bold. Table 11 presents the

results of running CA on population sizes of 100, 150, and 200 for groups with size 3.

Table 12, and Table 13 show the same experiments results for groups with sizes 5 and

10, respectively. Comparing the quality of the solution when population size is 100,

150, and 200 revealed that CA with a population size of 200 outperforms itself with

other population sizes in 83.3% of the cases for groups with size 3, 50% for groups

with size 5, and 68.3% for groups with size 10. Consequently, size 200 is selected as

the best population size with the highest performance for the following experiments.

Budapest Delhi

n = 100 n=150 n = 200 n = 100 n = 150 n = 200

group 3-0

Max 3.049E-01 3.052E-01 3.043E-01 2.435E-01 2.133E-01 3.043E-01

Std 7.672E-03 1.981E-03 3.335E-03 1.506E-02 2.673E-03 3.335E-03

Avg 2.947E-01 3.033E-01 3.005E-01 2.108E-01 2.095E-01 3.005E-01

group 3-1

Max 2.921E-01 2.912E-01 2.925E-01 2.350E-01 2.428E-01 2.925E-01

Std 3.783E-03 3.455E-03 1.473E-03 3.263E-02 1.203E-02 1.473E-03

Avg 2.880E-01 2.878E-01 2.900E-01 1.965E-01 2.327E-01 2.900E-01

group 3-2

Max 2.885E-01 2.862E-01 2.866E-01 2.407E-01 2.224E-01 2.866E-01

Std 6.447E-03 4.223E-03 3.166E-03 2.862E-02 1.806E-02 3.166E-03

Avg 2.826E-01 2.793E-01 2.825E-01 2.026E-01 2.097E-01 2.825E-01

group 3-3

Max 2.883E-01 2.898E-01 2.895E-01 2.550E-01 2.176E-01 2.895E-01

Std 5.816E-03 4.674E-03 3.347E-03 2.305E-02 1.016E-02 3.347E-03

Avg 2.814E-01 2.838E-01 2.866E-01 2.089E-01 1.996E-01 2.866E-01

group 3-4

Max 2.814E-01 2.852E-01 2.846E-01 2.413E-01 2.449E-01 2.846E-01

Std 5.548E-03 1.707E-03 3.400E-03 2.849E-02 3.858E-02 3.400E-03

Avg 2.773E-01 2.826E-01 2.806E-01 2.007E-01 2.121E-01 2.806E-01

group 3-5

Max 2.862E-01 2.853E-01 2.864E-01 2.435E-01 2.428E-01 2.864E-01

Std 1.039E-02 8.986E-03 3.794E-03 2.783E-02 2.176E-02 3.794E-03

Avg 2.797E-01 2.781E-01 2.828E-01 2.031E-01 2.217E-01 2.828E-01

group 3-6

Max 3.002E-01 3.035E-01 3.049E-01 2.401E-01 2.389E-01 3.049E-01

Std 1.582E-03 2.657E-03 1.593E-03 2.198E-02 1.142E-02 1.593E-03

Avg 2.987E-01 3.006E-01 3.032E-01 2.037E-01 2.302E-01 3.032E-01

group 3-7

Max 2.910E-01 2.885E-01 2.936E-01 2.321E-01 2.393E-01 2.936E-01

Std 4.138E-03 2.874E-03 2.985E-03 2.756E-02 2.861E-02 2.985E-03

Avg 2.871E-01 2.863E-01 2.884E-01 2.005E-01 1.979E-01 2.884E-01

group 3-8

Max 2.978E-01 3.015E-01 3.026E-01 2.428E-01 2.360E-01 3.026E-01

Std 3.084E-03 3.371E-03 3.161E-03 3.321E-02 2.434E-02 3.161E-03

Avg 2.946E-01 2.978E-01 2.988E-01 1.914E-01 2.217E-01 2.988E-01

group 3-9

Max 3.019E-01 3.030E-01 3.030E-01 2.451E-01 2.410E-01 3.030E-01

Std 8.011E-03 4.291E-03 7.887E-04 3.704E-02 3.202E-02 7.887E-04

Avg 2.956E-01 2.978E-01 3.023E-01 1.989E-01 2.056E-01 3.023E-01

Table 11: CA result comparison for groups with size 3
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Budapest Delhi

n = 100 n=150 n = 200 n = 100 n = 150 n = 200

Max 2.831E-01 2.893E-01 2.866E-01 2.383E-01 2.433E-01 2.373E-01

Std 5.145E-03 3.807E-03 2.355E-03 2.789E-02 4.522E-03 6.989E-03group 5-0

Avg 2.775E-01 2.862E-01 2.841E-01 2.163E-01 2.363E-01 2.307E-01

Max 3.054E-01 3.059E-01 3.056E-01 2.437E-01 2.430E-01 2.405E-01

Std 7.808E-03 8.466E-03 3.295E-03 3.721E-02 1.912E-02 3.036E-02group 5-1

Avg 2.989E-01 2.995E-01 3.023E-01 2.104E-01 2.285E-01 2.040E-01

Max 2.801E-01 2.802E-01 2.825E-01 2.410E-01 2.389E-01 2.305E-01

Std 4.441E-03 2.391E-03 2.819E-03 3.862E-02 2.745E-02 2.467E-02group 5-2

Avg 2.748E-01 2.785E-01 2.802E-01 2.076E-01 1.993E-01 2.149E-01

Max 3.019E-01 3.026E-01 3.016E-01 2.451E-01 2.281E-01 2.431E-01

Std 1.871E-03 1.713E-03 7.259E-03 3.016E-02 2.141E-02 8.596E-03group 5-3

Avg 2.987E-01 3.011E-01 2.964E-01 2.151E-01 2.095E-01 2.318E-01

Max 2.717E-01 2.734E-01 2.737E-01 2.393E-01 2.497E-01 2.638E-01

Std 2.585E-03 3.385E-03 2.458E-03 1.934E-02 2.141E-02 2.323E-02group 5-4

Avg 2.678E-01 2.692E-01 2.703E-01 2.065E-01 2.141E-01 2.315E-01

Max 2.802E-01 2.787E-01 2.817E-01 2.413E-01 2.416E-01 2.450E-01

Std 2.508E-03 4.151E-03 1.230E-03 1.243E-02 7.152E-03 8.904E-03group 5-5

Avg 2.784E-01 2.751E-01 2.805E-01 2.282E-01 2.315E-01 2.344E-01

Max 2.777E-01 2.770E-01 2.775E-01 2.389E-01 2.510E-01 2.510E-01

Std 3.040E-03 1.922E-03 3.175E-03 2.718E-02 3.055E-02 3.283E-02group 5-6

Avg 2.739E-01 2.748E-01 2.737E-01 2.082E-01 2.115E-01 2.157E-01

Max 3.004E-01 3.010E-01 3.009E-01 2.336E-01 2.469E-01 2.360E-01

Std 1.714E-03 8.618E-04 2.040E-03 2.620E-02 1.246E-02 2.877E-02group 5-7

Avg 2.989E-01 3.001E-01 2.992E-01 1.982E-01 2.353E-01 2.033E-01

Max 2.730E-01 2.767E-01 2.763E-01 2.211E-01 2.537E-01 2.416E-01

Std 4.522E-03 2.255E-03 4.237E-03 2.066E-02 3.411E-02 2.423E-02group 5-8

Avg 2.678E-01 2.745E-01 2.731E-01 2.009E-01 2.077E-01 2.153E-01

Max 2.749E-01 2.785E-01 2.776E-01 2.409E-01 2.356E-01 2.432E-01

Std 2.371E-03 1.258E-03 1.772E-03 2.130E-02 3.419E-02 6.073E-03group 5-9

Avg 2.718E-01 2.768E-01 2.760E-01 2.156E-01 1.915E-01 2.386E-01

Table 12: CA result comparison for groups with size 5

Budapest Delhi

n = 100 n=150 n = 200 n = 100 n = 150 n = 200

Max 2.710E-01 2.695E-01 2.716E-01 2.238E-01 2.427E-01 2.427E-01

Std 4.084E-03 3.699E-03 2.429E-03 2.696E-02 2.502E-02 1.442E-02group 10-0

Avg 2.682E-01 2.695E-01 2.695E-01 1.933E-01 2.224E-01 2.213E-01

Max 2.770E-01 2.748E-01 2.780E-01 1.896E-01 2.278E-01 2.540E-01

Std 3.081E-03 3.148E-03 3.452E-03 1.096E-02 2.658E-02 3.245E-02group 10-1

Avg 2.722E-01 2.748E-01 2.754E-01 1.733E-01 1.977E-01 2.104E-01

Max 2.811E-01 2.841E-01 2.842E-01 2.437E-01 2.437E-01 2.429E-01

Std 4.477E-03 3.570E-03 3.144E-03 1.611E-02 2.984E-02 7.436E-03group 10-2

Avg 2.768E-01 2.841E-01 2.813E-01 2.192E-01 2.195E-01 2.371E-01

Max 2.765E-01 2.733E-01 2.772E-01 2.417E-01 2.409E-01 2.349E-01

Std 4.411E-03 2.457E-03 1.469E-03 3.281E-02 2.968E-02 5.215E-03group 10-3

Avg 2.714E-01 2.733E-01 2.748E-01 2.145E-01 2.065E-01 2.307E-01

Max 2.810E-01 2.694E-01 2.817E-01 2.171E-01 2.362E-01 2.405E-01

Std 2.694E-03 3.214E-03 6.602E-03 2.327E-02 3.047E-02 2.146E-02group 10-4

Avg 2.790E-01 2.694E-01 2.767E-01 1.992E-01 2.065E-01 2.153E-01

Max 2.774E-01 2.785E-01 2.781E-01 2.356E-01 2.470E-01 2.358E-01

Std 4.610E-03 3.749E-03 2.442E-03 2.917E-02 4.311E-02 3.122E-02group 10-5

Avg 2.738E-01 2.785E-01 2.757E-01 1.910E-01 2.108E-01 2.043E-01

Max 2.768E-01 2.771E-01 2.805E-01 2.418E-01 2.431E-01 2.428E-01

Std 4.176E-03 3.564E-03 2.034E-03 3.046E-02 2.790E-02 4.073E-02group 10-6

Avg 2.715E-01 2.771E-01 2.788E-01 2.022E-01 2.224E-01 2.106E-01

Max 2.699E-01 2.611E-01 2.724E-01 2.193E-01 2.413E-01 2.351E-01

Std 7.834E-03 2.356E-03 1.869E-03 2.992E-02 8.578E-03 1.931E-02group 10-7

Avg 2.626E-01 2.611E-01 2.702E-01 1.801E-01 2.289E-01 2.228E-01

Max 2.892E-01 2.809E-01 2.907E-01 2.202E-01 2.076E-01 2.278E-01

Std 5.422E-03 2.352E-03 1.417E-03 1.906E-02 1.402E-02 1.968E-02group 10-8

Avg 2.833E-01 2.809E-01 2.893E-01 2.025E-01 1.892E-01 2.056E-01

Max 2.808E-01 2.779E-01 2.814E-01 2.360E-01 2.286E-01 2.430E-01

Std 3.114E-03 2.355E-03 2.016E-03 3.322E-02 1.620E-02 1.086E-02group 10-9

Avg 2.782E-01 2.779E-01 2.790E-01 1.838E-01 2.033E-01 2.366E-01

Table 13: CA result comparison for groups with size 10
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4. EVALUATION

4.7.2 Result comparison with baselines

We ran all the algorithms on both mentioned datasets and compared the results. The

fitness score shows how well the suggested itinerary corresponds to user preferences.

The following tables presents the fitness score of the recommended itinerary by each

of the algorithms on Flickr User-POI Visits dataset, as our first dataset. Table 14

shows the comparison of CA and other approaches in four cities from this dataset,

including Budapest, Delhi, Glasgow and Vienna in groups with size 3. Table 15 and

Table 16 present the same experiment on groups with sizes 5 and 10, respectively.

Flickr User-POI Visits dataset

City Group CA GA PersTour AGAM TLR PersQ GreedyFitness

Group 3-0 3.005E-01 3.022E-01 2.955E-01 2.655E-01 2.940E-01 2.552E-01 2.733E-01

Group 3-1 2.900E-01 2.864E-01 2.828E-01 2.618E-01 2.835E-01 2.468E-01 2.800E-01

Group 3-2 2.825E-01 2.787E-01 2.638E-01 2.520E-01 2.854E-01 2.588E-01 2.417E-01

Group 3-3 2.866E-01 2.834E-01 2.765E-01 2.539E-01 2.819E-01 2.497E-01 2.182E-01

Group 3-4 2.806E-01 2.788E-01 2.573E-01 2.472E-01 2.797E-01 2.157E-01 2.596E-01

Group 3-5 2.828E-01 2.795E-01 2.696E-01 2.447E-01 2.578E-01 2.209E-01 2.452E-01

Group 3-6 3.032E-01 2.998E-01 2.922E-01 2.635E-01 3.044E-01 2.476E-01 2.992E-01

Group 3-7 2.884E-01 2.886E-01 2.755E-01 2.602E-01 2.859E-01 2.587E-01 2.487E-01

Group 3-8 2.988E-01 2.968E-01 2.763E-01 2.602E-01 2.975E-01 2.271E-01 2.743E-01

Budapest

Group 3-9 3.023E-01 2.960E-01 2.940E-01 2.757E-01 2.928E-01 2.529E-01 2.759E-01

Group 3-0 2.125E-01 2.111E-01 1.711E-01 2.095E-01 1.933E-01 1.588E-01 1.513E-01

Group 3-1 2.005E-01 1.955E-01 1.697E-01 2.146E-01 1.889E-01 1.588E-01 1.949E-01

Group 3-2 2.365E-01 2.031E-01 1.699E-01 2.223E-01 1.895E-01 1.588E-01 1.519E-01

Group 3-3 2.153E-01 2.078E-01 1.709E-01 2.334E-01 1.927E-01 1.588E-01 1.993E-01

Group 3-4 2.098E-01 1.977E-01 1.702E-01 2.219E-01 1.903E-01 1.588E-01 2.187E-01

Group 3-5 2.274E-01 1.980E-01 1.706E-01 2.450E-01 1.918E-01 1.588E-01 2.089E-01

Group 3-6 2.051E-01 2.054E-01 1.695E-01 2.226E-01 1.884E-01 1.588E-01 1.947E-01

Group 3-7 2.159E-01 1.989E-01 1.695E-01 2.295E-01 1.884E-01 1.588E-01 1.889E-01

Group 3-8 2.362E-01 1.955E-01 1.701E-01 2.126E-01 1.902E-01 1.588E-01 1.866E-01

Delhi

Group 3-9 2.184E-01 2.021E-01 1.696E-01 2.143E-01 1.886E-01 1.588E-01 1.651E-01

Group 3-0 2.473E-01 2.400E-01 1.970E-01 2.204E-01 2.302E-01 1.647E-01 1.895E-01

Group 3-1 2.547E-01 2.428E-01 1.970E-01 2.147E-01 2.570E-01 1.658E-01 1.989E-01

Group 3-2 2.641E-01 2.679E-01 1.970E-01 2.376E-01 2.723E-01 2.080E-01 2.101E-01

Group 3-3 2.491E-01 2.495E-01 1.970E-01 2.211E-01 2.290E-01 2.032E-01 2.195E-01

Group 3-4 2.308E-01 2.240E-01 2.018E-01 2.153E-01 2.310E-01 1.646E-01 1.557E-01

Group 3-5 2.649E-01 2.659E-01 2.127E-01 2.289E-01 2.342E-01 1.668E-01 1.638E-01

Group 3-6 2.228E-01 2.158E-01 2.019E-01 2.075E-01 2.293E-01 1.653E-01 1.911E-01

Group 3-7 2.605E-01 2.625E-01 1.990E-01 2.145E-01 2.593E-01 1.772E-01 1.747E-01

Group 3-8 2.272E-01 2.200E-01 1.983E-01 2.129E-01 2.269E-01 1.647E-01 2.058E-01

Glasgow

Group 3-9 2.397E-01 2.323E-01 1.970E-01 2.166E-01 2.519E-01 1.656E-01 1.679E-01

Group 3-0 2.598E-01 2.593E-01 2.366E-01 2.320E-01 2.611E-01 1.774E-01 1.697E-01

Group 3-1 2.499E-01 2.573E-01 2.397E-01 2.309E-01 2.567E-01 1.899E-01 1.998E-01

Group 3-2 2.850E-01 2.864E-01 2.516E-01 2.357E-01 2.716E-01 1.948E-01 1.730E-01

Group 3-3 2.491E-01 2.412E-01 2.293E-01 2.099E-01 2.465E-01 1.727E-01 1.857E-01

Group 3-4 2.324E-01 2.277E-01 2.132E-01 2.074E-01 2.267E-01 1.958E-01 2.078E-01

Group 3-5 2.219E-01 2.174E-01 2.218E-01 2.034E-01 2.238E-01 1.782E-01 1.841E-01

Group 3-6 2.564E-01 2.530E-01 2.072E-01 2.230E-01 2.551E-01 1.916E-01 2.232E-01

Group 3-7 2.886E-01 2.870E-01 2.544E-01 2.288E-01 2.717E-01 1.960E-01 1.853E-01

Group 3-8 2.481E-01 2.452E-01 2.125E-01 2.089E-01 2.431E-01 1.921E-01 1.958E-01

Vienna

Group 3-9 2.603E-01 2.685E-01 2.338E-01 2.208E-01 2.594E-01 1.875E-01 1.969E-01

Table 14: Comparison between our algorithm and various baselines in terms of the
fitness score of the recommended itinerary on groups with size 3 of the first dataset
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4. EVALUATION

Flickr User-POI Visits dataset

City Group CA GA PersTour AGAM TLR PersQ GreedyFitness

Group 5-0 2.841E-01 2.798E-01 2.623E-01 2.618E-01 2.864E-01 2.209E-01 2.601E-01

Group 5-1 3.023E-01 3.028E-01 2.975E-01 2.769E-01 2.963E-01 2.662E-01 2.728E-01

Group 5-2 2.802E-01 2.782E-01 2.573E-01 2.391E-01 2.801E-01 2.246E-01 2.585E-01

Group 5-3 2.964E-01 2.953E-01 2.950E-01 2.608E-01 2.944E-01 2.584E-01 2.822E-01

Group 5-4 2.703E-01 2.687E-01 2.460E-01 2.453E-01 2.690E-01 2.294E-01 2.481E-01

Group 5-5 2.805E-01 2.804E-01 2.688E-01 2.530E-01 2.784E-01 2.315E-01 2.786E-01

Group 5-6 2.737E-01 2.725E-01 2.555E-01 2.435E-01 2.756E-01 2.169E-01 2.494E-01

Group 5-7 2.992E-01 2.986E-01 2.926E-01 2.593E-01 2.919E-01 2.574E-01 2.717E-01

Group 5-8 2.731E-01 2.719E-01 2.634E-01 2.474E-01 2.677E-01 2.318E-01 2.516E-01

Budapest

Group 5-9 2.760E-01 2.754E-01 2.649E-01 2.480E-01 2.763E-01 2.320E-01 2.754E-01

Group 5-0 2.307E-01 2.017E-01 2.623E-01 2.618E-01 1.888E-01 1.597E-01 2.601E-01

Group 5-1 2.040E-01 1.976E-01 2.975E-01 2.769E-01 1.887E-01 1.588E-01 2.728E-01

Group 5-2 2.149E-01 1.966E-01 2.573E-01 2.391E-01 1.883E-01 1.588E-01 2.585E-01

Group 5-3 2.318E-01 1.953E-01 2.950E-01 2.608E-01 1.883E-01 1.588E-01 2.822E-01

Group 5-4 2.315E-01 2.022E-01 2.460E-01 2.453E-01 1.899E-01 1.588E-01 2.481E-01

Group 5-5 2.344E-01 1.992E-01 2.688E-01 2.530E-01 1.888E-01 1.588E-01 2.786E-01

Group 5-6 2.157E-01 1.908E-01 2.555E-01 2.435E-01 1.893E-01 1.588E-01 2.494E-01

Group 5-7 2.033E-01 1.980E-01 2.926E-01 2.593E-01 1.884E-01 1.588E-01 2.717E-01

Group 5-8 2.153E-01 2.011E-01 2.634E-01 2.474E-01 1.893E-01 1.588E-01 2.516E-01

Delhi

Group 5-9 2.386E-01 2.010E-01 2.649E-01 2.480E-01 1.882E-01 1.588E-01 2.754E-01

Group 5-0 2.322E-01 2.260E-01 2.027E-01 2.211E-01 2.403E-01 1.798E-01 2.055E-01

Group 5-1 2.281E-01 2.274E-01 1.971E-01 2.236E-01 2.233E-01 1.825E-01 2.236E-01

Group 5-2 2.344E-01 2.245E-01 2.025E-01 2.170E-01 2.441E-01 1.716E-01 2.057E-01

Group 5-3 2.182E-01 2.124E-01 1.974E-01 2.110E-01 2.264E-01 1.644E-01 1.866E-01

Group 5-4 2.452E-01 2.377E-01 1.976E-01 2.256E-01 2.421E-01 1.804E-01 2.037E-01

Group 5-5 2.228E-01 2.168E-01 1.977E-01 2.159E-01 2.298E-01 1.686E-01 2.147E-01

Group 5-6 2.381E-01 2.244E-01 2.164E-01 2.182E-01 2.305E-01 1.676E-01 1.498E-01

Group 5-7 2.214E-01 2.178E-01 1.971E-01 2.109E-01 2.293E-01 1.700E-01 2.076E-01

Group 5-8 2.375E-01 2.326E-01 1.986E-01 2.160E-01 2.456E-01 1.765E-01 2.315E-01

Glasgow

Group 5-9 2.329E-01 2.321E-01 2.165E-01 2.232E-01 2.269E-01 1.922E-01 1.807E-01

Group 5-0 2.359E-01 2.351E-01 2.108E-01 2.108E-01 2.326E-01 1.825E-01 1.856E-01

Group 5-1 2.714E-01 2.766E-01 2.201E-01 2.305E-01 2.671E-01 1.745E-01 1.967E-01

Group 5-2 2.363E-01 2.322E-01 2.162E-01 2.103E-01 2.369E-01 1.817E-01 2.020E-01

Group 5-3 2.627E-01 2.650E-01 2.157E-01 2.255E-01 2.618E-01 1.824E-01 2.061E-01

Group 5-4 2.298E-01 2.320E-01 2.311E-01 2.218E-01 2.339E-01 1.784E-01 1.963E-01

Group 5-5 2.362E-01 2.372E-01 2.072E-01 2.217E-01 2.417E-01 1.825E-01 1.852E-01

Group 5-6 2.345E-01 2.286E-01 2.161E-01 2.041E-01 2.303E-01 1.836E-01 1.971E-01

Group 5-7 2.609E-01 2.632E-01 2.146E-01 2.168E-01 2.522E-01 1.807E-01 1.906E-01

Group 5-8 2.352E-01 2.299E-01 2.206E-01 2.095E-01 2.382E-01 1.768E-01 2.131E-01

Vienna

Group 5-9 2.390E-01 2.325E-01 2.024E-01 2.076E-01 2.384E-01 1.825E-01 1.797E-01

Table 15: Comparison between our algorithm and various baselines in terms of the
fitness score of the recommended itinerary on groups with size 5 of the first dataset
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Flickr User-POI Visits dataset

City Group CA GA PersTour AGAM TLR PersQ GreedyFitness

Group 10-0 2.695E-01 2.690E-01 2.583E-01 2.505E-01 2.680E-01 2.285E-01 2.699E-01

Group 10-1 2.754E-01 2.740E-01 2.518E-01 2.500E-01 2.759E-01 2.226E-01 2.478E-01

Group 10-2 2.813E-01 2.824E-01 2.587E-01 2.468E-01 2.828E-01 2.314E-01 2.538E-01

Group 10-3 2.748E-01 2.743E-01 2.630E-01 2.485E-01 2.726E-01 2.281E-01 2.748E-01

Group 10-4 2.767E-01 2.751E-01 2.572E-01 2.435E-01 2.812E-01 2.238E-01 2.559E-01

Group 10-5 2.757E-01 2.756E-01 2.656E-01 2.549E-01 2.696E-01 2.326E-01 2.499E-01

Group 10-6 2.788E-01 2.778E-01 2.674E-01 2.524E-01 2.710E-01 2.336E-01 2.514E-01

Group 10-7 2.702E-01 2.668E-01 2.544E-01 2.400E-01 2.698E-01 2.196E-01 2.670E-01

Group 10-8 2.893E-01 2.859E-01 2.810E-01 2.560E-01 2.824E-01 2.496E-01 2.577E-01

Budapest

Group 10-9 2.790E-01 2.800E-01 2.683E-01 2.438E-01 2.778E-01 2.344E-01 2.792E-01

Group 10-0 2.213E-01 1.920E-01 1.694E-01 2.088E-01 1.882E-01 1.588E-01 1.651E-01

Group 10-1 2.104E-01 1.984E-01 1.695E-01 2.030E-01 1.885E-01 1.588E-01 1.938E-01

Group 10-2 2.371E-01 1.987E-01 1.695E-01 2.275E-01 1.883E-01 1.588E-01 1.502E-01

Group 10-3 2.307E-01 1.819E-01 1.695E-01 2.304E-01 1.883E-01 1.598E-01 1.658E-01

Group 10-4 2.153E-01 1.965E-01 1.695E-01 2.308E-01 1.883E-01 1.588E-01 1.502E-01

Group 10-5 2.043E-01 1.854E-01 1.695E-01 2.033E-01 1.884E-01 1.594E-01 1.944E-01

Group 10-6 2.106E-01 1.891E-01 1.695E-01 2.303E-01 1.884E-01 1.588E-01 1.938E-01

Group 10-7 2.228E-01 1.998E-01 1.695E-01 2.162E-01 1.882E-01 1.588E-01 1.651E-01

Group 10-8 2.056E-01 2.016E-01 1.695E-01 2.015E-01 1.884E-01 1.588E-01 1.938E-01

Delhi

Group 10-9 2.366E-01 1.893E-01 1.695E-01 2.260E-01 1.882E-01 1.588E-01 1.651E-01

Group 10-0 2.377E-01 2.294E-01 1.975E-01 2.233E-01 2.480E-01 1.846E-01 2.220E-01

Group 10-1 2.319E-01 2.247E-01 1.976E-01 2.176E-01 2.282E-01 1.721E-01 1.898E-01

Group 10-2 2.342E-01 2.305E-01 2.002E-01 2.182E-01 2.498E-01 1.699E-01 1.593E-01

Group 10-3 2.343E-01 2.261E-01 2.003E-01 2.147E-01 2.452E-01 1.654E-01 2.055E-01

Group 10-4 2.446E-01 2.256E-01 2.073E-01 2.157E-01 2.435E-01 1.657E-01 1.768E-01

Group 10-5 2.346E-01 2.303E-01 1.972E-01 2.240E-01 2.490E-01 1.781E-01 2.057E-01

Group 10-6 2.426E-01 2.230E-01 1.971E-01 2.159E-01 2.412E-01 1.688E-01 2.053E-01

Group 10-7 2.332E-01 2.255E-01 2.019E-01 2.065E-01 2.302E-01 1.794E-01 2.107E-01

Group 10-8 2.331E-01 2.236E-01 1.971E-01 2.130E-01 2.321E-01 1.736E-01 2.203E-01

Glasgow

Group 10-9 2.415E-01 2.200E-01 2.015E-01 2.132E-01 2.394E-01 1.678E-01 2.053E-01

Group 10-0 2.403E-01 2.292E-01 2.179E-01 2.141E-01 2.392E-01 1.760E-01 1.675E-01

Group 10-1 2.308E-01 2.219E-01 2.173E-01 2.099E-01 2.288E-01 1.774E-01 1.924E-01

Group 10-2 2.363E-01 2.360E-01 2.199E-01 2.123E-01 2.413E-01 1.786E-01 2.000E-01

Group 10-3 2.375E-01 2.363E-01 2.148E-01 2.090E-01 2.395E-01 1.770E-01 2.122E-01

Group 10-4 2.390E-01 2.347E-01 2.131E-01 2.141E-01 2.344E-01 1.767E-01 1.997E-01

Group 10-5 2.399E-01 2.367E-01 2.188E-01 2.190E-01 2.321E-01 1.738E-01 2.157E-01

Group 10-6 2.429E-01 2.369E-01 2.155E-01 2.098E-01 2.337E-01 1.893E-01 2.162E-01

Group 10-7 2.294E-01 2.275E-01 2.032E-01 2.146E-01 2.316E-01 1.769E-01 1.978E-01

Group 10-8 2.527E-01 2.543E-01 2.117E-01 2.195E-01 2.561E-01 1.762E-01 1.848E-01

Vienna

Group 10-9 2.510E-01 2.382E-01 2.087E-01 2.202E-01 2.444E-01 1.762E-01 2.169E-01

Table 16: Comparison between our algorithm and various baselines in terms of the
fitness score of the recommended itinerary on groups with size 10 of the first dataset

As shown in tables 14, 15, and 16, the results of applying all algorithms on the

first dataset revealed that our proposed algorithm (CA) surpasses other baselines in

72.5% of the cases for groups with size 3, 67.5% for groups with size 5, and 65% for

groups with size 10.

Comparing the obtained results for each city revealed that the best solution quality

is for Budapest. Further analysis depicted that the category of the most popular

POIs in this city is cultural, which is the same as the intersection of interests of

group members in some of the groups. Thus, it is much easier for the algorithm
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to provide a satisfying itinerary for the generated groups in this city, as it is more

likely to find a cultural touristic spot in this city than others. Moreover, Delhi is

the only city where our proposed algorithms could beat all the other baselines when

recommending an itinerary for all groups with sizes 3 and 5. The reason behind that

could be the fact that in Delhi, there is no cultural POI, and it can be derived that

CA performs more efficiently when running in the situation that any of the group

members have no interest in the target region. Furthermore, considering the cases

where other algorithms performed better, TLR had the best performance after CA,

with at least 25% of cases recommending the best solution.

Moreover, similar experiments are conducted on three regions from the Theme

Part Attraction Visits dataset as our second dataset, including Disneyland, California

Adventure, and Magic Kingdom. Table 17 presents the results of running CA and all

the other algorithms on these regions for groups with size 3. Table 18 and Table 19

contain the results of a similar experiment for groups with sizes 5 and 10, respectively.
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Theme Park Attraction Visits dataset

City Group CA GA PersTour AGAM TLR PersQ GreedyFitness

Group 3-0 2.137E-01 2.156E-01 1.435E-01 1.481E-01 1.385E-01 1.606E-01 1.657E-01

Group 3-1 2.744E-01 2.769E-01 2.089E-01 2.116E-01 1.690E-01 1.922E-01 2.769E-01

Group 3-2 2.286E-01 2.186E-01 1.694E-01 1.588E-01 1.485E-01 1.693E-01 1.983E-01

Group 3-3 2.586E-01 2.586E-01 1.719E-01 1.805E-01 1.510E-01 1.874E-01 1.823E-01

Group 3-4 2.200E-01 2.181E-01 1.678E-01 1.667E-01 1.562E-01 1.782E-01 2.173E-01

Group 3-5 2.564E-01 2.554E-01 1.739E-01 1.770E-01 1.599E-01 2.065E-01 2.554E-01

Group 3-6 2.686E-01 2.691E-01 1.817E-01 1.748E-01 1.648E-01 2.164E-01 2.691E-01

Group 3-7 2.544E-01 2.538E-01 1.733E-01 1.685E-01 1.587E-01 2.053E-01 2.538E-01

Group 3-8 2.752E-01 2.607E-01 1.797E-01 1.731E-01 1.621E-01 2.140E-01 2.657E-01

Disland

Group 3-9 2.474E-01 2.374E-01 1.710E-01 1.750E-01 1.642E-01 2.007E-01 2.474E-01

Group 3-0 2.044E-01 2.029E-01 1.840E-01 1.588E-01 2.071E-01 1.460E-01 1.920E-01

Group 3-1 2.092E-01 2.120E-01 1.917E-01 1.775E-01 2.117E-01 1.487E-01 1.931E-01

Group 3-2 2.365E-01 2.348E-01 1.887E-01 1.826E-01 2.201E-01 1.727E-01 1.787E-01

Group 3-3 2.368E-01 2.293E-01 2.010E-01 1.841E-01 2.186E-01 1.625E-01 1.920E-01

Group 3-4 2.414E-01 2.414E-01 1.901E-01 1.831E-01 2.237E-01 1.468E-01 1.756E-01

Group 3-5 2.652E-01 2.550E-01 2.118E-01 1.752E-01 2.282E-01 1.482E-01 2.058E-01

Group 3-6 2.354E-01 2.360E-01 2.067E-01 2.020E-01 2.163E-01 1.553E-01 1.922E-01

Group 3-7 2.301E-01 2.333E-01 2.017E-01 1.735E-01 2.184E-01 1.556E-01 2.201E-01

Group 3-8 2.948E-01 2.941E-01 2.141E-01 1.984E-01 2.415E-01 1.446E-01 1.704E-01

CaliAdv

Group 3-9 3.044E-01 3.031E-01 2.181E-01 1.835E-01 2.451E-01 1.486E-01 1.709E-01

Group 3-0 2.423E-01 2.396E-01 2.355E-01 1.886E-01 2.403E-01 1.880E-01 2.316E-01

Group 3-1 2.955E-01 2.944E-01 2.789E-01 2.063E-01 2.804E-01 2.321E-01 2.445E-01

Group 3-2 2.319E-01 2.265E-01 2.409E-01 2.112E-01 2.424E-01 2.054E-01 2.220E-01

Group 3-3 2.525E-01 2.510E-01 2.484E-01 2.159E-01 2.516E-01 1.882E-01 1.931E-01

Group 3-4 2.342E-01 2.309E-01 2.471E-01 2.111E-01 2.284E-01 2.094E-01 2.303E-01

Group 3-5 2.758E-01 2.758E-01 2.581E-01 2.209E-01 2.686E-01 2.144E-01 2.586E-01

Group 3-6 2.832E-01 2.828E-01 2.616E-01 2.156E-01 2.765E-01 2.235E-01 2.685E-01

Group 3-7 2.618E-01 2.656E-01 2.534E-01 2.159E-01 2.680E-01 2.174E-01 2.574E-01

Group 3-8 2.798E-01 2.772E-01 2.588E-01 2.175E-01 2.745E-01 2.220E-01 2.660E-01

MagicK

Group 3-9 2.614E-01 2.611E-01 2.546E-01 2.048E-01 2.604E-01 2.127E-01 2.528E-01

Table 17: Comparison between our algorithm and various baselines in terms of the
fitness score of the recommended itinerary on groups with size 3 of the second dataset

48



4. EVALUATION

Theme Park Attraction Visits dataset

City Group CA GA PersTour AGAM TLR PersQ GreedyFitness

Group 5-0 1.954E-01 1.935E-01 1.469E-01 1.435E-01 1.415E-01 1.489E-01 1.610E-01

Group 5-1 1.916E-01 1.869E-01 1.494E-01 1.485E-01 1.435E-01 1.548E-01 1.875E-01

Group 5-2 2.180E-01 2.180E-01 1.623E-01 1.631E-01 1.541E-01 1.758E-01 2.180E-01

Group 5-3 2.117E-01 2.117E-01 1.570E-01 1.525E-01 1.498E-01 1.715E-01 2.117E-01

Group 5-4 2.235E-01 2.227E-01 1.605E-01 1.570E-01 1.523E-01 1.791E-01 2.227E-01

Group 5-5 2.375E-01 2.375E-01 1.659E-01 1.654E-01 1.573E-01 1.892E-01 2.375E-01

Group 5-6 2.041E-01 2.049E-01 1.600E-01 1.569E-01 1.479E-01 1.653E-01 2.056E-01

Group 5-7 2.110E-01 2.105E-01 1.581E-01 1.560E-01 1.504E-01 1.710E-01 2.110E-01

Group 5-8 2.904E-01 2.834E-01 1.871E-01 1.865E-01 1.740E-01 2.209E-01 2.834E-01

Disland

Group 5-9 2.931E-01 2.925E-01 1.896E-01 1.985E-01 1.754E-01 2.275E-01 2.931E-01

Group 5-0 2.044E-01 2.029E-01 1.840E-01 1.588E-01 2.071E-01 1.460E-01 1.920E-01

Group 5-1 2.092E-01 2.120E-01 1.917E-01 1.775E-01 2.117E-01 1.487E-01 1.931E-01

Group 5-2 2.365E-01 2.348E-01 1.887E-01 1.826E-01 2.201E-01 1.727E-01 1.787E-01

Group 5-3 2.368E-01 2.293E-01 2.010E-01 1.841E-01 2.186E-01 1.625E-01 1.920E-01

Group 5-4 2.414E-01 2.414E-01 1.901E-01 1.831E-01 2.237E-01 1.468E-01 1.756E-01

Group 5-5 2.652E-01 2.550E-01 2.118E-01 1.752E-01 2.282E-01 1.482E-01 2.058E-01

Group 5-6 2.354E-01 2.360E-01 2.067E-01 2.020E-01 2.163E-01 1.553E-01 1.922E-01

Group 5-7 2.301E-01 2.333E-01 2.017E-01 1.735E-01 2.184E-01 1.556E-01 2.201E-01

Group 5-8 2.948E-01 2.941E-01 2.141E-01 1.984E-01 2.415E-01 1.446E-01 1.704E-01

CaliAdv

Group 5-9 3.044E-01 3.031E-01 2.181E-01 1.835E-01 2.451E-01 1.486E-01 1.709E-01

Group 5-0 2.16E-01 2.18E-01 2.35E-01 1.99E-01 2.28E-01 1.87E-01 2.17E-01

Group 5-1 2.22E-01 2.13E-01 2.30E-01 1.94E-01 2.20E-01 1.93E-01 2.07E-01

Group 5-2 2.32E-01 2.32E-01 2.43E-01 2.14E-01 2.25E-01 2.04E-01 2.28E-01

Group 5-3 2.29E-01 2.28E-01 2.38E-01 2.06E-01 2.21E-01 2.04E-01 2.24E-01

Group 5-4 2.42E-01 2.36E-01 2.40E-01 2.13E-01 2.41E-01 2.06E-01 2.31E-01

Group 5-5 2.51E-01 2.51E-01 2.49E-01 2.16E-01 2.51E-01 2.17E-01 2.41E-01

Group 5-6 2.24E-01 2.21E-01 2.35E-01 2.05E-01 2.18E-01 2.02E-01 2.17E-01

Group 5-7 2.26E-01 2.27E-01 2.39E-01 2.11E-01 2.42E-01 2.04E-01 2.23E-01

Group 5-8 2.97E-01 2.92E-01 2.69E-01 2.05E-01 2.79E-01 2.28E-01 2.73E-01

MagicK

Group 5-9 3.07E-01 3.04E-01 2.73E-01 2.23E-01 2.84E-01 2.32E-01 2.80E-01

Table 18: Comparison between our algorithm and various baselines in terms of the
fitness score of the recommended itinerary on groups with size 5 of the second dataset
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Theme Park Attraction Visits dataset

City Group CA GA PersTour AGAM TLR PersQ GreedyFitness

Group 10-0 1.977E-01 1.970E-01 1.520E-01 1.535E-01 1.461E-01 1.604E-01 1.977E-01

Group 10-1 2.049E-01 2.030E-01 1.567E-01 1.549E-01 1.495E-01 1.638E-01 2.029E-01

Group 10-2 1.846E-01 1.850E-01 1.466E-01 1.635E-01 1.415E-01 1.515E-01 1.846E-01

Group 10-3 2.528E-01 2.528E-01 1.770E-01 1.806E-01 1.663E-01 1.975E-01 2.528E-01

Group 10-4 2.384E-01 2.384E-01 1.698E-01 1.766E-01 1.610E-01 1.878E-01 2.384E-01

Group 10-5 2.879E-01 2.874E-01 1.924E-01 1.888E-01 1.795E-01 2.211E-01 2.879E-01

Group 10-6 1.924E-01 1.931E-01 1.501E-01 1.464E-01 1.442E-01 1.568E-01 1.924E-01

Group 10-7 2.626E-01 2.588E-01 1.819E-01 1.515E-01 1.699E-01 2.040E-01 2.626E-01

Group 10-8 2.099E-01 2.093E-01 1.571E-01 1.541E-01 1.505E-01 1.685E-01 2.099E-01

Disland

Group 10-9 2.155E-01 2.150E-01 1.604E-01 1.625E-01 1.527E-01 1.723E-01 2.155E-01

Group 10-0 2.227E-01 2.209E-01 1.987E-01 1.942E-01 2.160E-01 1.633E-01 2.112E-01

Group 10-1 2.189E-01 2.247E-01 1.920E-01 1.904E-01 2.177E-01 1.500E-01 1.795E-01

Group 10-2 2.046E-01 2.026E-01 1.892E-01 1.891E-01 2.111E-01 1.448E-01 1.758E-01

Group 10-3 2.692E-01 2.689E-01 2.019E-01 2.008E-01 2.366E-01 1.526E-01 1.697E-01

Group 10-4 2.571E-01 2.633E-01 1.961E-01 1.954E-01 2.306E-01 1.592E-01 1.797E-01

Group 10-5 3.057E-01 2.955E-01 2.159E-01 2.231E-01 2.486E-01 1.493E-01 1.693E-01

Group 10-6 2.165E-01 2.203E-01 1.857E-01 1.846E-01 2.144E-01 1.596E-01 1.715E-01

Group 10-7 2.830E-01 2.707E-01 2.057E-01 2.104E-01 2.401E-01 1.474E-01 1.694E-01

Group 10-8 2.309E-01 2.279E-01 1.899E-01 1.901E-01 2.204E-01 1.469E-01 1.769E-01

CaliAdv

Group 10-9 2.296E-01 2.357E-01 1.889E-01 1.872E-01 2.232E-01 1.539E-01 1.755E-01

Group 10-0 2.223E-01 2.130E-01 2.117E-01 2.011E-01 2.216E-01 1.989E-01 2.124E-01

Group 10-1 2.259E-01 2.239E-01 2.364E-01 2.006E-01 2.162E-01 2.003E-01 2.159E-01

Group 10-2 2.123E-01 2.125E-01 2.262E-01 1.948E-01 2.269E-01 1.918E-01 2.113E-01

Group 10-3 2.714E-01 2.611E-01 2.569E-01 2.217E-01 2.614E-01 2.219E-01 2.495E-01

Group 10-4 2.603E-01 2.506E-01 2.497E-01 2.115E-01 2.541E-01 2.163E-01 2.398E-01

Group 10-5 3.040E-01 3.016E-01 2.726E-01 2.283E-01 2.791E-01 2.376E-01 2.731E-01

Group 10-6 2.199E-01 2.112E-01 2.298E-01 2.053E-01 2.309E-01 1.949E-01 2.089E-01

Group 10-7 2.780E-01 2.763E-01 2.619E-01 2.060E-01 2.663E-01 2.263E-01 2.561E-01

Group 10-8 2.392E-01 2.287E-01 2.368E-01 2.117E-01 2.317E-01 2.032E-01 2.206E-01

MagicK

Group 10-9 2.392E-01 2.392E-01 2.402E-01 2.047E-01 2.325E-01 2.057E-01 2.244E-01

Table 19: Comparison between our algorithm and various baselines in terms of the
fitness score of the recommended itinerary on groups with size 10 of the second dataset

The comparison results on the second dataset in tables 17, 18, and 19 disclosed

that our algorithm outperforms in 73% of the experiments in groups with size 3, 80%

in groups with size 5, and 66% in groups with size 10. Whereas the statistics of

each theme park are different from others, the proposed algorithm had a consistent

and stable proficiency in all three regions and all the generated groups. Analyzing

the results of other algorithms revealed that GA had the best performance after our

proposed algorithm with at least 26.6% of the cases for all group sizes, which shows

that the evolutionary approaches are more productive than other methodologies in

solving this kind of problem.
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4.7.3 Non-parametric statistical analysis

There are two types of statistical processes used to perform the statistical analysis:

parametric and non-parametric [53]. The results of the parametric tests are reported

in the previous section. Now according to the principles of [54], we use some non-

parametric tests to demonstrate that the proposed algorithm has consistent results

and can also deliver better results than the other algorithms. Compared to the

parametric test, which makes assumptions about a population’s parameters, non-

parametric tests do not assume anything about the underlying distribution of the

variables being assessed.

The first non-parametric analysis is conducted to check the consistency of the

results of our algorithm. For this purpose, two non-parametric statistical tests for

multiple comparisons were used in particular. One of the most frequently used tests

is Friedman test [55, 56]. The null hypothesis for this test is that the populations’

medians are equal. The alternative hypothesis is non-directional since it is defined

as the negation of the null hypothesis [53]. Another utilized non-parametric test is

Kruskal test. The null hypothesis of this pre-hoc test is that the variables come from

the same distribution. This test uses a rank system as well, but it can handle more

than two groups at once [57].

All the experiments on the proposed algorithm are repeated five times in each

group, and the average fitness score of the solution is reported in the previous section.

Using the non-parametric tests, we check the stability of the results in all these

five experiments for different groups. The null hypothesis is that there is a same

distribution between each CA experiment with a significance level of α = 0.05. As

reported in Table 20, the obtained p-value from both Friedman and Kruskal tests are

greater than α. Therefore, it failed to reject the null hypothesis, which is interpreted

strongly suggesting that the results are drawn from the same distributions.
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CA

Friedman Test Kruskal Test

Statistic p-value Statistic p-value

5.200 0.267 2.525 0.640

Table 20: Non-parametric statistical analysis on CA results (α = 0.05)

Furthermore, another test is run on the results obtained from all examined algo-

rithms to check if there is a considerable difference between their output. Wilcoxon

test is employed for this analysis which is a non-parametric approach that uses a

two-sample design in hypothesis testing situations. It seeks to find significant dif-

ferences between two samples means that the behaviours of two algorithms are not

similar [53]. The null hypothesis in this test is that CA and other solution approaches

produce similar results with no statistically significant differences, considering a level

of significance α = 0.05.

Table 21 shows the corresponding results, which include the test statistic value

and the p-value derived from each test that compared CA with each of the baselines.

In this table, the p-value for all algorithms are less that α. Therefore, the test results

indicate that we can correctly reject the null hypothesis and it implies a difference in

accuracy between the CA and all the compared approaches.

GA PersTour AGAM TLR PersQ Greedy

WilcoxonTest
Statistic 3.000 0.000 0.000 7.000 0.000 0.000

p-value 0.010 0.002 0.002 0.037 0.002 0.002

Table 21: Non-parametric statistical analysis comparing CA and baselines (α = 0.05)

4.7.4 Run-time analysis

We have previously demonstrated the efficacy of our method. This section compares

the run time of our approach with the baselines. Figure 8 presents the run-time

comparison of all the algorithms on groups of different sizes.
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Figure 8: Run-time analysis

We witnessed that the time-complexity of the algorithm follows a linear manner

while increasing the group size. Moreover, its run-time is acceptable compared with

other baselines such as TLR and AGAM, especially when group size is 3 and 5,

whereas it exceeds them when applied to groups with size 10.

A comparison of the algorithms in terms of the evolution process is depicted in

Figure 9. As we are witnessing in these charts, the quality of the solutions generated

by CA is evolving to the final iterations, while GA has a consistent quality after

one-third of the iterations. This shows that the evolution in CA could keep on if the

termination criteria have not stopped the process. Therefore, 50 iterations lead to a

better result than 30, letting the algorithm continue the evolution process, and the

final result is much more satisfying than GA.
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Figure 9: Comparison of the evolution of our proposed algorithm with Genetic algo-
rithm, considering the solution of both algorithms for Delhi on population size 200
on different group sizes

4.8 Discussion

The importance of tour planning research has increased the widespread use of per-

sonalized itinerary recommendation systems. Therefore, in this research study, we

proposed a personalized group itinerary recommendation algorithm using Cultural

Algorithm. The algorithm recommends an itinerary corresponding to the interests

of all tourists in a group and their limitations, such as their time, budget, and the

maximum number of points they tend to visit. To select the best itinerary which

matches users’ needs, we focus on users’ interests into different categories of POIs,

POIs popularity, visit duration, entrance cost, the distance between POIs, and the

number of POIs covered in the itinerary.
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In this algorithm, the main objective is to enhance the accuracy of the recom-

mended solution by using the knowledge gained during the evolution process. This

is why it can reduce the search space and head to the final result faster than other

baselines while improving the effectiveness of the solution.

The proposed algorithm has been applied to two real-world datasets to test the

performance and efficiency. Some experiments have been conducted to select the

best population size for the CA algorithm. The results revealed that the bigger the

population, the better the fitness score. As a result, between three population sizes

of 100, 150, and 200, population size 200 was selected for the remaining experiments.

Moreover, CA was compared to some state-of-the-art algorithms related to this

topic. Six other algorithms were selected from different categories of methodology,

such as evolutionary, deep learning, MCTS, and integer programming approaches,

to make a comprehensive comparison. The results of the mentioned experiments

depicted that our proposed algorithm is more efficient than the baseline algorithms

in most of the experiments. Moreover, the non-parametric tests indicated that there

is consistency in the results of our algorithm in a different situation, and there is also

a notable difference between CA and other baselines.

Time analysis revealed that the proposed algorithm has better or similar run time

compared with others, mainly when applied to groups with sizes 3 and 5. However, it

takes longer than others to recommend an itinerary for bigger groups. Whereas the

improvement gained in the quality of the final solution for all group sizes compared

with baselines outweigh the time difference in larger groups. In addition, studying the

evolution process of CA and other evolutionary algorithms, such as GA, expressed

that CA pursues its progress to accomplish a more efficient result while GA stops the

evolution process in the early iterations.
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CHAPTER 5

Conclusion and Future Work

The objective of itinerary recommendation is to offer a plan for a tourist or a group of

tourists to visit some travel spots, depending on their interests and taking into account

specific constraints such as time, budget, and the number of points of interest (POIs)

to visit. Considering the visit history of each user, their interests in each category of

POIs were extracted and utilized for the itinerary recommendation.

In this thesis, we have proposed a personalized group itinerary recommendation

algorithm using the Cultural Algorithm to generate an itinerary that satisfies all

group members to some extent while does not exceed their limitations. The proposed

algorithm can solve the group itinerary recommendation problem as a multi-objective

optimization problem with some characteristics, such as Variable size of the solution,

and important order and sequence of the selected items in the solution.

Cultural Algorithms can be considered as an extension of Genetic Algorithms, in

which the belief space serves as a knowledge conduit between successive generations

that are being evolved. Thus, the knowledge extracted from the population in each

iteration is stored in two matrices designed for belief space. First, a random popula-

tion is generated. Then, itineraries with high quality are selected to form the belief

space. One of the matrices collects the POIs that have occurred more than others,

and the other one keeps the sequence of the POIs in those solutions. Consequently,

the following populations are generated from the belief space or by using crossover

and mutation methodologies.

The proposed algorithm has been evaluated on two real-world datasets: the Flickr

User-POI Visits dataset and Theme Park Attraction Visits Dataset. We have con-
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ducted multiple experiments to analyze the best settings for the proposed algorithms

and also evaluated its performance on some groups of different sizes of 3, 5, and

10. For further assessment, we compared the performance of our algorithms with six

state-of-the-art algorithms which used various methodologies. As for the evaluation

metrics, the quality of the recommended itineraries has been assessed by measuring

their fitness score. Moreover, a run-time comparison has been made on all algorithms.

The results revealed that our proposed algorithm beat alternative baselines on

the Flickr User-POI Visits dataset in 72.5%, 67.5%, and 65% of situations for groups

of sizes 3, 5, and 10, respectively. Additionally, CA outperformed the existing algo-

rithms in 73% of the experiments on groups of size 3, 80% on groups of size 5, and

66% on groups of size 10 when applying to the Theme Park Attraction Visits dataset.

Moreover, non-parametric tests revealed that this algorithm produces consistent re-

sults in various circumstances and differs significantly from previous algorithms. In

addition, the run-time analysis revealed that our algorithm has acceptable and better

time complexity compared with other algorithms especially in groups with size 3 and

5, while it could be enhanced when working with larger groups.

Overall, the proposed algorithm could beat other baseline algorithms in terms of

the quality of the recommended itinerary and provide more satisfactory solutions for

tourists. It plans the itineraries considering users’ interests and takes into account

their limitations.

5.1 Future works

In our future work, we intend to address other aspects of the itinerary recommenda-

tion problem. We count on user interests extracted from their travel history in this

work. Thus, addressing the cold-start problem for recommending an itinerary to a

user with no travel history is one of the aspects of extending our research.

In addition, as revealed in run-rime analysis, the time complexity of our proposed

algorithm is higher than other baselines while recommending an itinerary for groups

with a size 10. Therefore, it can be improved to complete in a sufficient time, es-
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pecially for groups of considerable size. Moreover, it could be enhanced with more

real-life constraints, such as POIs queuing and opening times.

Finally, testing the performance of the proposed algorithm in solving similar real-

life problems, such as educational planning and scheduling, and with other input

parameters is a part of our future works.
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