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Abstract

This thesis aims at estimating the parameters of a battery equivalent circuit model

(ECM) using electrochemical impedance spectroscopy (EIS). This method has been

widely used for analysing state of health of batteries. However, much work hasn’t

been done to extract battery ECM parameters using EIS. In this thesis, an approach

is offered as a method for obtaining the ECM parameters of a battery using EIS. Also,

another approach based on estimation in time domain is developed to estimate the

internal resistance of the battery. Further, real world EIS and time-domain data are

collected to estimate and compare the ECM parameters using both methods. The

experiment is repeated at six different state of charge (SOC) levels of the battery.

The analysis showed that at low SOC levels, the experimental results demonstrate

a strong solid electrolyte interface (SEI) effect. Furthermore, the experimental data

demonstrates that computed ECM parameters using the time-domain technique are

very close to those estimated in the frequency domain using EIS data, with a difference

of less than 0.01 percent. One major issue that restricts EIS from implementation

in real time scenarios is that it is time consuming . EIS experiment takes about

60 minutes to complete. This thesis presents an approach to reduce the EIS data

collection time by constructing a new signal where multiple sinewaves are combined

to shorten the current signals. This work is done in the simulated environment which

showed that shortening the signal increased noise in the output. The algorithms

were applied on several signal to noise ratio (SNR) values. Furthermore, simulations

demonstrated that at a SNR of 70 EIS time can be reduced to approx. 150 secs.
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Chapter 1

Introduction

In this manuscript style thesis, we aim at the research in the field of battery man-

agement systems (BMS) through a collection of previously submitted works. As the

world is growing towards technology, the demand for energy is also increasing. Due

to environmental concerns of the fossil fuels, the need for renewable energy resources

comes into play. Li-ion battery has been widely used in variety of fields because of

their high energy density and low memory effect. A battery management system

plays a vital role in ensuring the safety, reliablity and efficiency of the battery. The

evolution of the battery management system (BMS) from a simple monitoring unit

to a multifunction integrated unit is being accelerated by advancements in battery

technology. It would be more accurate and effective to represent the behaviour of

the battery level to the vehicle with a more comprehensive and faster battery model.

Some essential technologies based on the model, such as battery condition estimate,

energy equalisation, thermal management, and fault diagnosis, are progressed on this

premise to ensure battery safety, power, and durability. For the deployment of ef-

fective BMS control, a battery model must be established. A battery model is the

behaviour of a battery in terms of its electrical equivalent circuit model (ECM).

The accuracy in estimating parameters of electrical ECM is directly related to the

efficiency of BMS. BMS comprises of three major components, named as optimal
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charging algorithms (OCA), cell balancing circuitry (CBC), and battery fuel gauge

(BFG). Optimal charging algorithms focus on the charging strategies, charging cur-

rent, charging rate, keeping the voltage in safe limits. Moreover, each cell of the

battery might not behave the same way. So, there is a possibility that battery state

of charge (SOC) won’t be balanced. CBC takes charge from one cell and transfers it

to others unless their SOC becomes equal. BFG determines the current state of the

battery, available power inside the battery. OCA and CBC can perform efficiently

only if BFG is performing efficiently. The accuracy of BFG depends on the ECM

model used and accuracy in estimating parameters of the battery.

There are two methods to estimate paramters of battery, time domain and fre-

quency domain. Though parameter estimation in time domain is more suitable for

real time application. Parameter estimation in frequency domain performs better

in tracing battery characteristics. Electrochemical impdance spectroscopy (EIS) is

a widely used technique to characterize electrical and electrochemical behaviour of

batteries. This technique depicts the impedance response of the battery in terms of

Nyquist plot. This impedance response of the battery can be used to characterize its

ECM and parameters can be estimated.

The thesis is focused on parameter estimation of the battery electrical ECM model

through frequency domain methods. We use adaptive Randles ECM model and es-

timate the parameters of a real battery. In the literature, little has been done to

estimate ECM parameters using multiple measurements. Moreover, little has been

done to estimate parameters of a real battery. Comparison of time domain and fre-

quency domain methods for a real battery hasn’t been extensively explored yet in

the literature. Therefore, we focus on estimating parameters for a real battery in

the frequency domain and make a comparison with time domain. ECM parameter

algorithms use least square estimation technique with multiple measurements. The

time taken by EIS to obtain an impedance response of the battery is significantly

large to be implented real time. Therefore, we further propose a method to reduce
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the time taken by EIS to obtain an impedance response of the battery and estimate

its ECM parameters in a simulated environment.

1.1 Organization of the Thesis

This thesis is presented in a manuscript format. That is, the chapters that follow are

made up of manuscripts that are written or submitted as first author. The manuscript

chapters 2, and 3, (referred to as ”manuscript chapters” herein) are included in this

thesis as prepared at the time of their submissions, in chronological sequence, with

minor changes to format and content to preserve a cohesive thesis framework. Ab-

stracts were likewise omitted, as required by the manuscript format. The author be-

lieves that the selected style appropriately conveys their thought process, knowledge

of the research issue and its role in the current world, and journey toward creating

increasingly relevant contributions.

While a standard thesis would typically include a general literature review and a

problem statement, we have chosen to omit these elements. The reader will notice

that each manuscript chapter has its own introduction, which serves to familiarise the

reader with the study environment as well as relevant literature. The inclusion of a

general literature review and a problem statement in this thesis would be redundant.

It should be noted, because the book chapters were originally written as separate,

autonomous entities, there might be some redundancy across them.

The remainder of this thesis is organized as follows:- In Chapter 2, the first of the

author’s work is presented. This is an experimental work. In this chapter, parameter

estimation algorithm using least square estimation technique using multiple measure-

ments are tested using real world data. The results are then compared with time

domain parameter estimation and errors are plotted. The data is collected for 3 Sam-

sung batteries of the same kind. The experiment is performed on an Arbin battery

cycler (time domain data collection) and Gamry inteface 5000P EIS device. However,
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time taken by the EIS is significantly large to be implemented real time. Chapter 3

focuses on this problem. In Chapter 3, we propose a new current signal which require

less time to perform the EIS of a Li-ion battery. Chapter 3 is a simulation work

where EIS data provided by Gamry EIS device is extracted using simulation. The

algorithms in Chapter 2 are applied to this data and the parameters are estimated.

Since it is a simulation work, the errors in parameter estimation at different signal

length is plotted against signal to noise ratio (SNR).
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Chapter 2

Battery Parameter Analysis

Through Electrochemical

Impedance Spectroscopy at

Different State of Charge Levels

2.1 Introduction

Batteries are crucial energy storage systems and lithium based rechargeable battery

packs have been widely adopted in electric vehicles (EVs). Behaviour of Li-ion battery

is highly non-linear. A battery management system (BMS) [1] ensures the safety,

efficiency and reliability of the electric vehicle by continuously monitoring the battery

packs. The main component of a BMS is the battery fuel gauge (BFG). The BFG

estimates all the critical parameters of the battery, such as, state of charge (SOC),

state of health (SOH), time to shut down (TTS) and remaining useful life (RUL) [2–4].

In order for the BFG to achieve all these aspects, identifying a battery model and

estimating its parameters remains a crucial step [5].

Two approaches have been developed so far in the literature for estimating battery
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electrical ECM parameters: time domain and frequency domain approaches [6]. In

the time domain approach, voltage and current measurements from the battery are

used [7, 8] to estimate ECM Parameters.

Electrochemical impedance spectroscopy (EIS) is a well known frequency domain

technique which outputs the impedance in frequency response of the battery [9].

It was introduced by Heaviside in 1894 [10]. In EIS, specially excited signals with

varying frequency are superimposed on the charging or discharging current to the

battery. The measured time domain responses (voltage and current) are converted to

frequency domain using fast Fourier transform [11] and the impedance is computed

in the frequency domain. The battery equivalent model parameters can be estimated

based on the impedance computed at specified range of frequencies.

Significant work has been reported in the literature using the EIS technique. A

precise impedance measurement technique with offset clipping and amplifying signals

together with FFT along with computing peak amplitudes and phase difference esti-

mations [9]. Physics based battery modelling using EIS technique has been done [12].

Non-linear least square estimation techniques are also used [13] to estimate the ECM

parameters of the battery. Support vector machines (SVM) have been used [13] to

estimate and track the SOC and SOH of the battery. Fractional order models have

also been developed using EIS technique for estimation of SOC of the battery [14].

Another fractional order impedance model for lithium-ion batteries using EIS was

developed in [15]. Battery aging identification and quantification was done using EIS

for four parallel Li-ion cells [16]. A power converter was used with closed loop for step

perturbation current for better control of the output [17] from EIS. Non linear least

square techniques to estimate battery ECM parameters in the presence of Gaussian

noise with high signal-to-noise ratio (SNR) has also been employed [18]. A circuit pa-

rameter extraction algorithm for LIB charging system using online EIS was used [19].

In [20], parameter estimation in time domain and frequency domain is done.
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EIS at different SOC levels is performed [15, 20–22]. However, time domain pa-

rameter estimation was not done at different SOC levels [20]. Accuracy of results was

not shown [21]. Least square genetic algorithm(LSGA) were also used [15]. However,

resulting parameters at different SOC were not shown [15]. EIS at different SOC lev-

els was also performed by [22]. However, the authors did the experiment for seeking

the effect in SOH and didn’t show the results of parameters estimated.

In this paper, battery parameters are estimated by collecting EIS data in frequency

domain at different levels of SOC and time domain using a staircase current profile.

The experiment is designed in such a way that frequency domain and time domain

profiles are obtained at 100%, 80%, 60%, 40%, 20% and 0% SOC during slow discharge

and charge of the battery. The paper contributes the following: (i) Least Square

estimation technique to develop improved algorithms for battery ECM parameter

estimation using multiple measurements to remove the effect of noise in the frequency

domain, (ii) improved time domain parameter estimation technique using multiple

measurements to remove the effect of noise, (iii) Implementation of algorithms at real

battery data using Hardware in loop (HIL) and (iv) comparison between time domain

and frequency domain parameter estimation to validate the results

The remainder of the paper is organised as follows, Section II describes the al-

gorithms used to estimate ECM parameters in the frequency domain. Section III

describes the algorithms to estimate ECM parameters in the time domain. The ex-

perimental procedure is explained in section IV. Results are discussed in section V.

Section V1 concludes the paper.

2.2 Frequency Domain Approach to ECM Param-

eter Estimation

EIS is a widely used technique to study the impedance response of the battery. In

EIS, a small perturbation current over a wide range of frequency (0.01 Hz to 10kHZ)

7



is supplied to the battery and its impedance at those frequencies is measured. After-

wards, a Nyquist plot is generated which has real values of impedance on the X-axis

and imaginary values on the Y-axis [23, 24].

The frequency domain approach uses the adaptive Randles ECM. The adaptive

Randles ECM consists of the following elements: battery voltage source, ohmic resis-

tance (R), stray inductance (L), resistance due to SEI layer (RSEI), capacitance due

to SEI layer (CSEI), charge transfer resistance (RCT), double layer capacitance(CDL)

and Warburg impedance (Zw)

Figure 2.1 shows the adaptive Randles ECM model. In Figure 2.2, a Nyquist plot

in relation to Figure 2.1 is shown.

Figure 2.1: Adaptive Randles ECM model.

In the Figure 2.2 the points k1, k2l, k2h, k3l, k3h and k4 are termed as feature points.

Features points are points in the Nyquist plot data. Since, Figure 2.1 and 2.2 clearly

indicate that adaptive Randles model is direclty related to Nyquist plot, it needs to

be divided into sections. These sections are impedance values corresponding to the

frequency values in the curve.

� k1 is selected such that 0− k1 follows the linear line.

� k2l is selected in the middle of the CT arc intuitively, such that it starts to

follow the arc.

8



Figure 2.2: Nyquist plot

� k2h is selected at the end of CT arc, such that k2l to k2h follows the arc with

the best fit.

� Similarly, k3l is selected in the middle of the SEI arc intuitively.

� k3h is selected at the end of CT arc, such that k2l to k3h fits best to the CT arc.

The parameter estimation algorithms used in the paper uses the basic concept of

RC effect, where the effect of C is visible in the imaginary part of impedance and

effect of R is seen in the real part of the impedance. The parameter estimation using

Nyquist plot is a curve fitting problem which is solved using least square estimation to

reduce the effect of measurement noise. In the remainder of this section the parameter

estimation approach [25] is summarized.
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2.2.1 Estimation of Ohmic Resistance and Stray Inductance

As stated in [25], ohmic resistance and stray inductance can be estimated as:

R̂Ω =
1

k4 − k3h

k4∑
k=k3h+1

Zr(k) (2.1)

L̂ =
1

k4 − k3h

k4∑
k=k3h+1

Zi(k) (2.2)

2.2.2 Estimation of Warburg Coefficient

Warburg impedance is defined mathematically as :

Zw(jω) = (1− j)
σ√
ω

(2.3)

where σ is called as the Warburg coefficient.

From the figure 2.2, it is clear that Warburg impedance is significant only at lower

frequencies ((ω < ωk1))

Taking real part of Z upto k1.

z =bσ

Zr(0)− Zr(k1) =

(
1√
ω0

− 1√
ωk1

)
σ

Zr(1)− Zr(k1 − 1) =

(
1√
ω1

− 1√
ωk1−1

)
σ

...

Zr(n)− Zr(k1 − n) =

(
1√
ωn

− 1√
ωk1−n

)
σ

(2.4)

where n < k1/2
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The equations in (2.4) can be written with noise model in the form

z = bσ + n (2.5)

So, the least square estimate of σ is

σ̂ = (bTb)−1(bTz) (2.6)

2.2.3 Estimation of RCT and CDL

The effect of CT arc can be seen in frequencies (ωk2l ≤ ω ≤ ωk2h).

ZF (ω) =
1

1
RCT+Zw(jω)

+ jωCDL
(2.7)

The RCT and CDL can be estimated by fitting a circle. Assuming the centre of

circle lies on the real axis, the equation of a circle at an offset from the origin is given

by:

Z2
r + Z2

i + aZr + b = 0(
Zr +

a

2

)2
+ Z2

i =
a2

4
− b

(2.8)

In order to find values of a and b, equation (2.8) can be written using values of Zr

and Zi from k1 to k2 in the matrix form as:



−(Zr(k2l + 1)2 + Zi(k2l + 1)2

−(Zr(k2l + 2)2 + Zi(k2l + 2)2

.

.

.

−(Zr(k2)
2 + Zi(k2h)2


︸ ︷︷ ︸

z

=



Zr(k2l + 1) 1

Zr(k2l + 2) 1

.

.

.

Zr(k2l) 1


︸ ︷︷ ︸

B

a

b


︸︷︷︸
x

+



nv(1)

nv(2)

.

.

.

nv(n)


︸ ︷︷ ︸

n

(2.9)
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From equation (2.9) values of a and b can be estimated using least squares as

x̂ = (BTB)−1(BTz) (2.10)

After substituting values of a and b from x̂, RCT can be calculated using equation

(2.8) as:

R̂CT = 2

√
a2

4
− b (2.11)

The inverse of equation (2.7) can be written as

Im

(
1

ZF (ω)

)
=

σ√
ω(

RCT + σ√
ω

)2
+ σ2

ω

+ ωCDL (2.12)

Substituting values of RCT in equation (2.12) at ω = ωk,

C̃DL =
1

ωk

(
Im

1

ZF(ωk)
−

σ√
ωk

(R̂CT + σ√
ωk
)2 + σ2

ωk

)
(2.13)

Afterwards, CDL can be estimated by averaging all values of CDL from equation (2.13)

as

ĈDL =
1

k2h − k2l

k2h∑
k=k2l+1

C̃DL(k) (2.14)

2.2.4 Estimation of RSEI and CSEI

A similar process for estimation of RCT and CDL is used to estimate RSEI and CSEI

The equation of impedance for frequencies (ωk3l ≤ ω ≤ ωk3h) including theRSEI and CSEI

12



as:

ZSEI =
1

1
RSEI

+ jωCSEI

(2.15)

Estimation of SEI components is also a curve fitting problem of a circular equation.

Therefore, the equation of a circle having the centre at some distance from the origin

is given by

Z2
r + Z2

i + cZr + d = 0(
Zr +

c

2

)2
+ Z2

i =
c2

4
− d

(2.16)

Now, (2.16) can be written in the matrix form as


−(Zr(k3l + 1)2 + Zi(k3l + 1)2

−(Zr(k3l + 2)2 + Zi(k3l + 2)2

...

−(Zr(k3h)
2 + Zi(k3h)

2


︸ ︷︷ ︸

z

=


Zr(k3l + 1) 1

Zr(k3l + 2) 1

...

Zr(k3l) 1


︸ ︷︷ ︸

B

c
d


︸︷︷︸

y

+


nv(1)

nv(2)

...

nv(n)


︸ ︷︷ ︸

n

(2.17)

Hence, using least square estimated values of c and d are

ŷ = (BTB)−1(BTz) (2.18)

Now, substituting the values of c and d in equation (2.16) RSEI can be calculated as

R̂SEI = 2

√
c2

4
− d (2.19)

To estimate the value of CSEI inverse of equation (2.15) can be written as

1

ZSEI

=
1

RSEI

+ jωCSEI (2.20)
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Substituting the value of RCT from (2.19) in equation (2.20) , CSEI can be estimated

as

C̃SEI =

(
1

ωk

)
Im

(
1

ZSEI(ωk)

)
(2.21)

Finally, all the values of CSEI from equation (2.21) are averaged .

ĈSEI =
1

k3h − k3l

k3h∑
k=k3l+1

C̃SEI(k) (2.22)

2.3 Time Domain Approach to ECM Parameter

Estimation

Time domain approaches are widely used in the literature to estimate the internal

resistance of the battery. Due to less time consumption of experimentation they are

more suitable for real time applications [7, 8, 23]. The most well known method to

estimate the internal resistance of the battery is the staircase current profile. This

method incorporates the charging or discharging at very short periods in the structure

of a stair as shown in Fig 2.3.

i0

i1 − i0

i2 − i1

i3 − i2

Figure 2.3: Discharge current stairs.

Figure 2.4 shows the battery equivalent circuit model for time domain approach.

Since, in staircase method, DC current stairs are applied to the battery, only internal

resistance R0 of the battery can be estimated.

When a current i(k) is supplied to the battery, the voltage across terminal zv(k)

14



is measured. zv(k) can be written as

zv(k) = E + i(k)R0 (2.23)

−
+E

i(k)

+ −
R0

i(k)

V

+

−
zv(k)

Figure 2.4: Voltage across a simple resistor

In the presence of measurement noise from the voltage sensor, the equation (2.23)

can be rewritten as

zv(k) = E + i(k)R0 + nv(k) (2.24)

Considering n measurements of the voltage (stairs), equation (2.24) can be written

as

zv(1) =E + i(1)R0 + nv(1)

...

zv(n) =E + i(n)R0 + nv(n)

(2.25)

The equation (2.25) can be written in the matrix form as


zv(1)

zv(2)

...

zv(n)


︸ ︷︷ ︸

z

=


1 i(1)

1 i(2)

...

1 i(n)


︸ ︷︷ ︸

P

[
E R0

]
︸ ︷︷ ︸

k

+


nv(1)

nv(2)

...

nv(n)


︸ ︷︷ ︸

n

(2.26)
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Now, R0 and E can be estimated using least square approach as

k̂ = (PTP)−1(PTz) (2.27)

2.4 Experimental Procedure

In this section, the experimental procedure is explained. Each experiment started

with a fully charged battery (SOC = 100 %) and the SOC is reduced by 20% in-

crements until the SOC reached 0%. After that, the SOC is increased 20% at each

time until the SOC reached back to 100%. In summary, the battery SOC is changed

to 100%, 80%, 60%, 40%, 20%, 0%, 20%, 40%, 60%, 80%, and 100%. At each of these

SOC levels, an EIS experiment is performed, along with a time-domain experiment by

applying the staircase waveform. In order to estimate the time domain parameters, a

staircase signal detailed in Section 2.3 is applied right after the time EIS experiment

at each SOC level.

Figure 2.5 shows the instances of EIS and staircase signals at the above mentioned

SOC levels for the battery. When the SOC is 100%, the EIS and staircase signals are

applied only in the discharging direction. When the SOC is in the mid range (80%

to 40%), the EIS and staircase signals are applied in both charging and discharging

directions; and when the SOC is in the lower range (20% and 0%), the EIS and

staircase signals are applied only in the discharging direction. The experiment is

repeated for three batteries of the same type.

The experimental procedure used to create the voltage-current profile shown in

Figure 2.5 consists of the following operations:

� Fully charge the battery

– Measure rest voltage v across the battery terminals

– If v < Vnom(3.7) (Nominal Voltage), constant current (CC) charge with

C/10 (Battery capacity
10

A) until terminal voltage reached OCVmax

16



Figure 2.5: Experimental details. EIS and staircase signals are applied at different
SOC levels (Circle details the applied current profile)

* Switch to CV-charge until current falls below 10mA

– If v > Vnom, do constant voltage (CV) at OCVmax directly until i < 10mA

� EIS test with charge/discharge current

– Apply 200mA charge/discharge DC with 50 mA sinusoid superimposed on

it.

– Frequency range (0.01Hz to 10kHz)

– Duration of EIS is 1 hour approximate

� Compensate for the SOC gained/lost during EIS test

– Charge/discharge with 200 mA for 1 hour (sampling 1 Hz) or until voltage

reaches OCVmaxorOCVmin
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� Increase/reduce SOC by 20% (sampling rate: 1Hz)

– Apply 200mA charge/discharge for 3.5 hours

� Staircase profile (charge/discharge) (sampling rate: 200 Hz)

– Rest for 25ms

– 40, 80, 120, 160mA charge/discharge for 25 ms each.

– Rest for 25 ms

� Bring SOC to 100% or 0%. Apply a constant charge/discharge current of

C/20 until the voltage reached OCVmax/OCVmin.

The experimental setup is shown in Figure 2.6 (b) is used to collect data from three

of LG INR18650 MJ1 Li-ion batteries by applying the experimental procedure detailed

in Section 2.4. These batteries have a nominal voltage of 3.7V with a nominal capacity

of 3500 mAh. They are labelled as B3201, B3202, and B3203. The experimental data

is collected using the Arbin battery cycler shown in Figure 2.6 (b). The Arbin cycler

has 16 channels that can operate in parallel; three channels were used to collect the

data simultaneously at room temperature. The EIS data is collected by the Arbin

system using a Gamry interface 5000P EIS Device. Gamry EIS device and Arbin

battery cycler are operated using the software named Mits Pro provided by Arbin.

2.5 Results

In this section results obtained from the experiment are shown and discussed.

The Nyquist plots at different SOC levels are shown in Figure 2.7, 3.29 and 2.9.

The algorithms explained in Section 2.2 are applied to the data in Figures 2.7, 3.29

and 2.9 and ECM parameters are estimated. From Figure 2.7, 3.29 and 2.9, it can

be noticed that SEI layer can be seen in only one Nyquist plot for a battery, i.e., the

SEI effect is observed at zero SOC.

18



Figure 2.6: Experimental procedure.

Figure 2.10 shows all the estimated ECM parameters using the frequency-domain

and time-domain approaches presented in Section 2.2 and Section 2.3, respectively.

These parameters are also presented as plots in Figure 2.11 to Figure 2.22. The x-axis

in each plot refer to the sequence in which the battery was discharged first and then

charged, as shown in Figure 2.5. The numbers 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,

13, 14, 15, an 16, on the x-axis denote the SOC values 100, 80, 80, 60, 60, 40, 40,

20, 0, 20, 40, 40, 60, 60, 80, and 100, respectively. Figure 2.6 (c) shows the SOC Ids

corresponding to the SOC of the battery.

Figure 2.11 to Figure 2.22 correspond to estimated parameters for batteries B3201,

B3202, and B3203. Since R0 represents all the resistive elements in the battery, it is

compared with RCT + RΩ + RSEI. Figure 2.23 to Figure 2.25 shows the percentage

difference between R0 and RCT + RΩ + RSEI. It can be seen that the difference is in

fractions of a percentage at all SOC levels.
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Figure 2.7: Nyquist plots for B3201
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Figure 2.8: Nyquist plots for B3202
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Figure 2.9: Nyquist plots for B3203

22



Figure 2.10: Estimated parameter values
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Figure 2.11: Estimated paramters for B3201 (Inductance and Warburg co-
efficient)
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Figure 2.12: Estimated paramters for B3202 (Inductance and Warburg co-
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Figure 2.13: Estimated paramters for B3203 (Inductance and Warburg co-
efficient)
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Figure 2.14: Estimated paramters for B3201 (Resistances)
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Figure 2.15: Estimated paramters for B3202 (Resistances)

28



0 2 4 6 8 10 12 14 16

SOC Identification Number

390

395

R
(m

 
)

R (Freq)

R(Time)

0 2 4 6 8 10 12 14 16

SOC Identification Number

3

4

5

R
C

T
(m

 
)

R
CT

(Charge Transfer Resistance)

0 2 4 6 8 10 12 14 16

SOC Identification Number

0

2

R
S

E
I(m

 
)

R
SEI

(SEI Resistance)

Figure 2.16: Estimated paramters for B3203 (Resistances)
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Figure 2.17: Estimated paramters for B3201 (Capacitances)
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Figure 2.18: Estimated paramters for B3202 (Capacitances)
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Figure 2.19: Estimated paramters for B3203 (Capacitances)
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Figure 2.20: Estimated paramters for B3201 (Resistances in time domain
and frequency domain)
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Figure 2.21: Estimated paramters for B3202 (Resistances in time domain
and frequency domain)

34



0 2 4 6 8 10 12 14 16

SOC Identification Number

350

360

370

380

390

400

410

420

430

440

450

E
s
ti
m

a
te

d
 R

e
s
is

ta
n
c
e
 (

m
 

)

(R
CT

 + R  + R
SEI

)

R
Time

Figure 2.22: Estimated paramters for B3203 (Resistances in time domain
and frequency domain)
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2.6 Conclusion

This paper presented an better approach to obtain battery ECM parameters using

least square algorithms with multiple measurements. The algorithms are applied

at real batteries at various SOC levels of the battery in both frequency and time

domain. Battery impedance profile is obtained in the frequency domain along with

current and voltage obtained in the time domain. The comparison of parameter

estimated in frequency and time domain found to be very close with less than 0.01

percent error. In the paper, feature points (k1, k2l, k2h, k3l, k3h and k4) are selected

manually. Automatic selection of feature points can be done in future.
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Chapter 3

Electrochemical Impedance

Spectroscopy with Reduced Time

Signal

3.1 Introduction

The electrochemical energy storage has emerged as a key technology that can play

a key role in the improvement of energy sustainability in most of the areas in daily

lives [1]. The widespread adoption of renewable energy and distributed generation in

power networks, as well as the growing use of electric mobility, have all become key

fields of interest for energy storage systems [2].

Li-Ion batteries have become the most important energy storage for Electric and

Hybrid Vehicles (EV and HEV) applications due to their high power and energy

density, high efficiency, extended cycle life, and minimal self-discharge. Nonetheless,

Li-Ion batteries are expensive and more susceptible to operating conditions such as

useable capacity [3], temperature [4], power consumption, and lifetime owing to ageing

[5]. As a result, in the automotive field, continual evaluation and forecast of battery

performance and service life (battery states) are important criteria for consumers. The
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electronic control unit known as the Battery Management System (BMS) is commonly

used in Li-Ion batteries to monitor battery state and execute reliable operations.

Electrochemical impedance spectroscopy (EIS) is a powerful technique used in

domains as diverse as energy, electrocatalysis, materials science [6–9] and medication.

EIS is very good technique to obtain physical properties such as diffusion coefficient

and chemical reaction rates and microstructural characteristics of the electrochemical

(EC) system under study [10, 11]. Among all the traditional EC approaches, EIS

stands apart because it assesses the relationship between the current and the potential

difference in the frequency domain [10]. EIS has gained its importance among the

characterization of batteries [12]. There are many advantages to using electrochemical

impedance spectroscopy (EIS) for understanding the power delivery capability in

lithium-ion battery systems. EIS can separate and quantify the cell resistance of the

bulk (Rb), interface layer (RSEI), charge transfer reaction (Rct), and diffusion process

(W) by a single experiment [13]. While EIS is an appealing technique that has been

widely utilised to evaluate performance characteristics, [14–16] there are issues with

the lengthy processing time necessary, as well as the size and weight of the equipment

required to do the study. As a result of these problems, [17,18] EIS is not frequently

used as an on-line tool for non-invasive diagnosis and concurrent control.

In this paper an approach to perform EIS with less time is proposed. The approach

involves construction of a perturbation current signal in such a way that wide range

of frequencies can be swept in a sine wave signal. Unlike chirp signal, the conversion

to frequency domain can be done using fast Fourier transform with less spectral

leakage. Therefore, the approach outperforms the existing EIS techniques in providing

impedance response of the battery in less time.

The remainder of the paper is organized as follows, Section II describes the con-

struction of fast perturbation current signal with varying frequencies. Section III

demonstrates the process of obtaining the impedance spectrum of battery using the

signal explained in section II. Results are shown in section IV. Section V concludes
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the paper.

3.2 Construction of Perturbation Current Signal

The signal consists of a combination of multiple sinewaves with different frequen-

cies. Each sinewave is divided into an equal number of segments. Every segments

corresponds to a particular frequency. The frequency ranges from 0.01 Hz to 10kHz

which is fragmented linearly so as to obtain a smooth signal. After fragmentation of

frequencies it was found that from 0.01 Hz to 10kHz it got divided into 829 parts.

The process of signal construction is explained.

Some notations used in the calculations are:

n = 2 times number of frequency segments in a sine wave

s = number of sampled parts in each segment

f = frequency for which sinewave segment is constructed

ϕ = angle swept by the signal

ts = sampling time

tc = time to cover constant phase angle at particular frequency

tp = time to cover previous angle of the signal at current frequency

tf = time for generating sine wave

tα = actual time vector

S = signal amplitude

i = 1, 2, . . . , 829

Angle swept by each segment of sine wave can be written as
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ϕi = i
π

n
(3.28)

Time to cover constant angle of π
n
at particular frequency can be written as

tci =
1

2fin
(3.29)

The sampling time for each frequency can be written as

tsi =
tci
s

(3.30)

where s is number of sampled fragments.

Time taken to cover previous angle by the current frequency sine wave

tpi =
ϕi−1

2πfi
(3.31)

Time vectors for generating sine wave at different frequency can be written as

tfi = tpi [1 1 . . . 1]︸ ︷︷ ︸
s

+ [0 itsi . . . tci − tsi ]︸ ︷︷ ︸
s

(3.32)

and

Tf = [tf1 tf2 . . . tfi ]︸ ︷︷ ︸
829

(3.33)

(3.34)
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Actual time vector for the signal

tαi = tci [1 1 . . . 1]︸ ︷︷ ︸
s

+ [0 itsi . . . tci − tsi ]︸ ︷︷ ︸
s

(3.35)

and (3.36)

Tα = [tα1 tα2 . . . tαi ]︸ ︷︷ ︸
829

(3.37)

(3.38)

Hence, signal amplitude can be written as

Sαi
= sin(2πfitfi) (3.39)

and

Sα = [Sα1 Sα2 . . . Sαi
] (3.40)
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Figure 3.26: Sine wave with n = 2
(Since n = 2 each sine wave is constructed using 5 frequencies)
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Figure 3.27: Sine wave with n = 2

Figure 3.26 shows the signal constructed using Equations 3.28 - 3.40 for 5 frequen-

cies when n = 2. Figure 3.27 shows the full perturbation signal for n = 2.

3.3 Obtaining the Nyquist Plots

Once the current signal is constructed, it is applied to the battery and its voltage

response is recorded. These time domain current signal and voltage response of the

battery are converted to frequency domain using fast Fourier transform technique

(FFT). Let us assume IF as current signal and VF as the measured voltage converted

to the frequecy domain using FFT.

Impedance (ZF ) of the battery can be written as

ZF =
VF

IF
(3.41)

The real part of the obtained impedance is plotted against the negative imaginary
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part of the impdeance. This impedance plot is know as Nyquist plot. The parameters

are obtained from the Nyquist plot according to the adaptive Randles equivalent

circuit model [12] using least square estimation techniques.

3.4 Results

In order to obtain the impedance spectrum, simulation is done for a 1000mAh Li-ion

battery whose parameters are taken from [12]. Perturbation signal is constructed

using n = 2,4 and 6. The pertubation current signal at different values of n is shown

in Figure 3.28. The corresponding Nyquist plots with varying SNR are shown in

Figure 3.29, 3.30 and 3.31. From Figures 3.28 to 3.31, it can be clearly seen that as

n increases the Nyquist plot at lower SNR (SNR 40) becomes noisy. This is caused

by spectral leakage caused during conversion into frequency domain through the fast

Fourier transform. As, the signal length decreases, the spectral leakage increases

which causes noise in the Nyquist plot at lower SNR. Parameters of the battery are

estimated using the Nyquist plots from SNR 40 to SNR 80. Errors in the parameters

with respect to different SNRs are shown in Figure 3.32, 3.33, 3.34, 3.35, 3.36 and

3.38. All the parameters are estimated at different values of n. Figure 3.32, shows the

estimated ohmic resistance. Estimates of ohmic resistances at different SNR found

to under 0.06 % error. Figure 3.33 depicts the estimated stray inductance which was

found to be under 10% error at lower SNR and under 5% at higher SNR. Estimated

charge transfer resistance (RCT) and double layer capacitance (CDL) are shown in

Figure 3.35 and Figure 3.36. In the Figures, 3.35 and Figure 3.36 errors at lower

SNR is comparatively higher than errors in ohmic resistance, stray inductance. This

is becuase of the non-linear nature of CT arc which makes the curve fitting more

sensitive to noise. Eventually, estimated Warburg impedance (σ), resistance due to

Solid eletrolyte interface (SEI) layer and capcitance due to SEI layer with respect to

different SNRs are shown in Figures 3.34, 3.37 and 3.38. At lower SNRs CSEI found
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to be showing very high errors which limits the algorithms to work only at higher

SNRs. This is because CSEI is estimated from curve fitting of SEI arc which has i)

less number of points, ii) more noise as n increases.

Parameters are estimated at different SNRs and different values of n.

3.5 Conclusion

This paper presents a novel approach for performing Electrochemical impedance spec-

troscopy with reduced time and its effect on impedance response of the battery. Even

though EIS is well known technique, its application is limited either in laboratories

for high precision instruments or in industries for impedance testing at high frequency

which takes less time. EIS at frequencies ranging from very low (0.01 Hz) to very

high (10kHz) consumes a lot of time with the traditional method. The average time

taken by an EIS machine in this frequency range is approximately one hour. A new

approach is developed to perform an EIS in reduced time. However, as time taken

in EIS is reduced, it increases noise in the Nyquist plots. Parameters are obtained

from the Nyquist plots. Error analysis of the parameters shows that at the EIS time

reduces, higher SNR is required for the parameters of the battery to be estimated

correctly. .
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Figure 3.28: Current signal for (a) n = 2, (b) n = 4, (c) n = 6
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Figure 3.29: Nyquist plots for n = 2
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Figure 3.30: Nyquist plots for n = 4
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Figure 3.31: Nyquist plots for n = 6
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Figure 3.33: Estimated stray inductance for different n
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Figure 3.35: Estimated charge transfer resistance for different n
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Figure 3.36: Estimated double layer capacitance for different n
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Figure 3.37: Estimated solid electrolytic interface resistance for different n
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Chapter 4

Conclusion and Future Work

This thesis presents an analysis of electrochemical impedance spectroscopy (EIS) for

battery equivalent circuit model (ECM) parameter estimation.

First, we present an improved approach for ECM parameter estimation in the

frequency domain and demonstrate it using real world data. The demonstration is

done using commercially available cylindrical battery cells by bringing them to various

state of charge (SOC) levels. Since, it is an experimental analysis, it is hard to validate

the results. Therefore, the parameters are also estimated using time domain approach

at various SOCs. The estimated parameters of the battery in the frequency domain

are compared with estimated parameters in time domain. The comparison between

the estimated parameters in the time domain and the frequency domain found to be

very close with less than 0.01 percent error.

Moreover, time taken to obtain frequency response data of the battery is much

more which restricts its use in real time applications. Therefore, we propose an ap-

proach to obtain the impedance response of a battery in reduced time. The algorithms

discussed in Chapter1 are then applied to estimate the parameters of a simulated bat-

tery. The results show that errors in the parameter estimation increase as we reduce

the time taken for EIS. Therefore, errors are plotted at different signal to noise ratio

for a particular time for EIS. From the results, it can be concluded that for 70 SNR,
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EIS time can be reduced to approximately 150 secs.

The proposed approach in this thesis reduced the EIS experimentation time by

a factor of up to 6. Consequently, it was shown that effective battery parameter

estimation can be done using the proposed EIS techniques within 150 seconds. How-

ever, it was found that the proposed approach, with reduced time, is susceptible to

measurement noise. As a result, the proposed approach is only suitable to high signal

to noise ratio (SNR) regions. In future work, it will be beneficial to look into other,

non-sinusoidal type of signals for the implementation of EIS to reduce the experi-

mental time while maintaining their applicability in low SNR conditions. Step input

is also a good signal for knowing the frequency response of the signal. Therefore,

step signal can also be investigated. It is also beneficial in the future to test the pro-

posed approach using hardware implementations so that the real world consequences

of measurement noise and high sampling frequency can be further understood and

quantified. For dealing with high sampling frequency PIC 32 microcontrollers or ex-

ternal ADCs can be investigated. Uncertainity in the measurements can also be taken

into account so as to better understand the real world scenarios.
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