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ABSTRACT

Geometric optimization, an important field of computational geometry, finds the best possible solution to a computational problem that involves geometric objects. It allows the development of faster and simpler algorithms by virtue of exploiting the geometric nature of the problem. An attractive fundamental problem in this area is one of approximating a convex \( n \)-gon with a simpler convex \( k \)-gon, where \( k < n \), and the area or the perimeter of the approximate object is minimized. This problem arises in a wide range of applications, such as geographic information systems (GIS), spatial databases, pattern recognition, and computer graphics, to name but a few. The approximation of convex polygons with their respective enclosing triangles is a particularly interesting problem; however, finding an optimal linear time solution for computing the minimum perimeter triangle enclosing a convex polygon was a long-standing open problem, which turned out to be more difficult than determining an enclosing triangle of minimal area.

In this thesis, we suggest some theoretical and practical justifications for the linear time complexity of a recently proposed optimal solution and provide an efficient and robust implementation of that solution. We derive, analyze, and solve for various instances an algebraic equation that expresses the perimeter of the circumscribing triangle in terms of the geometric configuration of the enclosed object for the main subsidiary problem variant. In this problem, such an enclosed object is defined by a pair of points above a given line. The existence of this algebraic expression and its solution further suggest the existence of a linear solution to the original problem. Our object-oriented implementation of the algorithm relies on several essential geometric preliminaries, which were mathematically derived to provide for higher efficiency. The proposed implementation is complete and robust in the sense that it will work for all input instances. We have performed several software testing techniques to guarantee this claim. Our result is asymptotically more efficient than previous solutions for the same task.
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Chapter 1  INTRODUCTION

1.1  COMPUTATIONAL GEOMETRY AND OTHER COMPUTING SCIENCES

Computational geometry is having an ever-increasing influence on various branches of computing and information sciences. Database systems, pattern recognition, geographic information systems, and computer graphics are just a few examples of the fields where the procedures can be made more rigorous and the algorithms more efficient by the application of principles discovered in computational geometry.

![Graph showing salary distribution](image)

*Figure 1.1 Geometric interpretation of a database query*

Consider problems in the area of database systems that, at the first glance, have not much in common with computational geometry. Nevertheless, many types of database queries can be formulated geometrically. An example of a typical range query in a relational database is to retrieve all employees with yearly wages between 40,000 and 60,000 and who are between 30 and 40 years of age (Figure 1.1). A record, or a tuple, in
a database that has \( d \) attributes can be interpreted as a point in \( d \)-space (multidimensional space). Then, queries that ask to report all records that lie in a certain query interval transform into reporting all the points lying in the corresponding \( d \)-dimensional block. The query region in this case is rectangular, and such rectangular range queries belong to orthogonal range searching [BKOS97].

![Diagram](image)

*Figure 1.2 Examples of simplicial partitions (with disks, triangles) and a simplex range query (\( \ell \) is a query line)*

While simple rectangular range queries can be answered without involving the computational geometry techniques, answering range queries over non-rectangular regions, called simplices (see examples in Figure 1.2), can be difficult. The area of simplex range searching deals with the queries of more general structure, when the query range is of non-orthogonal form. Let us consider the following example [BKOS97]. The city authorities are planning to build a new airport. The population density can be represented on a map by plotting a point for every, say, 5000 people. Then, the query of how many people would be affected by the new airport construction (say, in terms of the
noise level from the planes that exceeds a certain level), would transform into reporting
the number of points in the query region around the new construction. The query region
in this case is non-orthogonal and can generally be of any shape (the term “simplex” is
typically described as “simple polygon”; however, the shape of the region can be more
flexible). Simplex range searching deals with preprocessing of points into a data structure
such that the points lying in a query simplex can be counted, or reported, efficiently.

Pattern recognition is another area that is broadly influenced by the advances in
computational geometry. For instance, convex hulls and the algorithms for their selection,
sorting, and computing have been extensively used in many pattern recognition problems
[Tou85]. Voronoi diagrams have also been used to efficiently solve some geometric
problems that arise in pattern recognition and other fields. Another geometric problem
that occurs in pattern recognition and that was solved in computational geometry is a
problem of decomposition of simple polygons into convex components (for example, the
problem of decomposition of a non-convex polygon into a minimum number of convex
polygons [KS85]).

One of the most effective ways of obtaining efficient algorithms (in many
computing fields) is application of so-called bucketing techniques, also discovered in
computational geometry (for details, see a survey [AEIM85]). “Buckets” are the
subregions into which the entire region under consideration is partitioned. The bucketing
techniques are applicable, for example, to the problem of minimum-weight perfect
matching in the plane, which asks to match the \( n \) points in pairs so as to minimize the
sum of the distances between the matched points.

These and many other problems that find their solutions in computational
geometry are used in pattern recognition and other computing fields.

1.2 CONCEPTS OF GEOMETRIC OPTIMIZATION IN COMPUTATIONAL GEOMETRY

In general, there are two kinds of computing problems:

1. An optimization problem asks, what is the best solution? An example is the well-known traveling salesman problem, which minimizes the cost of overall travel.

2. A decision problem asks, is there a solution with a certain characteristic? An example is a Hamiltonian cycle with a cost less than some fixed cost \( k \).

Geometric optimization problem is an optimization problem induced by a collection of geometric objects (e.g. [FS75], [DB83]). The process of finding the best possible solution to such a computational problem is called geometric optimization. The objective of geometric optimization is to find an optimal solution with the minimum (or maximum) value in a region that contains all possible problem solutions.

Geometric optimization allows the development of faster and simpler algorithms by virtue of exploiting the geometric nature of the problem (see [AS98] as well as the examples in section 1.1). This is because often a non-geometric problem can be reduced to a geometric one with a simpler and more efficient solution (e.g. orthogonal range searching for relational database querying).

1.3 THE PROBLEM OF APPROXIMATION OF CONVEX POLYGONS

The problem of finding a simpler convex polygon (or polytope in higher dimensions) that approximates a given convex polygon (polytope) [Gru83] has been studied extensively in the past two decades. Being fundamental in nature, this problem, nevertheless, finds
various practical applications, discussed in section 1.5. In its general case, this problem can be described as circumscribing and inscribing convex $n$-gons with, respectively, minimum and maximum area (or perimeter) $k$-gons. Typically, $k < n$, and the resulting approximate polygon is, in its geometric sense, simpler than the original polygon.

There are, naturally, two "flavors" of this general problem, where one deals with finding the circumscribing polygon and the other attempts to find the inscribing polygon. Both the enclosure and inclusion problems can be viewed as polygon approximation problems. The existing approaches for solving both types of problems are briefly discussed in Chapter 2 (section 2.1).

1.4 THE PROBLEM OF FINDING THE MINIMUM PERIMETER TRIANGLE ENCLOSING A CONVEX POLYGON

![Triangle Diagram]

*Figure 1.3 A triangle that circumscribes a convex polygon $P$*

A special case of the polygon approximation problem is a problem of finding a triangle of minimal perimeter that circumscribes a given convex polygon (Figure 1.3). This problem constitutes the major subject of this thesis and will be investigated in detail in subsequent
chapters. The geometric significance of points $P$ and $Q$ in Figure 1.3 will also be discussed in detail.

An optimal linear time solution to the minimum perimeter triangle problem was recently suggested by Bhattacharya and Mukhopadhyay [BM01], [BM02].

1.5 **Problem Applications**

Solutions to the polygon approximation problems find their applications in various practical settings. The following list provides some of these important applications.

1. Stock-cutting problems in manufacturing (cut a sheet of material into smaller subparts under various constraints, such as all subparts are congruent to a given shape),

2. Packing and optimal layout problems,

3. Collision avoidance in robotics,

4. GIS (geographic information systems) that maintain maps and spatial data for the environment, military, and city planning,

5. Spatial databases,

6. Pattern recognition,

7. Scientific computing and visualization,

8. Computer graphics,


1.6 **Computational Model and Other Assumptions**

Our computational model for the problem of finding the minimum perimeter triangle enclosing a convex polygon assumes a random-access computer with infinite precision
real arithmetic. While this assumption is permissible for the theoretical solution, it will not be appropriate for the implementation of the theoretical result. We will address this issue later when we discuss robustness of our implementation in Chapter 6 (section 6.6).

We further assume that the solution of simple algebraic and trigonometric equations takes constant time, $O(1)$. In addition, we presume that all geometric primitives that are computed in the course of the algorithm (such as cross points, antipodal points, and excircles), which, in general, may involve solving several algebraic equations of various degrees, can also be obtained in constant time.

Finally, our computational model for the algebraic solution to the main subsidiary problem, discussed in Chapter 4, assumes that the algebraic equations involving polynomials of degree higher than four can also be solved in constant time. While this assumption is not accurate in the general sense, it nonetheless may be applied here, since we can simply view such high-degree polynomials as a "black box", and apply the power of, say, numerical methods, to provide the solution(s) in an efficient manner.

1.7 **Motivation for the Thesis**

Our motivation for this thesis is two-fold.

First, it has been evident for some time that in several practical situations, the best algorithm from the theoretical point of view is prone to be outperformed by more naïve methods. That is why, claiming an efficient algorithm with optimal or near-optimal time complexity is not always sufficient for the purposes of solving a practical problem. If we wish the results of our research to be of some practical use, we should not forget to investigate the efficiency of our solution in a practical setting. We considered
implementing a novel linear time algorithm for computing the minimum perimeter triangle enclosing a convex polygon due to Bhattacharya and Mukhopadhyay [BM01], [BM02] in order to offer an efficient practical solution to this problem, in addition to achieving an optimal theoretical result.

Second, it has been unknown to us whether the number of iterations necessary to compute a minimum perimeter triangle corresponding to each polygon edge is finite and whether it depends (and if so, how) on the number of polygon edges \( n \). In its degenerate case, the problem of finding the minimum perimeter triangle enclosing a convex polygon can be construed as a problem of finding the minimum triangle configuration for an object defined by a pair of points above a given line (Chapter 4). We considered solving this main subsidiary problem variant algebraically in order to verify that a solution to the minimum perimeter triangle problem can be expressed and solved mathematically. We also used our implementation of the algorithm to verify in many problem instances that the number of iterations mentioned earlier is not only finite, but also is small enough to consider this solution to be of practical importance.

1.8 Objectives of the Thesis

First, this thesis aims at providing an efficient and robust implementation of a novel linear time algorithm for computing the minimum perimeter triangle enclosing a convex \( n \)-gon. The implementation should be efficient in the sense that it should comply with the algorithm's linear time complexity while achieving a small constant factor. To attain this, all the preliminary geometric operations used in the algorithm should be computed efficiently, that is in constant time. The implementation should be robust in the sense that it should work for all input instances. The efficiency and robustness are necessary for
providing a solution of practical use.

Second, this thesis aims at solving the minimum perimeter triangle problem for the main subsidiary case algebraically. Expressing the perimeter of the enclosing triangle via the geometric configuration of the enclosed object that is defined by a pair of points above a line, analyzing this expression, and providing the solution for various instances is the second goal of the thesis. The characterization of the perimeter function in the mathematical sense is important for better understanding of the problem and for analyzing the approaches to finding its best solution.

1.9 Structure of the Thesis

In Chapter 1 we provide an introduction to the area of computational geometry and its field of geometric optimization. We also introduce the problem of approximation of convex $n$-gons with simpler convex $k$-gons. A particular problem of finding the minimum perimeter triangle enclosing a convex polygon is also introduced in Chapter 1.

Chapter 2 gives a review of the literature for the problems of computing the minimum area and minimum perimeter triangles that enclose convex polygons (sections 2.2 and 2.3, respectively). A brief literature overview regarding more general polygon enclosure and inclusion problems (where a triangle is extended to a general $k$-gon), is provided in section 2.1.

In Chapter 3, we present our theoretical framework for computing the minimum perimeter triangle enclosing a convex polygon. This includes an overview of a recently-proposed linear time algorithm, proofs for the minimum perimeter triangle configuration conditions, and a mathematical derivation of many geometric operations used in this
algorithm.

Chapter 4 concludes the theoretical portion of the thesis by describing an algebraic approach to solving the main subsidiary case of the minimum perimeter triangle problem. It provides an equation that expresses the perimeter of the circumscribing triangle via the geometric configuration of the enclosed object, defined by two points above a line. Minimizing this expression for the perimeter gives a solution to the main subsidiary problem.

Chapter 5 discusses an object-oriented methodology for our implementation of the linear time algorithm for the problem at hand. This includes OOA and OOD (object-oriented analysis and design), OOP (object-oriented programming) in C++, as well as a discussion of several software testing techniques applied to the resulting software system.

Chapter 6 addressed the implementation in more detail. In addition, here, we concentrate on such important issues of our software system as efficiency and robustness.

Chapter 7 evaluates the framework proposed in the thesis, including theoretical and implementation results.

Finally, Chapter 8 provides a conclusion and projects the directions for future work.
Chapter 2  \hspace{1cm} \textbf{AN OVERVIEW OF EXISTING APPROACHES}

2.1 \hspace{0.5cm} \textbf{THE PROBLEM OF APPROXIMATION OF CONVEX POLYGONS: A BRIEF OVERVIEW OF THE LITERATURE}

Recall from Chapter 1 (section 1.3) that there are two general types of polygon approximation problems: the inclusion and enclosure problems.

Let us first consider the inclusion problem.

The \textit{potato-peeling problem} asks to find the largest convex polygon contained inside a given simple polygon. A \textit{potato} of polygon $P$ is the maximum area (or perimeter) convex polygon contained in $P$. The potato-peeling problem was solved by Chang and Yap [CY84] for a general case and for the case when the desired polygon was maximized with respect to perimeter. The proposed algorithms have $O(n^7)$ and $O(n^6)$ time complexities, respectively.

Dobkin and Snyder [DS79] considered the potato-peeling (inclusion) problem, when the polygon included inside a convex polygon was a triangle of maximal area. They proposed a linear time algorithm for this case. Later, their result was extended from triangles to convex $k$-gons by Boyce \textit{et al.} [BDDG85]. Boyce \textit{et al.} obtained algorithms for both, maximal area and perimeter cases. The running time of these solutions is $O(k \cdot n \log^2 n)$. The main idea behind these algorithms is that the vertices of any maximal $k$-gon must be a subset of the vertices of the input polygon. In both, [DS79] and [BDDG85], the input polygon is restricted to be convex. Thus, the techniques proposed in these papers do not work for a more general case of simple polygons. The general potato-
peeling problem was solved in [CY84], as it was mentioned earlier.

The enclosure problem has been considered for the following cases.

The problem of enclosing a convex polygon with a triangle of minimal area was first considered by Klee and Laskowski [KL85]. They derived an $O(n \log^2 n)$ solution. Later, O'Rourke et al. [OAMB86] improved it to linear time, which is optimal. We will give a more detailed discussion of these approaches in section 2.2. Also, we will provide a comprehensive coverage of the problem investigated in this thesis; that is, finding the minimum perimeter enclosing triangle for a given convex polygon (beginning in section 2.3 and throughout this thesis).

De Pano [DeP84] extended the method described in [KL85] from triangles to convex $k$-gons. He obtained a solution for all $k$. His solution's time complexity is exponential in $k$: $O(n^{k-2} \log^2 n)$. Later, Chang and Yap [CY84] improved De Pano's result to $O(n^3 \log k)$. Finally, Aggarwal et al. [ACY85] refined the latter solution to $O(n^3 \log n \log k)$.

In addition to triangles and general $k$-gons, the enclosure problem was also approached for enclosing rectangles and squares. For the problem of finding the smallest rectangle containing a given polygon, Toussaint [Tou79] proposed a linear time solution. In generalization to three dimensions, O'Rourke [ORo84] described an $O(n^3)$ algorithm for the smallest rectangular box enclosing a given polyhedron. The problems related to finding the smallest square containing a given polygon were addressed in the paper by De Pano and Aggarwal [DA84].
2.2 Finding the Minimum Area Triangle Enclosing a Convex Polygon

2.2.1 Problem Statement

Given a convex polygon $\mathcal{P}$, find a triangle $\mathcal{T}$ that encloses $\mathcal{P}$ and has the minimum area among all triangles enclosing $\mathcal{P}$.

2.2.2 The First Solution

Klee and Laskowski [KL85] provided the first solution to the problem of finding a triangle of minimal area that encloses a convex polygon. They derived an $O(n \log^2 n)$ algorithm that finds all such triangles. In general, there exists more than one triangle (a family of triangles) with the minimum area property.

![Diagram of finding the minimal area enclosing triangles](image)

*Figure 2.1 Finding the minimal area enclosing triangles*

The first and subsequent approaches for finding the minimum area enclosing triangles are based on the following two heuristics discovered in [KL85] (see Figure 2.1).
1. First, the midpoint of each side of the enclosing triangle $\mathcal{T}$ touches polygon $\mathcal{P}$.

2. Second, at least one side of triangle $\mathcal{T}$ is flush with an edge of polygon $\mathcal{P}$.

The strength of the first solution to the minimum area problem lies in proving these important properties, as well as in establishing an elegant geometric characterization of the minimal area enclosing triangles, which permits the avoidance of brute-force optimization. The authors show that although there may be infinitely many local triangle minima, they fall into at most $n$ equivalence classes, each of which is a "segment" of triangles having the same area [OAMB86]. In other words, there are at most $O(n)$ regions that contain the local minima. Finding these local minima takes $O(n \log^2 n)$ time; then, selecting the global minima from the local ones is accomplished in additional $O(n)$ time, making the overall time complexity of this solution $O(n \log^2 n)$.

2.2.3 AN OPTIMAL SOLUTION

O'Rourke et al. [OAMB86] improved the solution of Klee and Laskowski [KL85] to linear time, and showed that $O(n)$ is the optimal time complexity for this problem. The algorithm suggested by O'Rourke et al. finds all minima and just one minimum in $O(n)$ time.

The linear time solution is built on the same heuristics (midpoint and flush edge) as the first solution; however, the researchers avoid computing each local minimum afresh, without using any information gained from finding the previous local minima [OAMB86]. They move from one minimum to the next in an orderly fashion, which allows them to achieve the linear time complexity.
2.3 Computing the Minimum Perimeter Triangle Enclosing a Convex Polygon

2.3.1 Problem Statement

Given a convex polygon \( \mathcal{P} \), find a triangle \( \mathcal{T} \) that encloses \( \mathcal{P} \) and has the minimum perimeter among all triangles enclosing \( \mathcal{P} \).

2.3.2 The First and Subsequent Solutions

The first solution to the minimum perimeter problem was proposed by De Pano [DeP87].

The time complexity of this algorithm is \( O(n^3) \). An important contribution of the paper is establishing the following property (similar to the minimal area enclosing triangles):

Every convex \( n \)-gon, where \( n \) is the number of polygon edges, has a minimum perimeter circumscribing triangle with at least one side flush with a polygon's edge.

Figure 2.2 Finding the minimal perimeter enclosing triangle
De Pano suggested the following framework for finding the minimum perimeter triangle enclosing a convex polygon. For any triple \((i, j, k)\), let \(T_{i,j,k}\) be the minimum perimeter circumscribing triangle with its first side \(s_1\) flush with the polygon’s edge \(e_i\), its second side \(s_2\) containing vertex \(v_j\) of the polygon, and its third side \(s_3\) containing vertex \(v_k\) of the polygon (Figure 2.2). Then, there exists a point \(p_2\) on the triangle’s side \(s_2\) and the polygon, and the point \(p_3\) on the triangle’s side \(s_3\) and the polygon, such that the length of \(s_2\) between point \(p_2\) and the end-point it shares with \(s_1\) equals the length of \(s_3\) between point \(p_3\) and the end-point it shares with \(s_1\) [AP88]. This approach allows computing such \(T_{i,j,k}\) triangles in constant time. There are \(n^3\) possible triples \((i, j, k)\) to be considered and, therefore, De Pano’s algorithm runs in \(O(n^3)\) time.

De Pano’s complexity was later improved to \(O(n^2)\) by Chang and Yap [CY84]. The latter approach is based on the principle discovered for computing the minimum area enclosing triangles, which is also applicable to the minimum perimeter problem: there are at most \(O(n)\) regions that contain local minima. In a given region, it takes \(O(1)\) time to determine the local minima. Each region is “two-dimensional”, since there are \(O(n)\) regions corresponding to each polygon edge and a total of \(n\) edges. A region is thus denoted as \(\text{Region}(i, j)\). Therefore, the overall time complexity of this solution is \(O(n^2)\).

Aggarwal and Park [AP88] used the powerful matrix searching technique in higher dimensions to reduce the complexity of the minimum perimeter triangle problem to \(O(n \log n)\). The matrix searching technique is based on searching in sorted matrices. The main idea of this approach is that a set of candidate critical values can be represented by an \(n \times n\) matrix (in two dimensions), where each row and column is sorted. Then, the
approach recursively eliminates sub-matrices with certain properties, finally leaving $n$ sub-matrices. The binary search is then performed on the remaining $n$ candidates in order to find the final minimum or maximum answer. The running time of the matrix searching technique is $O(\log n)$ times the cost of the decision problem. The minimum (or the maximum) element of every row of a *totally monotone* matrix can be found in linear time. In a totally monotone matrix (see a fragment in Figure 2.3), $a_{i_1j_1} < a_{i_1j_2} \Rightarrow a_{i_2j_1} < a_{i_2j_2}$, where $a$ is an element of the matrix and $i$ and $j$ are the row and column matrix indices respectively.

![Figure 2.3 A fragment of a totally monotone matrix](image)

As it was mentioned above, Aggarwal and Park used the matrix searching technique to derive their $O(n \log n)$ solution to the minimum perimeter triangle problem. Their algorithm creates an $n \times (2n - 2) \times (2n - 1)$ matrix $A = \{a_{i,j,k}\}$ that is totally monotone and is defined as follows. For $1 \leq i \leq n$ and $i < j < k < i + n$, let $a_{i,j,k}$ be the perimeter of triangle $T_{i,j \mod n,k \mod n}$, provided this triangle exists [AP88]. If this triangle does not exist, $a_{i,j,k}$ is set to infinity. According to De Pano’s cubic solution [DeP87], each entry in matrix $A$ can be computed in constant time. And since the perimeter of the
minimum perimeter triangle for the polygon is simply the minimum entry in $A$, it is possible to find the solution to the problem in $O(n \log n)$ time, based on the fact that matrix $A$ is totally monotone.

It is important to note that even a powerful matrix searching technique that often provides linear solutions, did not yield a linear time answer to the minimum perimeter triangle problem. Finding a linear time solution to this problem turned out to be more difficult than finding an optimal linear time solution to the minimum area problem.

The existence of a linear time algorithm had been a matter of conjecture for over 10 years.

2.3.3 An optimal solution

Finally, Bhattacharya and Mukhopadhyay [BM01], [BM02] proposed a linear time algorithm for solving the minimum perimeter triangle problem. Their solution will be discussed in great detail in the next chapter (Chapter 3).
Chapter 3  Our Framework for Computing the Minimum Perimeter Triangle Enclosing a Convex Polygon

3.1 A Linear Time Algorithm Overview

We begin with providing a detailed overview of a linear time algorithm for computing the minimum perimeter triangle enclosing a convex polygon of $n$ edges/vertices due to [BM01] and [BM02]. Our algorithm description will be based on the paper [MM03]. In the discussion that follows (all remaining thesis chapters), a polygon refers to a convex polygon.

It was established in [DeP87] that a minimum perimeter triangle that circumscribes a convex polygon is flush with at least one of its edges (Figure 3.3).

*Figure 3.1* Fitting a circle into a wedge from the right

The main idea of the algorithm is to consider each polygon edge in turn and...
compute a minimum perimeter triangle that is flush with this edge. This computation is built on a novel scheme of circle-fitting and wedge-flipping. The former consists of fitting the smallest circle into a wedge that contains the given polygon as shown in Figure 3.1. Once such a circle is determined, we also have a new wedge that contains the polygon as shown in Figure 3.2, and we repeat the previous step with this new wedge. This is wedge-flipping.

![Diagram](image)

*Figure 3.2 Fitting a circle into a wedge from the left*

It was proved in [BM01] and [BM02] that in each step, or *iteration*, we reduce the perimeter of the enclosing triangle. We stop when we obtain an enclosing triangle $\triangle ABC$ such that $BP = CQ$, where $P$ is the point where the circle fitted into the wedge $W(CA, CB)$ touches $AB$, and $Q$ is the point where the circle fitted into the wedge $W(BA, BC)$ touches $AC$ (see Figure 3.3).

The circle-fitting procedure makes use of a solution to the following basic problem.
**Problem 1** Given a wedge $W(BA, BC)$ and a point $Q$ contained in it, find a triangle of minimum perimeter that has two of its sides along the arms of the wedge and the third side incident on the given point $Q$.

![Diagram](image)

*Figure 3.3* A minimum perimeter configuration for a given edge

When the circle-fitting and wedge-flipping procedure terminates, we have a triangle of minimum perimeter. The proof of the former makes fundamental use of the fact that the solution to the following problem (Problem 2) is a unique one and can also be found by circle-fitting and wedge-flipping.

**Problem 2** Given two points $P$ and $Q$ at heights $h_P$ and $h_Q$ respectively, $h_P \geq h_Q$, above a line $L$, $P$ to the left of $Q$, find a $\triangle ABC$ of minimum perimeter such that the side $BC$ is incident on $L$, while the points $P$ and $Q$ are interior to the sides $AB$ and $AC$ respectively.
Finally, the linearity of the algorithm crucially depends on the fact that the following *left-interspersing lemma* holds [BM02]. Its chief implication is that we do not have to backtrack as we move from one edge to the next in an anticlockwise order.

**Lemma** The search for a minimum perimeter circumscribing triangle never backtracks as we traverse the polygon $\mathcal{P}$ in an anticlockwise order.

**Proof** The proof is provided in [BM02].

The polygon needs to be traversed in a clockwise order too, as shown in the papers [BM01] and [BM02], and a similar *right-interspersing lemma* underlies the linearity of this search.

Let us take a closer look at how this linear time algorithm works step-by-step. Figures 3.6 through 3.10 illustrate some details of the algorithm that will be discussed shortly. An input polygon is defined by a set of its edges and a set of its vertices (Figures 3.4 and 3.5 respectively) that are named in a counter-clockwise order.

![Diagram of a convex polygon with labeled edges](image)

*Figure 3.4 Edge notation for a convex polygon*
A list of procedures discussed below is performed for each polygon edge in turn. We refer to the overall procedure as an *anticlockwise search* of polygon edges due to the direction in which the edges are considered. There is a corresponding *clockwise search* with the only difference being the order in which the polygon edges are traversed.

First, the algorithm finds a circle inscribed in a degenerate wedge, formed by an
edge under consideration – $e_1$ to begin with – and a line antipodal to $e_1$, and that also touches the next anticlockwise edge, $e_2$ (Figure 3.6). If the point of tangency belongs to $e_2$ (not the case in our example), we stop. This point of tangency becomes point $Q$ (see Figure 3.10), and the tangent line that contains point $Q$, $e_2$ here, becomes a new triangle side. Otherwise, we find a circle through polygon vertex $p_2$ inscribed in the same degenerate wedge as before (Figure 3.7). If the tangent to the circle at this point is also tangent to the polygon (meaning it only touches the polygon in one point), we stop and assign point $Q$ and a new triangle side correspondingly. Else, we move to the next edge $e_3$ and repeat the procedure that was just performed for edge $e_2$. In this manner, we find point $Q$ by a brute-force search.

![Figure 3.7 Linear time algorithm: Step 2](image)

*Figure 3.7 Linear time algorithm: Step 2*

We define a concept (already mentioned above) of an antipodal line for edge $e_1$ as a line parallel to $e_1$, tangent to the polygon, and that passes through a polygon vertex antipodal to the $e_1$ or lies on a polygon edge that includes an antipodal to $e_1$ vertex.
Another concept used in the algorithm is one of a balanced wedge. A wedge $W$ is said to be balanced when we find a line through a given point $Q$ contained in $W$, such that this line is tangent to the largest circle inscribed in $W$ that passes through point $Q$. A wedge is balanced for a polygon when such a tangent line is also tangent to the polygon. In this case, point $Q$ is on the boundary of the polygon, inside $W$. And we can see how the concept of a balanced wedge can be used to find such a point $Q$.

![Diagram of a balanced wedge with points Q and P4, and line e1.]

*Figure 3.8 Linear time algorithm: Step 3*

Once we have found a balanced wedge for the first degenerate configuration (steps 1 and 2 in Figures 3.6 and 3.7 respectively), we switch to a new wedge whose arms are along the newly found tangent line and our current edge $e_l$ (Figure 3.8). We find point $P$ (see Figure 3.10) and a line tangent to $P$ in the same brute-force manner as we found point $Q$ (Figures 3.8 and 3.9). The only difference is that now we start from an edge that immediately follows the antipodal point or the antipodal line ($e_5$ here).
Once we have found points $P$ and $Q$ and their corresponding tangent lines that become two new sides of the enclosing triangle (Figure 3.10), we have completed the first iteration of the algorithm for edge $e_1$. We now check the following condition, necessary (but not sufficient) to attain a minimum perimeter triangle configuration for a given edge: $|BP| = |CQ|$. If this condition is satisfied, we have the minimum perimeter triangle for the current edge, and we stop. No more iterations are needed for this polygon edge. If, on the contrary, the condition is not satisfied, we repeat the procedures outlined for the first iteration again. This will be the second iteration for a given edge. The only difference here and in any subsequent iteration is that we do not have to start with a degenerate wedge, and instead use the tangent line found for point $P$ in the preceding iteration. This evidently allows us to progress to a new enclosing triangle configuration, which, as it was shown in [BM01], has a reduced triangle perimeter. Finally, we remark that if the height of point $P$ becomes less than the height of point $Q$ at any time, we stop.
and move on to the next polygon edge, as such a configuration would not generate a minimum perimeter triangle according to [BM01]. It is then necessary to traverse the edges in a clockwise order to check if such an edge has a minimum perimeter triangle corresponding to it.

![Diagram](image)

*Figure 3.10 Linear time algorithm: The result of the first iteration for edge $e_1$*

Note that determining whether a line is tangent to a polygon can be done by considering the $n$ products of the form $(y_i - m \cdot x_i - b) \cdot (y' - m' \cdot x' - b)$, where $(x_i, y_i)$ is a polygon vertex ($0 \leq i < n$), $(x', y')$ is the center of the circle that defines the tangent line, and $y = m \cdot x + b$ is the equation of the tangent line. If all such products are negative or all are positive (some may be zero as those for the vertices on the tangent line), then, the line is tangent to the polygon.

Below is the algorithm in pseudocode that computes the minimum perimeter triangle circumscribing a convex polygon in linear time [BM01], [BM02]. Note that
procedure MinPerimeter has to be executed for every polygon edge. The minimum perimeter triangle for the polygon is the minimum among the triangles computed for all polygon edges (for some edges, such triangles may not exist – see Algorithm).

**Algorithm** MinPerimeter (\( e_i, \mathcal{P} \))

**Input**
A convex polygon \( \mathcal{P} \) and an edge \( e_i \) of this polygon

**Output**
A triangle \( \triangle ABC \), with \( e_i \) lying on side \( BC \)

Choose a line antipodal to \( L \) (to \( BC \)) /* This gives a degenerate left wedge that contains \( \mathcal{P} \) */

Set \( u \leftarrow \infty \), \( h_P \leftarrow \infty \), \( h_Q \leftarrow 0 \)

1. \((AC, Q) \leftarrow \text{FindBalanced} (\ W(L, AB), \mathcal{P}, h_P )\)
   \( v \leftarrow \text{length} (\ CQ ), \ h_Q \leftarrow \text{height} (\ Q )\)
   if \( (h_Q > h_P) \) STOP /* There is no \( \triangle ABC \) for edge \( e_i \) */
   if \( (u = v) \) go to 2

2. \((AB, P) \leftarrow \text{FindBalanced} (\ W(L, AC), \mathcal{P}, h_Q )\)
   \( u \leftarrow \text{length} (\ BP ), \ h_P \leftarrow \text{height} (\ P )\)
   if \( (h_Q > h_P) \) STOP /* There is no \( \triangle ABC \) for edge \( e_i \) */
   if \( (u \neq v) \) go to 1

return triangle \( \triangle ABC \)

### 3.2 Providing Proofs for the Minimum Perimeter Triangle Configuration Conditions

**Theorem** The minimum perimeter triangle configuration is achieved when the following two conditions are satisfied (see Figure 3.11):

1. \( BP = CQ \),
2. \( AP + AQ = BC \).
These conditions are not independent; that is, one can be inferred from the other. They were originally mentioned in [BM01] and then presented in [BM02]; however, there were no detailed proofs provided to justify these claims. Due to their importance for the algorithm, we provide the corresponding proofs here.

![Figure 3.11 The minimum perimeter configuration conditions: Geometry](image)

**Proof** Consider the minimum perimeter configuration of Figure 3.11. It was shown in [BM01] that points $P$ and $Q$ lie on the polygon. We now show that the algebraic conditions specified in the Theorem are correct.

1. The six equalities below follow from geometry of the minimum perimeter triangle configuration (see Figure 3.11):

   - $BP = BZ$,  
   - $CQ = CY$,
   - $AP = AW$,  
   - $AQ = AX$,
\[ CZ = CW, \quad BY = BX. \]

The perimeter of the enclosing triangle can be expressed as follows:

\[
\text{Perimeter} = BC + BP + AP + AC
\]

\[
= \frac{BC + BZ + AP + AC}{CZ}
\]

\[
= CZ + \frac{AP + AC}{CZ} = 2 \cdot CZ
\]

\[ AP + AC = CZ \] in the last expression since \( CZ = CW = AC + AW = AC + AP \).

On the other hand, the perimeter can also be expressed as follows:

\[
\text{Perimeter} = BC + CQ + AQ + AB
\]

\[
= \frac{BC + CY + AQ + AB}{BY}
\]

\[
= BY + AQ + AB = 2 \cdot BY
\]

\[ AQ + AB = BY \] in the last expression since \( BY = BX = AB + AX = AB + AQ \).

Thus we have:

\[ 2 \frac{CZ}{BC + BZ} = 2 \frac{BY}{BC + CY} \Rightarrow BZ = CY \Rightarrow BP = CQ. \quad \square \]

2. \( BY = BX \Rightarrow \)

\[ BC + CY = AB + AX \Rightarrow \]

\[ BC + CQ = AB + AQ \]

Subtracting \( BP \) from both sides of the last expression we obtain:

\[ BC + CQ - BP = AB - BP + AQ \]

And since \( CQ - BP = 0 \) (due to property 1 of the Theorem) and \( AB - BP = AP \),

we finally have: \( BC = AP + AQ \). \[ \blacksquare \]
3.3 **Geometric Preliminaries for the Linear Time Algorithm**

The algorithm uses several geometric operations as it computes the enclosing triangles for the polygon. In particular, it relies on the operations such as finding a point and a line antipodal to a polygon edge, finding an excircle for a triangle, computing a point of tangency of a circle and a line, finding a circle inscribed in a wedge, computing a cross point of two lines, and so on. To achieve maximum efficiency for our implementation of the algorithm, we mathematically derived optimal solutions for all operations specified in the algorithm. All geometric primitives were determined through the use of Euclidian orthogonal coordinates.

The following discussion provides the expressions for some of these primitives. Most expressions below were derived using line coefficients (from line equations). In cases when lines are vertical, some trivial modifications to the derived expressions are needed. They are omitted here due to their simplicity and space limitations.

1. **Finding a point antipodal to an edge.**

**Proposition**  The farthest pair of a set of $N$ points in the plane constitutes an antipodal pair of points.

**Proof**  Let $S$ be a set of $N$ points in the plane. Let also points $A$ and $B$ constitute the farthest pair of these $N$ points. To prove that points $A$ and $B$ also constitute an antipodal pair of points, we need to show that a set of $N$ points in the plane admits parallel lines of support (by definition of antipodal points [PS85]). On Figure 3.12, such lines of support are labeled $L_1$ and $L_2$. Since $B$ is the farthest point from $A$, it follows that all points from set $S$ must lie in the disk determined by the circle centered at point $A$ with radius equal to
distance $(A, B)$. It then follows that we can construct a line of support $L_1$ which is tangent to the circle at point $B$. We can construct a line of support $L_2$ in a similar way. Since $L_1$ and $L_2$ are each orthogonal to line segment $[A, B]$, they must be parallel, thus proving the Proposition. ■

**Figure 3.12** Finding an antipodal pair of points

**Figure 3.13** Finding a point antipodal to an edge
Based on the Proposition, a point antipodal to a given polygon edge is found as the farthest from that edge polygon vertex (Figure 3.13).

2. Finding a line antipodal to an edge.

A line that is antipodal to a given polygon edge is parallel to that edge and passes through an antipodal to that edge point (Figure 3.14). The antipodal line may be flush with another polygon edge.

![Figure 3.14 Finding a line antipodal to an edge](image)

3. Finding a circle inscribed in a degenerate wedge and that touches a line.

There are always two circles that can be inscribed between two parallel lines and that touch a third line, non-parallel to the first two lines (Figure 3.15).

If the two parallel lines, \( L_1 \) and \( L_2 \), are given by their corresponding equations \( y = m_1 x + b_1 \) and \( y = m_2 x + b_2 \) (note that for parallel lines, \( m_1 = m_2 \)), and the third line’s equation is \( y = m_3 x + b_3 \) (line \( L_3 \)), then, the coordinates of the centers of the two circles and the circles’ radiiuses (which are the same in this case) are found using the following
logic. (Note that choosing one of the two circle solutions is trivial as the excircle of choice and the polygon lie on the opposite sides of line $L_3$.)

\[ \text{Figure 3.15 Finding a circle inscribed in a degenerate wedge and that touches a line} \]

First, we notice that the radius of the resulting circle is half the distance between the two parallel lines. Second, finding the center of the circle can be done after analyzing the geometric configuration illustrated in Figure 3.16. We can see from Figure 3.16 that our resulting circle is inscribed in a rhomb formed by the two given parallel lines and the third line and a line parallel to the third line, line $L_4$ (from simple geometry, it is only possible to inscribe a circle in a parallelogram if that parallelogram is a rhomb).

The main idea of our approach is that the radius of the circle whose diameter is defined by a line segment of line $L_3$ confined between lines $L_1$ and $L_2$ (the “bigger” circle in Figure 3.16) is equal to the length of the median of the right triangle whose right angle is fixed in the center of the “smaller” circle and the base is flush with the diameter of the “bigger” circle. In other words, $\angle MO_2N = 90^\circ$ and the radius of the circle centered in point $O_I$ is equal to the median of $\triangle MO_2N$ that corresponds to its rights angle. Finding
the length of the median is trivial: it equals to $\frac{1}{2}$ of the length of line segment $[M, N]$. It then only remains to shift the center of the “bigger” circle by the length of the median to the right, so to arrive at the center of the “smaller” circle that was our objective ($O_1$ to $O_2$ shift). Note that in a general case, “smaller” and “bigger” terms are not relevant and were only used in our discussion to provide clarity in referral to Figure 3.16.

![Figure 3.16 Geometric details for finding a circle in Figure 3.15](image)

Due to space limitations and due to their simplicity, we omit the expressions for the final solution.

4. Finding a circle inscribed in a degenerate wedge and that passes through a point.

The following idea provides a solution to this geometric primitive. Let the coordinates of a point inside a degenerate wedge be $(x', y')$ and let us assume that this point is contained
in the wedge (Figure 3.17). There are, as in the previous case, always two solutions. For both of them, the radius is found trivially as $\frac{1}{2}$ of the distance between the two parallel lines. Choosing one of the two solutions is not difficult and depends on the geometric configuration of the polygon. We always choose a circle that is exterior to the polygon.

![Figure 3.17 Finding a circle inscribed in a degenerate wedge and that passes through a point](image)

If the two parallel lines, $L_1$ and $L_2$, are given by their corresponding equations $y = m_1 x + b_1$ and $y = m_2 x + b_2$ (for parallel lines, $m_1 = m_2$), and the coordinates of a given point are $(x', y')$, then, the coordinates of the centers of two circles $(x_1, y_1)$ and $(x_2, y_2)$ can be found by solving the following system of equations (we omit the solution here due to its simplicity):

$$
\begin{align*}
&y = m_1 x + \frac{b_1 + b_2}{2}, \\
&(x' - x)^2 + (y' - y)^2 = (d/2)^2,
\end{align*}
$$

where $d$ is the distance between the given parallel lines.

The first equation of the system implies that the center of the inscribed circle(s)
lies on the line that is parallel to the given parallel lines and is “half-way” between them. The equation of such a line is the first equation in the system. The second equation of the system implies that the given point \((x', y')\) belongs to the circle(s). Solving this system for \(x\) and \(y\), we obtain the coordinates of the two circles inscribed between the two parallel lines and that pass through \((x', y')\).

5. Finding a circle inscribed in a wedge and that touches a line.

![Diagram](Image)

Figure 3.18 Finding a circle inscribed in a wedge and that touches a line

Here, we have three non-parallel lines \(y = m_1x + b_1\), \(y = m_2x + b_2\), and \(y = m_3x + b_3\). We want to find a circle inscribed in a wedge formed by the first two lines, \(L_1\) and \(L_2\), and that touches the third line, \(L_3\) (is an excircle to it). There are two mathematical solutions to this condition (Figure 3.18), which have different radiuses. The solution of choice (the excircle) simply has a bigger radius.

Generally speaking, there are a total of four possible solutions to this condition,
two of which are not shown in Figure 3.18 and are inscribed in the other wedge formed by lines \( L_2 \) and \( L_4 \). This wedge is obtuse-angled in Figure 3.18. We thus find all four of these solutions algebraically and then choose the two that have their circle centers on the bisector of the given wedge.

\[
M'_1 = \sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1} \quad \quad M'_1^* = \sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1}
\]

\[
M'_2 = \sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1} \quad \quad M'_2^* = -\sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1}
\]

\[
M'_3 = -\sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1} \quad \quad M'_3^* = \sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1}
\]

\[
M'_4 = -\sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1} \quad \quad M'_4^* = -\sqrt{m_1^2 + 1} + \sqrt{m_2^2 + 1}
\]

\[
B'_1 = b_1 \sqrt{m_2^2 + 1} + b_2 \sqrt{m_1^2 + 1} \quad \quad B'_1^* = b_1 \sqrt{m_2^2 + 1} + b_2 \sqrt{m_1^2 + 1}
\]

\[
B'_2 = b_1 \sqrt{m_2^2 + 1} + b_2 \sqrt{m_1^2 + 1} \quad \quad B'_2^* = b_1 \sqrt{m_2^2 + 1} - b_2 \sqrt{m_1^2 + 1}
\]

\[
B'_3 = b_1 \sqrt{m_2^2 + 1} - b_2 \sqrt{m_1^2 + 1} \quad \quad B'_3^* = b_1 \sqrt{m_2^2 + 1} + b_2 \sqrt{m_1^2 + 1}
\]

\[
B'_4 = b_1 \sqrt{m_2^2 + 1} - b_2 \sqrt{m_1^2 + 1} \quad \quad B'_4^* = b_1 \sqrt{m_2^2 + 1} - b_2 \sqrt{m_1^2 + 1}
\]

\[
K'_1 = m_1 \sqrt{m_2^2 + 1} + m_2 \sqrt{m_1^2 + 1} \quad \quad K'_1^* = m_1 \sqrt{m_2^2 + 1} + m_3 \sqrt{m_1^2 + 1}
\]

\[
K'_2 = m_1 \sqrt{m_2^2 + 1} + m_2 \sqrt{m_1^2 + 1} \quad \quad K'_2^* = m_1 \sqrt{m_2^2 + 1} - m_3 \sqrt{m_1^2 + 1}
\]

\[
K'_3 = m_1 \sqrt{m_2^2 + 1} - m_2 \sqrt{m_1^2 + 1} \quad \quad K'_3^* = m_1 \sqrt{m_2^2 + 1} + m_3 \sqrt{m_1^2 + 1}
\]

\[
K'_4 = m_1 \sqrt{m_2^2 + 1} - m_2 \sqrt{m_1^2 + 1} \quad \quad K'_4^* = m_1 \sqrt{m_2^2 + 1} - m_3 \sqrt{m_1^2 + 1}
\]

The four possible circle centers are now given by the following expressions. Note that finding the circles’ radiuses is now trivial as they are simply the distances from the circle centers to the corresponding arms of the given wedge.
\[ X = \frac{(B^\ast \cdot M' - B' \cdot M^\ast)}{(K' \cdot M^\ast - K'' \cdot M')} \] (for all four cases),

\[ Y = \frac{(B' \cdot K'' - B'' \cdot K')/(K'' \cdot M' - K' \cdot M^\ast)}{(K'' \cdot M' - K' \cdot M^\ast)} \] (for all four cases).

6. Finding a circle inscribed in a wedge and that passes through a point.

![Figure 3.19 Finding a circle inscribed in a wedge and that passes through a point](image)

Finally, we find a solution to the condition depicted in Figure 3.19, where the point inside the wedge has the coordinates \((x', y')\). Note that this solution will be of a fundamental importance to our algebraic expression derived for the main subsidiary problem in Chapter 4.

\[ A = (m_1 \cdot m' + 1)^2 \]
\[ B = -2(m_1^2 + 1) \cdot (x' + y' \cdot m') + 2m' \cdot (b' \cdot m_1^2 + b_1) + 2m_1 (b' - b_1) \]
\[ C = (m_1^2 + 1) \cdot ((x')^2 + (y')^2 - 2y' \cdot b') + b' \cdot (2b_1 + m_1^2 \cdot b') - b_1^2 \]
\[ D = B^2 - 4 \cdot A \cdot C \]
In the equations above, \( m' \) and \( b' \) are the coefficients of a line equation that defines a bisector of the given wedge. There are always two distinct bisectors for a given non-degenerate wedge, which cross at a 90° angle. Choosing the correct bisector is done with respect to the location of point \((x',y')\) that is contained in the wedge.

Mathematically, the two bisectors are found as follows:

\[
\begin{align*}
a_1 &= m_2 \sqrt{m_1^2 + 1} - m_1 \sqrt{m_2^2 + 1} & a_2 &= -m_2 \sqrt{m_1^2 + 1} - m_1 \sqrt{m_2^2 + 1} \\
b_1 &= \sqrt{m_2^2 + 1} - \sqrt{m_1^2 + 1} & b_2 &= \sqrt{m_2^2 + 1} + \sqrt{m_1^2 + 1} \\
c_1 &= b_2 \sqrt{m_1^2 + 1} - b_1 \sqrt{m_2^2 + 1} & c_2 &= -b_2 \sqrt{m_1^2 + 1} - b_1 \sqrt{m_2^2 + 1} \\
m' &= \frac{-a_1}{b_1} & \quad b' &= \frac{-c_1}{b_1} \quad m'_2 &= \frac{-a_2}{b_2} & \quad b'_2 &= \frac{-c_2}{b_2}
\end{align*}
\]

Finally, the coordinates of the centers of the inscribed circles and the circles’ radiuses are determined as follows (“left” and “right” circles refer to their centers’ relative \( x \) coordinates).

**Left circle:**

\[
\begin{align*}
x_1 &= \left(-B - \sqrt{D}\right)/2A \\
y_1 &= m' \cdot x_1 + b' \\
R_1 &= \sqrt{(x_1 - x')^2 + (y_1 - y')^2}
\end{align*}
\]

**Right circle:**

\[
\begin{align*}
x_2 &= \left(-B + \sqrt{D}\right)/2A \\
y_2 &= m' \cdot x_2 + b' \\
R_2 &= \sqrt{(x_2 - x')^2 + (y_2 - y')^2}
\end{align*}
\]

Choosing between the two circles is done based on the circles’ radiuses. Clearly, we choose a circle with a bigger radius.
Chapter 4  SOLVING THE MINIMUM PERIMETER TRIANGLE PROBLEM ALGEBRAICALLY

In this chapter, we discuss our findings regarding the expression of the circumscribing triangle’s perimeter via the geometric configuration of its enclosed object for the main subsidiary problem (Problem 2). In this problem, a degenerate object if formed by a pair of points located at some heights above a given line. Such an algebraic expression and its solution help establish an existence of a linear time answer to the minimum perimeter triangle problem for a convex polygon.

We begin this chapter with reiterating the statements of the two important problems from Chapter 3.

4.1 A SIMPLE SUBSIDIARY PROBLEM

**Problem 1** Given a wedge \( W(BA, BC) \) and a point \( Q \) contained in it, find a triangle of minimum perimeter that has two of its sides along the arms of the wedge and the third side incident on the given point \( Q \) (Figure 4.1; Problem 1 is repeated from Chapter 3).

A solution to this simple problem is obtained by fitting a circle into the wedge \( W \) that passes through point \( Q \). A line tangent to this circle at point \( Q \) forms the third side of the minimum perimeter triangle for Problem 1. The first two triangle sides are flush with the arms of the given wedge. We note that for a given wedge it is always possible to inscribe two circles that pass through a given point \( Q \) (see section 3.3). We call one of these circles an excircle (a circle with a bigger radius) and the other an incircle [BM02] (Figure 4.1). For the purposes of this problem, we always select the excircle.
The reason why \( \triangle ABC \) in the solution above is the minimum perimeter triangle for Problem 1 is due to the following [BM01]. The perimeter of the minimum perimeter triangle is equal to twice the length of a tangent from the apex of the wedge to the excircle of the triangle: \( 2 \cdot |BY| \) in Figure 4.1. (An excircle of a triangle is fitted into a wedge formed by the extensions of two of the triangle sides, while touching the third side from the outside of the triangle). The perimeter is clearly least when the excircle touches \( AC \) at \( Q \).

4.2 THE MAIN SUBSIDIARY PROBLEM

**Problem 2** Given two points \( P \) and \( Q \) at heights \( h_P \) and \( h_Q \) respectively, \( h_P \geq h_Q \), above a line \( L \), \( P \) to the left of \( Q \), find a \( \triangle ABC \) of minimum perimeter such that the side \( BC \) is incident on \( L \), while the points \( P \) and \( Q \) are interior to the sides \( AB \) and \( AC \) respectively (Figure 4.2; Problem 2 is repeated from Chapter 3).
Algorithm MinPerimeter (P, Q)

Input Two points P and Q lying above a line L at heights \( h_P \geq h_Q \)

Output A triangle \( \triangle ABC \) of minimal perimeter with P on side AB and interior to it, and Q on side AC and interior to it

Choose a line through point P parallel to L \( /* \) This gives a degenerate left wedge that contains point Q \( */ \)

Set \( u \leftarrow \infty \)

1. \( AC \leftarrow \text{FindBalanced} (W(L, AB), Q) \)
   \( v \leftarrow \text{length} (CQ) \)
   if \( u = v \) go to 2

2. \( AB \leftarrow \text{FindBalanced} (W(L, AC), P) \)
   \( u \leftarrow \text{length} (BP) \)
   if \( u \neq v \) go to 1

return triangle \( \triangle ABC \)

The problem of finding the minimum perimeter triangle for a pair of points above
a line (Problem 2) can be construed as a degenerate case of the problem where the minimum perimeter enclosing triangle is found for the polygon (and corresponds to one polygon edge, to be precise) [BM01]. In fact, the same scheme of circle-fitting and wedge-flipping used to derive the linear time algorithm for the polygon, can be used to solve Problem 2 (see pseudocode above, [BM01]).

![Diagram](image)

*Figure 4.3 A triangle for points $P$, $Q$, and line $L$: Acute angle configuration*

Let us consider solving Problem 2 algebraically. To do this, we aim at deriving an algebraic expression for the perimeter of the enclosing triangle and minimizing it with respect to the perimeter over one or more geometric parameters.

For the purposes of this problem, let us denote the height of point $P$ over line $L$ as $H$ and the height of point $Q$ over line $L$ as $h$. Without loss of generality, we can reduce the number of parameters in the problem by setting $H$ to 1, which is equivalent to scaling the remaining parameters by a factor $1/H$. Thus, the scaled height of $P$ becomes $H/H = 1$
Figure 4.4 A triangle for points $P$, $Q$, and line $L$: Obtuse angle configuration 1

Figure 4.5 A triangle for points $P$, $Q$, and line $L$: Obtuse angle configuration 2

and the scaled height of $Q$ becomes $h/H$. We also scale the horizontal distance between
points \(P\) and \(Q\), \(d/H\). We further refer to the scaled measures of \(|PP'|\), \(|QQ'|\), and \(|P'Q'|\) simply as 1, \(h\), and \(d\), respectively. \((P'\) and \(Q'\) are the projections of \(P\) and \(Q\) on line \(L\).)

Figures 4.3, 4.4, and 4.5 show three possible triangle configurations (one acute-angled and two obtuse-angled) that need to be considered for the purposes of Problem 2.

We denote the distance between points \(B\) and \(P'\) as \(x\). We then observe the three possible cases of the enclosing triangles (Figures 4.3, 4.4, and 4.5) to find the minimum perimeter solution to Problem 2.

\[
\frac{Q'R}{h} = \frac{Q'R + d}{1} \Rightarrow Q'R = \frac{d \cdot h}{(1-h)}
\]

\[
QR = h^2 + \left(\frac{d \cdot h}{1-h}\right)^2 > 1 \Rightarrow d > (1-h)\sqrt{(1/h)^2 - 1}
\]

![Diagram](image)

\textbf{Figure 4.6} A degenerate configuration

Before we proceed with our derivation of algebraic expressions, it is important to note that the value of \(d\), the horizontal distance between points \(P\) and \(Q\), cannot be arbitrary, and is constrained by the following expression [BM01]:

\[
d > (1-h)\sqrt{(1/h)^2 - 1}.
\]
Clearly, there is no restriction on \( d \) when \( h = 1 \). The above restriction can be derived by examining a degenerate configuration shown in Figure 4.6 below. The idea is that in order to have a minimum perimeter triangle configuration, \( |QR| > 1 \).

(Expression \( Q'R = \frac{d \cdot h}{(1-h)} \) follows from triangle similarity and helps derive our restriction – see Figure 4.6.)

Table 4.1 provides some practical values for the restriction on \( d \).

<table>
<thead>
<tr>
<th>( h )</th>
<th>( d &gt; ) than...</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>98.995</td>
</tr>
<tr>
<td>0.1</td>
<td>8.955</td>
</tr>
<tr>
<td>0.2</td>
<td>3.919</td>
</tr>
<tr>
<td>0.3</td>
<td>2.226</td>
</tr>
<tr>
<td>0.4</td>
<td>1.375</td>
</tr>
<tr>
<td>0.5</td>
<td>0.866</td>
</tr>
<tr>
<td>0.6</td>
<td>0.533</td>
</tr>
<tr>
<td>0.7</td>
<td>0.306</td>
</tr>
<tr>
<td>0.8</td>
<td>0.150</td>
</tr>
<tr>
<td>0.9</td>
<td>0.048</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4.1 A restriction on the value of \( d \): Examples for some \( h \)

### 4.3 Solving the Main Subsidiary Problem for a Special Case

The simplest case of the main subsidiary problem is when points \( P \) and \( Q \) are at equal heights over line \( L \) (Figure 4.7). In this case, we obtain a simple equation of degree four that gives us the minimum perimeter triangle. This equation is derived based on some triangle similarities observed in the configuration of Figure 4.7 and also on the fact that
\[ y = x + \frac{d}{2} \] (Figure 4.7). Here is this equation:

\[ x^4 + d \cdot x^3 - \frac{d^2}{4} = 0. \]

\[ |AP| = |A'B| = x + d/2 = y \]

Figure 4.7 A special case: \( H = h \)

Solving this equation for \( x \) (which can be done exactly and in constant time), we obtain a configuration for the minimum perimeter triangle. A general solution to this equation (expressed via \( d \)) was derived using a software package *Mathematica 4 for Students* [WWW5]. A printout from Mathematica that contains four roots (two of which are real) is attached to the thesis (Appendix A). Note that one real root that is negative in value (once the corresponding values for variables \( h \) and \( d \) have been plugged into the solution expressions) does not have geometric meaning, as the only possible minimum perimeter configuration for the special case is one that is acute-angled.

Additionally, some numerical solutions to the equation above are provided in section 4.6.
4.4 Deriving the Main Algebraic Equation (General Case)

![Diagram showing geometric configuration](image)

*Figure 4.8 A general case: $H > h$ (acute-angled configuration)*

1. The first approach

Solving the main subsidiary problem for a general case turned out to be more difficult than for a special case discussed in the previous section. Our first intuitive solution was to express the triangle’s perimeter using the two properties of the minimum perimeter configuration proved in Chapter 3 (section 3.2).

The perimeter of the minimum perimeter triangle can be expressed as follows:

$$ P = 2 \cdot \left[ x + d + \sqrt{x^2 + 1 - h^2} + \sqrt{x^2 + 1} \right]. $$

To minimize the perimeter of the triangle, we took a derivative of this expression with respect to $x$ and performed some simple calculations, obtaining the following equation that related several geometric attributes of the minimal perimeter triangle.
configuration:

$$3x^8 + 4 \cdot (2 - h^2) \cdot x^4 + 6 \cdot (1 - h^2) \cdot x^4 + 2h^2 - h^4 - 1 = 0.$$ 

The last expression corresponds to the acute angle configuration of Figure 4.3. There are two more variations of the expression for the perimeter corresponding to Figures 4.4 and 4.5. They include, instead of $(x + d)$, the $(d - x)$ and $(x - d)$ terms, respectively. All these variations yielded the same solution. This, along with the fact that the resulting solution for $x$ did not depend on $d$ (depended only on $h$) raised suspicion concerning this first approach. In addition, the approach did not yield any rational roots for a special case when $H = h$.

2. The second approach

In our next approach, we analyzed the configuration depicted in Figure 4.8 (which is the same approach undertaken for a special case in the previous section). The figure possesses a variety of similar triangles, allowing the construction of a system of algebraic equations. Along with the similarity principle, it is also possible to utilize the following expression from simple geometry that connects the half-perimeter measure $p$ with the lengths of the triangle’s sides $a$, $b$, and $c$, and the height of the triangle’s apex over its base $a$ ($h_a$):

$$h_a = \frac{2}{a} \sqrt{p(p-a)(p-b)(p-c)}.$$ 

We arrived at the following expression for the acute angle configuration in Figure 4.8:

$$(d + x) \cdot \left(\sqrt{1 + x^2} - \sqrt{1 + x^2 - h^2}\right) - \sqrt{(1 + x^2)(1 + x^2 - h^2)} - (1 + x^2 - h^2) = 0.$$ 

This expression simplifies to the previously-derived equation for $h = 1$ (special case):

$$x^4 + d \cdot x^3 - d^2/4 = 0.$$
Using this second approach, it is necessary to derive two more similar expressions for the obtuse angle configurations of Figures 4.4 and 4.5, as in general they are different.

3. **Solving the main subsidiary problem for a general case (the third approach)**

The weakness of the first and, to some extend, of the second approach is that they only consider the minimum perimeter triangle configuration without trying to characterize the perimeter function in general. In our final approach, we define the perimeter function, \( Perimeter = f(x) \), and study its behavior as it is determined by the geometric parameters \( x, d, \) and \( h \). However, unlike our first and second approaches, we allow this function to represent the perimeter of any circumscribing triangle, not just the minimum perimeter triangle. We define this general function based on the coordinates of points \( P \) and \( Q \) and of the triangle's vertex \( B \).

We obtain our final expression as follows. We fix points \( P \) and \( Q \) in the plane and allow point \( B \) (the left triangle's apex) to move along the triangle's side \( BC \) (Figure 4.9). We transform the coordinate system in such a way that all points along the triangle's side \( BC \) have a zero \( y \) coordinate. We then begin moving point \( B \) from infinity on the left along the side \( BC \) in the right direction. As we move point \( B \), we inscribe a excircle that passes through point \( Q \) into a wedge formed by the triangle sides \( BA \) and \( BC \). The perimeter of the enclosing triangle is defined as twice the distance from the apex of this wedge (point \( B \)) to the point of tangency of the inscribed excircle and the extension of the side \( BC \) (point \( Y \); see Figure 4.9). We denote the \( x \) coordinate of this point of tangency \( Y \) as \( F \) (the \( y \) coordinate of this point is zero as it was mentioned earlier). Furthermore, we
notice that $F$ is determined as a function of the $x$ coordinate of point $B$.

The key idea of our approach is that finding the minimum perimeter triangle implies minimizing the following function:

$$\text{Perimeter} = 2(F(x) - x),$$

where $x$ is the coordinate of point $B$ as it moves along the side $BC$.

![Diagram](image)

**Figure 4.9** The perimeter function: Geometric insights

By inscribing a circle into the wedge $W(BA, BC)$ we guarantee that one of the two wedges is always balanced. The other wedge $W(CA, CB)$ becomes balanced when the minimum perimeter configuration is achieved. As we move point $B$ from left-to-right, we balance the wedge $W(BA, BC)$ by fitting an excircle into it through point $Q$. This allows us to find the corresponding coordinates of the remaining triangle vertices $A$ and $C$.

Expressing the *Perimeter* function through the coordinates of points $P$, $Q$, and $B$
allows us to derive the main algebraic equation for Problem 2. It is then possible to transform this equation from the coordinate form into the form that uses already familiar distances $x$, $h$, and $d$. (Please note that the distance $x$ between points $B$ and $P'$ as it was previously defined and the $x$ coordinate of point $B$, $x$, are not the same. The "$x$" notation was chosen in both cases to signify the meaning of the corresponding variables.)

Let us denote the $x$ and $y$ coordinates of points $P$, $Q$, $B$, and $Y$ as $P(P_x, P_y)$, $Q(Q_x, Q_y)$, $B(B_x, B_y)$, and $Y(Y_x, Y_y)$. Note that $B_y = Y_y = 0$. Using the geometry in Figure 4.10, we derive the following expressions involving the coordinates of these points.

\[
M' = \frac{P_y}{P_x - B_x + \sqrt{P_y^2 + (P_x - B_x)^2}}, \quad B' = -B_x \frac{P_y}{P_x - B_x + \sqrt{P_y^2 + (P_x - B_x)^2}} = -B_x \cdot M',
\]

\[
M_1 = \frac{P_y}{P_x - B_x}, \quad M_2 = 0, \quad B_1 = -\frac{B_x P_y}{P_x - B_x} = -B_x \cdot M_1, \quad B_2 = 0.
\]
The coefficients calculated above are for the equations of the following lines:

\[ y = M_1x + B_1, \]  
the equation of a line defined by points \( B(B_x, 0) \) and \( P(P_x, P_y) \),

\[ y = M_2x + B_2, \]  
the equation of the x axis, which is incident on the triangle’s side \( BC \), and

\[ y = M'x + B', \]  
the equation of a bisector of the wedge \( W(BA, BC) \).

We now have:

\[
A = (M_1 \cdot M' + 1)^2
\]

\[
B = -2 \cdot (M_1^2 + 1) \cdot (Q_x + Q_y \cdot M') + 2M'(B \cdot M_1^2 + B_1) + 2M_1(B' - B_1)
\]

\[
C = (M_1^2 + 1) \cdot (Q_x^2 + Q_y^2 - 2Q_y \cdot B') + B'(2B_1 + M_1^2 \cdot B') - B_1^2
\]

\[
D = B^2 - 4 \cdot A \cdot C
\]

And we finally have an equation for the perimeter function expressed through the coordinates of points \( P, Q, \) and \( B \):

\[
Perimeter(x) = 2 \cdot (F(x) - x) = 2 \cdot (Y_x - B_x) = 2 \cdot \left( -\frac{B + \sqrt{D}}{2A} - B_x \right),
\]

where the "+" sign needs to be chosen since we are interested in a circle with a bigger radius (an excircle inscribed in a wedge).

The final equation follows from the fact that the \( x \) coordinate of the center of the excircle is the same as the \( x \) coordinate of point \( Y \) (see Figure 4.10).

The equation above can be simplified to the following form:

\[
\frac{Perimeter(x)}{2} = Q_x - B_x + \frac{Q_yP_y}{P_x - B_x + \sqrt{P_y^2 + (P_x - B_x)^2}} + \sqrt{\left( \frac{Q_x + \frac{Q_yP_y}{P_x - B_x + \sqrt{P_y^2 + (P_x - B_x)^2}}}{P_x - B_x + \sqrt{P_y^2 + (P_x - B_x)^2}} \right)^2 - \left( \frac{Q_x^2 + Q_y^2 + 2 \cdot B_x}{P_x - B_x + \sqrt{P_y^2 + (P_x - B_x)^2}} \right)}
\]
We can now transform this expression from the coordinate form into the distance form using the following conversions:

\[ Q_x - P_x = d, \]
\[ P_x - B_x = x, \]
\[ Q_x = d + x + B_x, \]
\[ Q_y = h, \quad P_y = H = 1. \]

We finally arrive at the following algebraic equation that relates the perimeter of the circumscribing triangle with the geometric parameters \( x, d, \) and \( h. \)

\[
\frac{\text{Perimeter}(x)}{2} = d + x + \frac{h}{x + \sqrt{x^2 + 1}} + \sqrt{\frac{h}{x + \sqrt{x^2 + 1}} + \left(\frac{h}{x + \sqrt{x^2 + 1}} + 2d + 2x\right) - h^2}
\]

Minimizing this expression for the perimeter with respect to \( x, \) we can obtain a solution to Problem 2, that is the minimum perimeter triangle corresponding to a given combination of parameters \( h \) and \( d. \) We thus take a derivative of the last expression and then simplify its result, obtaining:

\[
h \cdot 2 - \frac{\sqrt{h \cdot \left(1 + \frac{x}{\sqrt{1 + x^2}}\right)}}{\sqrt{1 + x^2} + \left(\frac{2d + 2x + \frac{h}{x + \sqrt{1 + x^2}}}{}\right)^2} = 0
\]

\[
1 - \frac{h}{1 + x^2 + x\sqrt{1 + x^2}} - \frac{h \cdot \left(-1 + h + d \cdot \left(x + \sqrt{1 + x^2}\right)\right)}{\sqrt{2(1 + x^2)} \sqrt{h \cdot (d + x - h \cdot x) \left(x + \sqrt{1 + x^2}\right)^2}} = 0 \quad \text{(simplified)}.
\]

This Mathematica-generated equation can be solved for \( x \) to obtain the final solution.
4.5 Analyzing the Main Equation

The perimeter function obtained in the previous section appears to be of high degree, and attempting to simplify its expression (by eliminating the square roots) yields a complex equation with high powers of $x$. Trying to solve this equation in its general form by using the software package Mathematica did not provide any results. However, when substituting concrete values for variables $h$ and $d$, we were able to obtain the solutions for the above equation, and therefore characterize the behavior of this function.

It appears evident from our analysis that the perimeter function behaves as follows. It has, in cases when $H > h$ and $d > (1 - h)\sqrt{(1/h)^2 - 1}$ (see section 4.2), two extremums, since our equation always has two real roots. Furthermore, after examining these roots, we conclude that one of them corresponds to the minimum perimeter configuration (Figure 4.11), while the other (the bigger root) corresponds to the "maximum" perimeter configuration (Figure 4.12).

These results are consistent with an observation that the two main properties of the minimum perimeter triangle configuration are satisfied twice as we move point $B$ from infinity on the left along the triangle’s side $BC$ to the right.

It is necessary to note that the algebraic function for the perimeter obtained in the previous section needs to be restricted in the geometric sense, so that not to allow any degenerate configurations which would violate the statement of Problem 2 (such as point $P$ being interior to the side $AB$). This restriction can be easily established by noticing that point $P$ remains interior to the triangle’s side $AB$ as long as the $y$ coordinate of point $A$ is greater than that of point $P$. The coordinates of point $A$ can be calculated through the coordinates of points $P$, $Q$, and $B$ based on finding the excircle for the wedge $W(BA, BC)$. 
Minimum Perimeter Triangle (two points above a line)

Figure 4.11 The minimum perimeter configuration

Minimum Perimeter Triangle (two points above a line)

Figure 4.12 The maximum perimeter configuration

(Note that point $B$ is fixed when the perimeter is minimal.) Finally, the minimum perimeter properties are satisfied only once for our special case when $h = H$ (Figure 4.13).
4.6 Numerical Results

Tables 4.2 and 4.3 show some numerical solutions to the main subsidiary problem (the value of $x$ uniquely identifies a family of triangles with the same angles). In addition, Appendix B contains a variety of numerical results in both, graph and tabular formats.
<table>
<thead>
<tr>
<th>$d$</th>
<th>$x$</th>
<th>$\beta = \gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/100$</td>
<td>0.068337</td>
<td>86.0907°</td>
</tr>
<tr>
<td>1</td>
<td>0.409586</td>
<td>67.7267°</td>
</tr>
<tr>
<td>5</td>
<td>0.544933</td>
<td>61.4126°</td>
</tr>
<tr>
<td>10</td>
<td>0.716673</td>
<td>54.3719°</td>
</tr>
<tr>
<td>15</td>
<td>1.01297</td>
<td>44.6308°</td>
</tr>
<tr>
<td>20</td>
<td>1.30292</td>
<td>37.5065°</td>
</tr>
<tr>
<td>25</td>
<td>1.50489</td>
<td>33.6041°</td>
</tr>
<tr>
<td>30</td>
<td>1.66500</td>
<td>30.9891°</td>
</tr>
<tr>
<td>100</td>
<td>2.89632</td>
<td>19.0480°</td>
</tr>
</tbody>
</table>

*Table 4.2 Some numerical solutions to the minimum perimeter triangle problem
(Special case: $H = h$)*

<table>
<thead>
<tr>
<th>$h$</th>
<th>$d$</th>
<th>$x_{\text{min}}$</th>
<th>$\beta_{\text{min}}$</th>
<th>$\gamma_{\text{min}}$</th>
<th>$x_{\text{max}}$</th>
<th>$\beta_{\text{max}}$</th>
<th>$\gamma_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>10</td>
<td>0.178</td>
<td>79.9071°</td>
<td>11.3560°</td>
<td>-2.200</td>
<td>155.5560°</td>
<td>4.7473°</td>
</tr>
<tr>
<td>0.2</td>
<td>25</td>
<td>0.694</td>
<td>55.2394°</td>
<td>9.4570°</td>
<td>-6.140</td>
<td>170.7497°</td>
<td>1.8424°</td>
</tr>
<tr>
<td>0.4</td>
<td>10</td>
<td>0.662</td>
<td>56.4954°</td>
<td>19.4836°</td>
<td>-6.580</td>
<td>171.3586°</td>
<td>3.4456°</td>
</tr>
<tr>
<td>0.4</td>
<td>25</td>
<td>1.121</td>
<td>41.7349°</td>
<td>15.4427°</td>
<td>-16.632</td>
<td>176.5592°</td>
<td>1.3756°</td>
</tr>
<tr>
<td>0.6</td>
<td>10</td>
<td>0.929</td>
<td>47.1079°</td>
<td>26.0772°</td>
<td>-14.972</td>
<td>176.1788°</td>
<td>2.2916°</td>
</tr>
<tr>
<td>0.6</td>
<td>25</td>
<td>1.398</td>
<td>35.5764°</td>
<td>20.4306°</td>
<td>-37.489</td>
<td>178.4720°</td>
<td>0.9167°</td>
</tr>
<tr>
<td>0.8</td>
<td>10</td>
<td>1.132</td>
<td>41.4571°</td>
<td>31.9816°</td>
<td>-39.994</td>
<td>178.5677°</td>
<td>1.1458°</td>
</tr>
<tr>
<td>0.8</td>
<td>25</td>
<td>1.615</td>
<td>31.7656°</td>
<td>24.9076°</td>
<td>-99.998</td>
<td>179.4270°</td>
<td>0.4584°</td>
</tr>
</tbody>
</table>

*Table 4.3 Some numerical solutions to the minimum perimeter triangle problem
(General case: $H > h$)*
Chapter 5  Implementation of a Linear Time Algorithm for Computing the Minimum Perimeter Triangle Enclosing a Convex Polygon

Our implementation follows the algorithm closely. We find a minimum perimeter triangle for each edge of an \( n \)-gon. The polygon edges are considered in clockwise and anticlockwise order, with both implementations available to the user. One of the sides of the minimum perimeter enclosing triangle is always flush with the corresponding polygon edge, a property proved by De Pano [DeP87] and utilized in the implementation. The remaining two sides are found by using the wedge-switching and circle-fitting technique, described in Chapter 3 (section 3.1).

One of the goals of our implementation is providing means for graphical demonstration of the execution of the algorithm. We thus create a graphical user interface (GUI) that displays all the geometric details of the algorithm, as well as handles the user input. Our software system is fairly complex as it interleaves the logic involved in the algorithm and the user interface involved in visualization and animation. The overall software system consists of approximately 8,000 lines of C++ code (including OpenGL and MFC code). Such complexity asks for proper software engineering procedures for the development of our software system, including OOA/OOD, OOP, and testing.

5.1 Object-Oriented Analysis and Design (OOA/OOD)

Figure 5.1 shows a class diagram for our software system that was engineered using Rational Rose 2000 [WWW2]. We will omit the stages of requirements engineering and of OOA/OOD that precede the creation of the class diagram due to space limitations.
Figure 3.1 Software system class diagram engineered with Rational Rose 2000
Figure 5.2 Microsoft Foundation Classes (MFC) version 6.0:
A diagram generated with Rational Rose 2000
Figure 5.2 shows a general diagram for the MFC (Microsoft Foundation Classes) library [WWW1] that was used in our implementation to generate part of the GUI. The other part of the GUI was developed using OpenGL [WWW4].

5.2 **OBJECT-ORIENTED PROGRAMMING (OOP)**

We have implemented our software system in C++ on the Windows XP platform. We used Microsoft's Visual Studio 6.0 [WWW1] with its MFC (Microsoft Foundation Classes) library. In addition, we used OpenGL graphics library, version 1.2 [WWW4] for visualization, animation, and processing of interactive user input.

For the purposes of implementation convenience, we have introduced several C++ classes that correspond to some geometric primitives. The following class specification code shows examples of some classes used in the software system. Note that functions such as accessor functions, OpenGL and MFC drawing/interface functions, constructors and destructors, as well as some other functions are omitted below.

Once the code for all geometric operations is written, we follow the algorithm in invoking the necessary functions to accomplish the tasks specified by the algorithm. As we compute the geometric primitives during the progression of the algorithm (intersection points, antipodal lines, inscribed circles, etc.), we graphically display the intermediate results using OpenGL.

```cpp
class point {
private:
    GLfloat x;
    GLfloat y;
public:
    point findCenterPoint(point point1, point point2);
    GLfloat findDistance(point point1, point point2);
    // some member functions omitted
};
```
class circle {
    private:
        point center;
        GLfloat radius;
    public:
        // member functions omitted
};

class polygon {
    private:
        point vertices[n];
        line edges[n];
    public:
        point findAntipodalPoint(line edge, polygon convexPolygon);
        line findAntipodalLine(line edge, polygon convexPolygon);
        bool isTangentLine(line lineThroughVertex, polygon convexPolygon);
        // some member functions omitted
};

5.3 SOFTWARE SYSTEM TESTING AND TESTING RESULTS

Reliability of a software system is a measure of success with which the observed behavior of the system conforms to system's specifications. Our expectation for this software system is that it should work for all input instances; that is, for any polygon specified via the Euclidian coordinates of its vertices in the plane.
We have performed the following testing techniques in order to improve the reliability of our software system. As a result of testing, we have been able to detect and eliminate several software system faults (or bugs). The following discussion of the testing techniques is based on [Bin00].

1. **Black-box testing** (testing the system while considering it as a "black box").

   Black-box testing tests a software system product against the end user, against external specifications. It is done without any internal knowledge of the product. The test cases for black-box testing can be derived using approaches such as equivalence partitioning, boundary-value analysis, error guessing, and cause-effect graphing. All of these approaches were used to some extend in testing of our software system.

2. **White-box testing** (testing for possible algorithmic errors).

   White-box testing requires knowledge of the internal program structure to derive test cases from the internal design specification or from the code. The test cases are designed based on the algorithmic logic. The goal here is the correct implementation of this logic.

3. **OOT** (object-oriented testing that discovers faults on the level higher than algorithmic, which is the object-oriented level for the system).

   Object-oriented testing strategies include unit testing in the object-oriented context, where the smallest testable unit is a class or an object, and integration testing in the object-oriented context. Both unit and integration testing were performed on our software system. In particular, we used the following object-oriented **test patterns** from [Bin00]: Combinational Function, Invariant Boundaries, Round-trip Scenario, Integration Collaborations, and Extended Use Case.
Chapter 6 IMPLEMENTATION DETAILS

As it was stated in Chapter 5 (section 5.2), our implementation is in C++, and utilizes the OpenGL graphics library [WWW4] for visualization and animation and the MFC library [WWW1] for GUI generation. The proposed implementation computes the minimum perimeter enclosing triangle for any given convex polygon that is input by a user interactively by clicking with a mouse. Also, the user can specify the \(x\) and \(y\) polygon vertex coordinates by entering them in a form. Finally, several sample polygons are available to the user, so that no user input is required. The algorithm and our implementation run in \(O(n)\) time, where \(n\) is the number of polygon vertices/edges.

The implementation takes the polygon vertices Euclidian coordinates as input and computes a minimum perimeter enclosing triangle corresponding to each polygon edge. For some edges, such a triangle does not exist [BM01], [BM02]. The implementation proceeds in both anticlockwise and clockwise order when considering polygon edges. It then reports a triangle with the smallest perimeter among the computed triangles.

6.1 CHOOSING AN INPUT POLYGON BY SPECIFYING THE EUCLIDIAN ORTHOGONAL COORDINATES OF ITS VERTICES: USE OF OpenGL GRAPHICS LIBRARY

We use OpenGL graphics library in order to code for the portion of our software system that processes user mouse clicks for entering the vertices of an input polygon. We record the user-entered coordinates in a file for future use and processing.

Figures 6.1 and 6.2 show the screenshots of our OpenGL-generated GUI, which
enables entering the coordinates of the polygon vertices interactively.

Figure 6.1 Choosing polygon vertices by clicking with a mouse

Figure 6.2 A convex polygon is chosen or "closed"
6.2 **Verifying the Input Polygon for Convexity**

There are several different ways to check if a polygon is convex. A trivial approach is to verify that all the inner angles in the polygon are less than 180°. We suggest utilizing the following technique for convexity verification, which is simpler than other evaluated techniques from the implementation point of view.

The magnitude of the cross product of three points $A$, $B$, and $C$ on the plane is given by $(X_C - X_B) \cdot (Y_A - Y_B) - (X_A - X_B) \cdot (Y_C - Y_B)$. The idea is that if the magnitudes of every three consecutive vertices are all positive or all negative, the polygon is convex.

6.3 **Computing the Minimum Perimeter Triangle**

![Minimum Perimeter Triangle Enclosing a Convex Polygon](image)

*Figure 6.3 A minimum perimeter triangle flush with one of the polygon edges
(All iterations are shown)*
Figure 6.4 The minimum perimeter triangle for the polygon is found
(Minimum triangles corresponding to all edges are shown)

Figures 6.3 and 6.4 show how our software system displays the results of the algorithm for computing the minimum perimeter triangle. For every polygon edge, all iterations are displayed (Figure 6.3). This allows us to visualize the process of minimizing the perimeter of the enclosing triangle as the algorithm progresses from one iteration to the next. At the end, the resulting minimum perimeter triangles that correspond to different polygon edges are shown together (Figure 6.4), and the minimum triangle for the polygon is chosen as a minimum among the triangles computed for every polygon edge.

6.4 **Graphical Representation of Algorithmic Details: Use of OpenGL**

Our software system allows step-wise visualization of geometric details of the algorithm.
Figure 6.5 Geometric details of the linear time algorithm

This visualization is made possible by using OpenGL graphics library. Figure 6.5 screenshot shows many geometric details displayed by the software system simultaneously.

6.5 Efficiency Issues

The algorithm uses several geometric operations as it progresses in its execution. In particular, it relies on the operations such as finding an antipodal point, finding an excircle for a triangle, computing a point of tangency of a circle and a line, finding a circle inscribed in a wedge, computing a cross point of two lines, and so on. To achieve the maximum efficiency for our implementation, we mathematically derived optimal solutions for all operations specified or implied by the algorithm (see Chapter 3).
6.6 Robustness Issues

All coordinates and geometric equation coefficients for this implementation are floating-point numbers. Since we use finite-precision arithmetic, all comparison tests are carried out with respect to an input precision. For instance, for many algorithmic operations, the software system computes lines through their algebraic equations, and checks whether two lines are parallel. In this case, we compare the floating-point coefficients of the line equations not exactly, but rather with certain precision, specified by the user. This precision identifies an acceptable error limit beyond which the values being compared are considered indistinguishable. Accordingly, if the absolute value of the difference is greater than the specified precision, the values are considered distinct. Our typical precisions used for most calculations are 0.1, 0.01, and 0.001.

The same precision argument applies to the key comparison operation in the algorithm, which determines the number of wedge-switching and circle-fitting iterations necessary to either terminate the iterations and output the minimum perimeter triangle for the edge under consideration (when $BP = CQ$) or conclude that the current edge cannot generate a minimum perimeter triangle (when the height of $P$ becomes less than of $Q$).

We make our implementation robust by means of introducing this precision property, whose value is used to anticipate and eliminate various problems throughout the program, which typically result from dealing with finite-precision arithmetic.

6.7 Implementation Challenges

The biggest challenge was establishing a tradeoff in specifying the precision for different purposes, e.g. for parallel line identification versus computing the difference $|BP| - |CQ|$. 
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Chapter 7  EVALUATION OF THE PROPOSED FRAMEWORK: ALGEBRAIC AND EXPERIMENTAL RESULTS

7.1  THEORETICAL RESULTS

We have derived an algebraic expression for the perimeter function in the case of the main subsidiary problem variant. We have also provided the analysis of the behavior of this function, and determined that the function has two extremums (the minimum and the "maximum") in the case when \( H > h \) and one extremum (only the minimum) when \( H = h \). Due to limitations on the computing power available to us, we were unable to solve the equation for minimization of the perimeter in its general form; however, we succeeded as providing solutions in cases when numerical values of parameters \( h \) and \( d \) were plugged into the equation. Appendix B contains many such numerical results in graph and tabular formats.

7.2  IMPLEMENTATION AND EXPERIMENTAL RESULTS

The key factor in characterizing the efficiency of our implementation is the number of iterations computed for each polygon edge in the process of finding an enclosing triangle of minimum perimeter corresponding to that edge. We performed the following experiments in order to empirically determine whether there is any dependency of the number of such iterations on \( n \). We executed our program for various arbitrary \( n \)-gons, where \( n \) varied from 4 to 30. Each polygon was specified by the floating-point Euclidian coordinates of its vertices. Table 7.1 shows our results, where "Average" and "Minimum" have the following meaning. We recorded the average of the number of iter-
<table>
<thead>
<tr>
<th>n</th>
<th>Anticlockwise Search</th>
<th></th>
<th>Clockwise Search</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average 0.1 0.01</td>
<td>Minimum 0.1 0.01</td>
<td>Average 0.1 0.01</td>
<td>Minimum 0.1 0.01</td>
</tr>
<tr>
<td>4</td>
<td>2.75 2.75</td>
<td>2 2</td>
<td>2.00 2.00</td>
<td>2 2</td>
</tr>
<tr>
<td>4</td>
<td>1.75 1.75</td>
<td>2 2</td>
<td>1.75 1.75</td>
<td>2 2</td>
</tr>
<tr>
<td>4</td>
<td>11.0 14.0</td>
<td>11 14</td>
<td>11.0 14.0</td>
<td>11 14</td>
</tr>
<tr>
<td>5</td>
<td>3.00 3.00</td>
<td>3 3</td>
<td>5.00 5.60</td>
<td>3 3</td>
</tr>
<tr>
<td>5</td>
<td>4.40 5.40</td>
<td>2 2</td>
<td>4.00 4.20</td>
<td>2 2</td>
</tr>
<tr>
<td>5</td>
<td>2.40 2.40</td>
<td>3 3</td>
<td>3.20 3.20</td>
<td>6 6</td>
</tr>
<tr>
<td>8</td>
<td>3.25 3.25</td>
<td>3 3</td>
<td>3.25 3.25</td>
<td>4 4</td>
</tr>
<tr>
<td>8</td>
<td>2.88 2.88</td>
<td>3 3</td>
<td>6.00 6.88</td>
<td>4 4</td>
</tr>
<tr>
<td>8</td>
<td>6.50 8.00</td>
<td>11 14</td>
<td>3.38 3.63</td>
<td>10 12</td>
</tr>
<tr>
<td>10</td>
<td>2.90 2.90</td>
<td>3 3</td>
<td>4.20 4.50</td>
<td>3 3</td>
</tr>
<tr>
<td>10</td>
<td>5.30 6.30</td>
<td>4 4</td>
<td>4.60 5.40</td>
<td>4 4</td>
</tr>
<tr>
<td>10</td>
<td>4.20 4.80</td>
<td>9 12</td>
<td>3.80 4.00</td>
<td>8 10</td>
</tr>
<tr>
<td>13</td>
<td>4.08 4.31</td>
<td>3 3</td>
<td>4.08 4.08</td>
<td>4 4</td>
</tr>
<tr>
<td>13</td>
<td>3.31 3.69</td>
<td>3 3</td>
<td>4.08 4.77</td>
<td>4 4</td>
</tr>
<tr>
<td>13</td>
<td>4.62 5.08</td>
<td>4 4</td>
<td>5.31 6.15</td>
<td>3 3</td>
</tr>
<tr>
<td>15</td>
<td>4.33 4.93</td>
<td>3 3</td>
<td>4.93 5.67</td>
<td>4 4</td>
</tr>
<tr>
<td>15</td>
<td>4.67 5.20</td>
<td>5 8</td>
<td>4.93 5.60</td>
<td>7 7</td>
</tr>
<tr>
<td>15</td>
<td>5.67 6.67</td>
<td>9 12</td>
<td>5.00 5.67</td>
<td>10 13</td>
</tr>
<tr>
<td>18</td>
<td>4.56 5.22</td>
<td>5 5</td>
<td>3.44 3.78</td>
<td>4 4</td>
</tr>
<tr>
<td>18</td>
<td>5.89 6.83</td>
<td>4 4</td>
<td>4.17 4.33</td>
<td>3 3</td>
</tr>
<tr>
<td>18</td>
<td>4.22 4.56</td>
<td>6 6</td>
<td>3.06 3.22</td>
<td>2 2</td>
</tr>
<tr>
<td>20</td>
<td>5.20 5.60</td>
<td>4 4</td>
<td>4.95 5.45</td>
<td>3 3</td>
</tr>
<tr>
<td>20</td>
<td>4.30 4.60</td>
<td>3 3</td>
<td>3.95 4.25</td>
<td>4 4</td>
</tr>
<tr>
<td>20</td>
<td>4.65 5.00</td>
<td>4 4</td>
<td>4.95 5.65</td>
<td>3 3</td>
</tr>
<tr>
<td>23</td>
<td>3.91 4.43</td>
<td>3 3</td>
<td>4.57 4.91</td>
<td>4 4</td>
</tr>
<tr>
<td>23</td>
<td>4.52 5.17</td>
<td>4 4</td>
<td>4.43 4.91</td>
<td>4 4</td>
</tr>
<tr>
<td>23</td>
<td>4.57 5.13</td>
<td>3 3</td>
<td>4.61 5.17</td>
<td>4 4</td>
</tr>
<tr>
<td>25</td>
<td>4.92 6.32</td>
<td>3 3</td>
<td>4.96 5.96</td>
<td>3 3</td>
</tr>
<tr>
<td>25</td>
<td>4.88 5.72</td>
<td>3 3</td>
<td>3.76 4.16</td>
<td>4 4</td>
</tr>
<tr>
<td>25</td>
<td>5.76 6.52</td>
<td>4 4</td>
<td>4.20 4.76</td>
<td>4 4</td>
</tr>
<tr>
<td>28</td>
<td>5.07 5.79</td>
<td>9 11</td>
<td>4.29 4.75</td>
<td>6 7</td>
</tr>
<tr>
<td>28</td>
<td>5.32 6.04</td>
<td>3 3</td>
<td>4.75 5.25</td>
<td>4 4</td>
</tr>
<tr>
<td>28</td>
<td>4.54 4.75</td>
<td>6 6</td>
<td>5.79 6.43</td>
<td>4 4</td>
</tr>
<tr>
<td>30</td>
<td>5.07 5.77</td>
<td>4 4</td>
<td>4.80 5.37</td>
<td>4 4</td>
</tr>
<tr>
<td>30</td>
<td>5.13 5.83</td>
<td>11 14</td>
<td>5.43 6.17</td>
<td>10 13</td>
</tr>
<tr>
<td>30</td>
<td>5.03 5.60</td>
<td>10 13</td>
<td>5.37 6.13</td>
<td>4 4</td>
</tr>
</tbody>
</table>

Table 7.1 Experimental results showing the number of iterations for different n-gons
ations, "Average", that were needed to compute a minimum perimeter triangle for each polygon edge (the average was computed over all polygon edges). We also recorded the number of iterations, "Minimum", that corresponded to the edge that produced the minimum perimeter triangle for the polygon. We performed both, anticlockwise and clockwise searches of the polygon edges. The averages and the "minimum" values were computed for both of the edge searches. The number of polygon vertices $n$ and the polygon vertex coordinates were chosen arbitrarily.

Our experiments indicate that the number of iterations necessary to compute a minimum perimeter triangle for a polygon edge does not depend on the number of edges $n$, and is rather determined but the geometry of the input polygon, as well as by the desired calculation precision. This result agrees with the algorithm's linear time complexity and shows that this complexity can be achieved experimentally.

Our results also show that the algorithm often finds the same minimum perimeter triangle whether we consider polygon edges in anticlockwise or clockwise order. The number of iterations may slightly differ for anticlockwise and clockwise solutions, which is particularly true for polygons with no geometric symmetry. We also observe that the final minimum perimeter triangle for the polygon is often (in our experiments) flush with the longest polygon side (especially for large $n$). Finally, we find that our resulting minimum perimeter triangle for the polygon is not dependent on our choice of precision.

The proposed implementation in its current version (version 1.0) works for $3 \leq n \leq 1000$ polygon edges and allows a maximum of 100 iterations for each polygon edge. Minimizing or eliminating the GUI component of the software system can substantially improve its potential. We retain the GUI at this time for demonstration purposes.
Chapter 8  CONCLUSION AND FUTURE WORK

8.1 CONCLUSION

First, we have derived an algebraic equation that expresses the perimeter of the enclosing triangle via several geometric parameters of the enclosed degenerate object, formed by a pair of points above a given line. Although due to its high degree, the equation cannot be solved precisely in its general form, we have been able to provide several concrete solutions to the equation by plugging the constant values for the equation parameters \( h \) and \( d \). These numerical results (Appendices A and B) indicate that the perimeter function for the main subsidiary problem variant has exactly two extremums (when \( H > h \)). We further claim that the first extremum is associated with the minimum perimeter triangle configuration, whereas the second corresponds to the "maximum" perimeter configuration, both satisfying the two main properties of the minimum perimeter triangle (derived in Chapter 3). When \( H = h \), we have one extremum (only the minimum).

Second, we have given an implementation of a linear time algorithm for computing the minimum perimeter triangle enclosing a convex polygon. This implementation has been shown to be reliable for various input instances. Asymptotically, our implementation is more efficient than previous solutions for accomplishing the same task. Our software system also achieves flexibility by allowing the user to specify the precision to which arithmetic comparison tests are to be performed. It appears that the precision factor determines the number of iterations needed for every polygon edge while computing its corresponding minimum perimeter triangle candidate, if one exists. Thus, our implementation controls its own constant factor by
means of specifying the precision variable. We have demonstrated that the average number of iterations is small and rarely exceeds 10 for precisions of 0.1 and 0.01 and for polygons with up to 30 edges. This once again illustrates that the number of iterations for each polygon edge is at most a fraction of $n$, and the overall number of iterations for all edges of the polygon is on the order of $n$. We have shown that the resulting minimum perimeter triangle is not dependent on whether we first consider the polygon edges in clockwise or anticlockwise order. We have also observed that the final minimum perimeter triangle for the polygon is often (in our experiments) flush with the longest polygon side. Finally, we have demonstrated that the resulting minimum perimeter triangle is not dependent on our choice of precision value.

Our implementation is efficient and complies with the algorithm's linear time complexity while achieving a small constant factor. We have verified empirically that the number of iterations necessary for computing a minimum perimeter enclosing triangle corresponding to each polygon edge – when such a triangle exists – is a factor which is at most a fraction of $n$ for each polygon edge. The sum of these factors over all iterations for $n$ polygon edges is on the order of $n$, implying the linearity of the algorithm. The space complexity of our algorithm and implementation is $O(n)$ and the amount of extra space used in the implementation is $O(1)$ if we omit the GUI component.

Our use of OpenGL and MFC makes the implementation graphical and interactive.
8.2 **FUTURE WORK**

Future work related to the problem of finding the minimum perimeter triangle enclosing a convex polygon can be projected in the following two directions. First, we may consider the same and related problems in two dimensions (such related problems can include any problems concerning optimization of geometric objects in 2D). Second, our proposed framework may also be generalized to higher dimensions. The following two sections summarize these possible directions for future work.

8.2.1 **FUTURE WORK IN TWO DIMENSIONS**

A natural question is can we do better than $O(n)$? Our experimental results indicate that in many cases, especially when $n$ is relatively large, the resulting minimum perimeter triangle is flush with the longest polygon edge. Does this mean that we only have to consider one edge? In general, the answer is no. However, in applications that allow a certain level of imprecision as a tradeoff for increased efficiency, we may want to consider computing only the minimum perimeter triangle that corresponds to the longest polygon edge. The result may well be the minimum perimeter triangle for the polygon. At any rate, it appears to be difficult to characterize the time complexity of our approach if it is only applied to one polygon edge, since the number of iterations for any edge can be on the order of $n$.

Another interesting question is how to generalize an enclosing triangle to an arbitrary $k$-gon? Also, how to generalize a convex polygon to a simple polygon? The latter question can be answered in the practical sense by convexifying a non-convex polygon (by calculating its corresponding convex hull) and then applying the algorithm to
Yet other important questions to investigate are what the connection to the minimum area triangle is? Which enclosing triangle is a better choice? Intuitively, the answer to the latter question is expected to be application-dependent.

8.2.2 GENERALIZATION TO HIGHER DIMENSIONS

In general, it has been difficult to generalize such problems to higher dimensions. Even in 3D (three dimensions), the problem statement for finding the minimum perimeter triangle changes to that of finding a tetrahedron of minimal surface area that encloses a given convex polyhedron. Alternatively, one may wish to minimize the total edge length of the enclosing tetrahedron. The minimum area triangle problem in 2D (two dimensions) would correspondingly transform into finding a minimum volume bounding tetrahedron in 3D. Naturally, even a 3D-extension imposes new challenges, since the approaches that perform well in 2D are not sufficient in higher dimensions, and their generalization may not be feasible. In higher dimensions (d-dimensions), the problem of finding the minimum perimeter triangle transforms into a problem of finding a d-dimensional tetrahedron that encloses a given convex polytope. Again, the approaches from 2D are not readily generalized to d-dimensional space.
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APPENDIX A: SOME ALGEBRAIC RESULTS GENERATED WITH MATHEMATICA 4

Special case of the main subsidiary problem: $h = H$.

\[ \text{Solve}[x^4 + (x^3) + d - (d^2) / 4 = 0, x] \]

\[ \left\{ \begin{array}{l}
\frac{d}{2} - \frac{1}{2} \sqrt{\frac{2 d^2}{3} - \frac{\left(-9 d^4 - \sqrt{3} d^2 \sqrt{64 + 27 d^2} \right)^{1/3}}{2} - \frac{1}{2}} \\
\frac{d}{2} + \frac{1}{2} \sqrt{\frac{2 d^2}{3} - \frac{\left(-9 d^4 - \sqrt{3} d^2 \sqrt{64 + 27 d^2} \right)^{1/3}}{2} - \frac{1}{2}} \\
\end{array} \right. \]

\[ d = 1/2 \quad \text{NSolve}[x^4 + (x^3) / 2 - 1/16 = 0, x] \]

\{ \{x \to -0.690139\}, \{x \to -0.109724 - 0.457237 i\}, \{x \to -0.109724 + 0.457237 i\}, \{x \to 0.409586\} \}

\[ d = 2 \quad \text{NSolve}[x^4 + (x^3) * 2 - 1 = 0, x] \]

\{ \{x \to -2.10692\}, \{x \to -0.304877 - 0.754529 i\}, \{x \to -0.304877 + 0.754529 i\}, \{x \to 0.716673\} \}

\[ d = 1 \quad \text{NSolve}[x^4 + x^3 - 1/4 = 0, x] \]

\{ \{x \to -1.16012\}, \{x \to -0.192409 - 0.598692 i\}, \{x \to -0.192409 + 0.598692 i\}, \{x \to 0.544933\} \}
APPENDIX B: NUMERICAL SOLUTIONS TO THE MAIN SUBSIDIARY PROBLEM IN GRAPH AND TABULAR FORMATS

Recall that the main subsidiary problem for the minimum perimeter enclosing triangle asks to find a triangle of minimum perimeter that contains two given points $P$ and $Q$ (located above a given line $L$) on two of its sides. The height of point $P$ over line $L$ (over the third triangle's side) is equal to or greater than the height of point $Q$, and $P$ is located to the left of $Q$ (Figure A.1).

Appendix B contains some numerical results for the main subsidiary problem that were determined algebraically. These results are displayed in tables and also in graphs of the following format:

$$Perimeter = f(x),$$

where the values for the perimeter are plotted against the values of $x$.

![Figure A.1 Geometric meaning of $h$, $d$, and $x$](image)

The following series of graphs and tables show how the perimeter of the enclosing triangle changes with respect to $x$, the distance from the left triangle's vertex $B$.
to the projection of point $P$ on side $BC$, $P'$ (Figure A.1).

The two parameters that determine the triangle's perimeter are the distances $h$ and $d$ (for the sake of generosity and simplicity we have scaled all measures by $H$). The parameters $h$ and $d$ varied in the intervals $(0, 1)$ and $[5, 30]$, respectively. Specifically, the perimeter function was determined for the following combinations of values of $h$ and $d$:

\[
\begin{align*}
    h &= 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1; \\
    d &= 5, 10, 15, 20, 25, 30.
\end{align*}
\]

Due to a restriction imposed on the value of $d$ as related to $h$ (see section 4.2), $d > (1-h)\sqrt{1/h^2 - 1}$, some combinations of the mentioned $h$ and $d$ may not be represented, as they can not generate a minimum perimeter triangle. Also, the graphs are provided only for $h = 0.2, 0.4, 0.6, 0.8, 1$.

Table A.1 summarizes the numerical results for the main subsidiary problem. It lists the perimeter values that are scaled by $H$, similarly to all other values that express distances in Figure A.1. This allows providing the perimeter values for a family of triangles. Every triangle in a family has the same values for all three angles.

In our analysis of the perimeter function, we have found that the conditions $|BP| = |CQ|$ and $|AP| + |AQ| = |BC|$ are satisfied in two cases: the minimum and the maximum perimeter triangle configurations. This can be seen from the graphs in this Appendix, whose functions always (except when $h = 1$) possess two extremums (the minimum and the maximum).

The following graphs were generated using Mathematica 4 for Students [WWW5].
Perimeter \( d = 5, k = 0.2 \) (no extrema in this case, i.e. no minimum or maximum)

Perimeter \( d = 5, h = 0.4 \)
Perimeter($x$), $d = 10$, $h = 0.2$

Perimeter($x$), $d = 10$, $h = 0.3$

Perimeter($x$), $d = 10$, $h = 0.4$
Perimeter(x), $d = 25, h = 0.6$

Perimeter(x), $d = 25, h = 0.8$
Perimeter$(x)$, $d = 30$, $h = 0.6$

Perimeter$(x)$, $d = 30$, $h = 0.8$
Note that the graphs reflect the mathematical expression for the perimeter function without being restricted by the statement of Problem 2. That is, the degenerate configurations where point $P$ is not interior to the triangle's side $AB$ are represented as decreasing perimeter beginning at some point beyond the maximum perimeter configuration (for negative $x$, $H > h$). These configurations do not provide "better solutions" to the minimum perimeter problem as they violate its statement.
<table>
<thead>
<tr>
<th>$d$</th>
<th>$h$</th>
<th>Perimeter (scaled by $H$ to give a family of triangles)</th>
<th>$\chi$</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\text{min}$</td>
<td>$\text{max}$</td>
<td>$\text{min}$</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>14.061</td>
<td>14.601</td>
<td>0.071</td>
</tr>
<tr>
<td>5</td>
<td>0.4</td>
<td>14.706</td>
<td>16.879</td>
<td>0.328</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>15.221</td>
<td>20.150</td>
<td>0.496</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>15.652</td>
<td>25.107</td>
<td>0.628</td>
</tr>
<tr>
<td>5</td>
<td>0.7</td>
<td>16.025</td>
<td>33.406</td>
<td>0.740</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>16.351</td>
<td>50.045</td>
<td>0.839</td>
</tr>
<tr>
<td>5</td>
<td>0.9</td>
<td>16.641</td>
<td>100.021</td>
<td>0.929</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>16.899</td>
<td>None</td>
<td>1.013</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>None</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>10</td>
<td>0.2</td>
<td>24.378</td>
<td>25.248</td>
<td>0.178</td>
</tr>
<tr>
<td>10</td>
<td>0.3</td>
<td>25.288</td>
<td>28.724</td>
<td>0.473</td>
</tr>
<tr>
<td>10</td>
<td>0.4</td>
<td>25.982</td>
<td>33.439</td>
<td>0.662</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>26.552</td>
<td>40.075</td>
<td>0.807</td>
</tr>
<tr>
<td>10</td>
<td>0.6</td>
<td>27.040</td>
<td>50.053</td>
<td>0.929</td>
</tr>
<tr>
<td>10</td>
<td>0.7</td>
<td>27.467</td>
<td>66.703</td>
<td>1.056</td>
</tr>
<tr>
<td>10</td>
<td>0.8</td>
<td>27.846</td>
<td>100.023</td>
<td>1.132</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>28.188</td>
<td>200.011</td>
<td>1.220</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>28.497</td>
<td>None</td>
<td>1.303</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>33.647</td>
<td>33.702</td>
<td>-0.219</td>
</tr>
<tr>
<td>15</td>
<td>0.2</td>
<td>35.144</td>
<td>37.662</td>
<td>0.421</td>
</tr>
<tr>
<td>15</td>
<td>0.3</td>
<td>36.111</td>
<td>42.959</td>
<td>0.678</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>36.861</td>
<td>50.070</td>
<td>0.858</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>37.482</td>
<td>60.050</td>
<td>1.002</td>
</tr>
<tr>
<td>15</td>
<td>0.6</td>
<td>38.016</td>
<td>75.036</td>
<td>1.124</td>
</tr>
<tr>
<td>15</td>
<td>0.7</td>
<td>38.486</td>
<td>100.024</td>
<td>1.232</td>
</tr>
<tr>
<td>15</td>
<td>0.8</td>
<td>38.907</td>
<td>150.015</td>
<td>1.330</td>
</tr>
<tr>
<td>15</td>
<td>0.9</td>
<td>39.287</td>
<td>300.007</td>
<td>1.420</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>39.633</td>
<td>None</td>
<td>1.505</td>
</tr>
</tbody>
</table>

*Table A.1* Numerical solutions to the main subsidiary problem summarized
<table>
<thead>
<tr>
<th>(d)</th>
<th>(h)</th>
<th>Perimeter (scaled by (H) to give a family of triangles)</th>
<th>(x)</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(\min)</td>
<td>(\max)</td>
<td>(\min)</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>44.195</td>
<td>44.705</td>
<td>0.094</td>
</tr>
<tr>
<td>20</td>
<td>0.2</td>
<td>45.733</td>
<td>50.121</td>
<td>0.576</td>
</tr>
<tr>
<td>20</td>
<td>0.3</td>
<td>46.758</td>
<td>57.219</td>
<td>0.823</td>
</tr>
<tr>
<td>20</td>
<td>0.4</td>
<td>47.557</td>
<td>66.719</td>
<td>1.003</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>48.222</td>
<td>80.038</td>
<td>1.149</td>
</tr>
<tr>
<td>20</td>
<td>0.6</td>
<td>48.796</td>
<td>100.027</td>
<td>1.274</td>
</tr>
<tr>
<td>20</td>
<td>0.7</td>
<td>49.302</td>
<td>133.352</td>
<td>1.385</td>
</tr>
<tr>
<td>20</td>
<td>0.8</td>
<td>49.756</td>
<td>200.011</td>
<td>1.485</td>
</tr>
<tr>
<td>20</td>
<td>0.9</td>
<td>50.168</td>
<td>400.005</td>
<td>1.578</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>50.544</td>
<td>None</td>
<td>1.665</td>
</tr>
<tr>
<td>25</td>
<td>0.1</td>
<td>54.626</td>
<td>55.760</td>
<td>0.254</td>
</tr>
<tr>
<td>25</td>
<td>0.2</td>
<td>56.223</td>
<td>62.596</td>
<td>0.694</td>
</tr>
<tr>
<td>25</td>
<td>0.3</td>
<td>57.300</td>
<td>71.489</td>
<td>0.939</td>
</tr>
<tr>
<td>25</td>
<td>0.4</td>
<td>58.143</td>
<td>83.375</td>
<td>1.121</td>
</tr>
<tr>
<td>25</td>
<td>0.5</td>
<td>58.847</td>
<td>100.030</td>
<td>1.270</td>
</tr>
<tr>
<td>25</td>
<td>0.6</td>
<td>59.455</td>
<td>125.021</td>
<td>1.398</td>
</tr>
<tr>
<td>25</td>
<td>0.7</td>
<td>59.993</td>
<td>166.681</td>
<td>1.512</td>
</tr>
<tr>
<td>25</td>
<td>0.8</td>
<td>60.476</td>
<td>250.009</td>
<td>1.615</td>
</tr>
<tr>
<td>25</td>
<td>0.9</td>
<td>60.915</td>
<td>500.004</td>
<td>1.711</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>61.317</td>
<td>None</td>
<td>1.800</td>
</tr>
<tr>
<td>30</td>
<td>0.1</td>
<td>64.990</td>
<td>66.835</td>
<td>0.368</td>
</tr>
<tr>
<td>30</td>
<td>0.2</td>
<td>66.646</td>
<td>75.080</td>
<td>0.790</td>
</tr>
<tr>
<td>30</td>
<td>0.3</td>
<td>67.772</td>
<td>85.765</td>
<td>1.037</td>
</tr>
<tr>
<td>30</td>
<td>0.4</td>
<td>68.655</td>
<td>100.035</td>
<td>1.222</td>
</tr>
<tr>
<td>30</td>
<td>0.5</td>
<td>69.393</td>
<td>120.025</td>
<td>1.374</td>
</tr>
<tr>
<td>30</td>
<td>0.6</td>
<td>70.032</td>
<td>150.018</td>
<td>1.505</td>
</tr>
<tr>
<td>30</td>
<td>0.7</td>
<td>70.598</td>
<td>200.012</td>
<td>1.622</td>
</tr>
<tr>
<td>30</td>
<td>0.8</td>
<td>71.107</td>
<td>300.007</td>
<td>1.728</td>
</tr>
<tr>
<td>30</td>
<td>0.9</td>
<td>71.570</td>
<td>600.004</td>
<td>1.826</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>71.995</td>
<td>None</td>
<td>1.917</td>
</tr>
</tbody>
</table>

*Table A.1* Numerical solutions to the main subsidiary problem summarized (Continued)
APPENDIX C: IMPLEMENTATION INTERFACE DEVELOPED USING MFC (MICROSOFT FOUNDATION CLASSES) – SCREENSHOTS

1. Software system's main window

![Main Window Image]

2. "Choosing a polygon" window

![Choose Polygon Window Image]
3. “About” window

![About MinPerimTriangle window]

4. “Non-convex polygon error” window

![Non Convex Polygon Error window]

5. “Selecting a sample polygon” window

![Select polygon and calculation precision window]
6. “Creating a custom polygon” window

![Select polygon and calculation precision window]

Create Custom Polygon [Required]

Enter the number of polygon vertices (between 3 and 10):

Select Precision (Optional)

Default precision is 0.1.

Enter precision between 0 and 1 to override the default: 0.1

(Precision that is closer to zero corresponds to higher precision for calculations.)

Run Anticlockwise  Run Clockwise  Cancel

7. “Entering polygon coordinates” window

![Enter Polygon Coordinates window]

Enter X and Y coordinates in clockwise or anticlockwise order:

<table>
<thead>
<tr>
<th>Vertex 0</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertex 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertex 9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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