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ABSTRACT

A critical review of theoretical and experimental studies on thermophoretic and diffusiophoretic phenomena indicates that these flux force mechanisms represent potentially powerful techniques for the removal of fine particulate material in wet collectors. The magnitudes of the flux forces and flux velocities are presented as functions of temperature, pressure and particle size normally encountered in practice.

Overall flux force collection efficiency expressions indicate that significant fine particle collection can be achieved in counter-current spray scrubbers developing realistic temperature gradients, concentration gradients and drop collection surface areas. Initial attempts at modelling the performance of counter-current spray scrubbers show that practical design efficiency curves require the development of a computer program to simultaneously solve heat, mass and momentum transport rate equations.
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I. INTRODUCTION

This report outlines the progress made during the 16 month period from 1 September, 1973 to 31 December 1974 on the research grant "Continuation and Extension of the Evaluation of Wet Collector Performance for Particulate Removal" awarded by the Ontario Ministry of the Environment to the air pollution research group in the Department of Chemical Engineering at the University of Windsor.

A. Aims

The objective of the 1973-74 research program, as determined by Ontario Ministry of the Environment priorities, was to continue the development of a design manual that would permit the evaluation of performance characteristics of industrial wet gas cleaning devices. Under the terms of the grant, the research personnel were

i. to continue the collection and critical evaluation of literature pertinent to the operation of wet collectors

ii. to develop a detailed theoretical analysis of the chemical and physical processes involved in the operation of wet collectors and

iii. to develop a preliminary outline of a design manual that can be used for the analysis of the performance characteristics of industrial wet gas cleaning equipment.
B. Program Development

In order to achieve the desired aims, the research group was organized to permit investigations on

i. Fundamentals of Gaseous-Particulate Flow Around Solid and Liquid Spherical Obstructions

ii. Atomization and Generation of Liquid Droplets with Respect to Solid Capture

iii. Solid Particle Collection in Wet Scrubbers by Thermophoretic and Diffusiophoretic Effects Including Condensation and Evaporation and

iv. Fundamentals of Venturi Scrubber Performance
II. INFORMATION SEARCH

A. Open Literature

To date, a total of 169 references pertaining to the evaluation of gas cleaning equipment performance have been collected and critically evaluated.

B. Conferences

The following conferences, where relevant papers were presented, were attended:

Twelfth Annual Purdue Air Quality Conference
Indianapolis, Indiana 6-8 Nov., 1973

Fourth Annual Environmental Engineering and Science Conference
Louisville, Kentucky 4-5 March, 1974

Pollution Control Association of Ontario Educational Seminar
Toronto, Ontario 14 March, 1974

Ministry of the Environment Research Seminar
Toronto, Ontario 21 March, 1974

Ontario Section APCA Spring Meeting
Waterloo, Ontario 6-8 May, 1974

Canadian Symposium on Fluid Dynamics
London, Ontario 21 June, 1974

University of Waterloo Special Lecture Series
Waterloo, Ontario 26 June, 1974

In addition, papers were obtained from the following conferences which were not attended:

The New York Academy of Sciences Conference on Odors: Evaluation, Utilization and Control
New York, New York 1-3 October, 1973
Sixty-Sixth Annual Meeting, AIChE

ASHRAE 1974 Semi-Annual Meeting
Los Angeles, California 3-7 February, 1974

State-of-the-Art of Odor Control Technology Conference, APCA
Pittsburgh, Pennsylvania 7-8 March, 1974

Seventy-Sixth National Meeting, AIChE
Tulsa, Oklahoma 7-14 March, 1974

American Industrial Hygiene Conference
Miami Beach, Florida 12-17 May, 1974

Seventy-Seventh National Meeting, AIChE
Pittsburgh, Pennsylvania 2-5 June, 1974

Sixty-Seventh Annual Meeting, APCA
Denver, Colorado 9-13 June, 1974

C. Advanced Seminars

In its effort to remain knowledgeable on the current state of technology associated with stack sampling for gaseous and particulate pollutants, the research group offered six stack sampling courses during the past year. Two of these were tailored specifically for members of the Ontario Ministry of the Environment. A third was designed to fulfill the needs of 18 officials selected from across the country by the Air Pollution Control Directorate of Environment Canada.

Interactions with engineers, chemists, technicians and administrators from industrial and regulatory organizations provide the group with added insight into the problems related to testing and performance of gas cleaning devices.
D. **Equipment Manufacturers and Suppliers**

A significant effort has been made to up-date the collection of trade literature available from manufacturers and suppliers of gas cleaning equipment and related components. This will be particularly important to future work involving the assessment of the performance of typical commercially available wet collectors.

E. **Regulatory Agencies**

Mutually profitable contacts were maintained during this period with personnel at:

- **Ontario Ministry of the Environment**
  - Toronto, Ontario
- **U. S. Environmental Protection Agency Office of Air Programs**
  - Research Triangle Park, North Carolina
- **Air Pollution Control Directorate, Environment Canada**
  - Ottawa, Ontario
- **Montreal Urban Community**
  - Montreal, Quebec

F. **Universities and Research Institutes**

Correspondence and personal visits were maintained with individuals at:

- **University of Waterloo**
  - Chemical Engineering
  - Waterloo, Ontario
  - Dr. J. M. Béeckmans
- **University of Western Ontario**
  - London, Ontario
  - Chemical Engineering
- **University of British Columbia**
  - Vancouver, British Columbia
- **The University of Texas**
  - Austin, Texas
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III. FUNDAMENTALS OF PARTICLE COLLECTION

A. Introduction

As Federal and Provincial environmental regulatory agencies continue to release new emission guidelines for chemical and metallurgical operations the need for the development of economical methods of removing particulate matter from stack emissions increases significantly. Future emphasis will be focussed on the improvement of techniques for the collection of sub-micron particles at the source because such material is

i. capable of penetrating to the furthest extremities of the human respiratory system when inhaled

ii. partly responsible for reduced visibility in urban centres

iii. accumulating in the atmosphere because of low agglomeration and settling rates.

In principle, particulate matter can be removed from dirty gas streams by subjecting the particles to forces which divert them from their original paths or change the relative motion between the particles and obstacles (collecting elements) in the moving gas streams. To be effective, these forces must be of sufficient magnitude to significantly influence the behavior of particles in the vicinity of the collecting elements.
B. Particle Collection Mechanisms

It is generally recognized that there are at least ten basic mechanisms responsible for particulate removal from dirty gas streams. Conventional gas cleaning devices have utilized

i. gravitational forces
ii. centrifugal forces
iii. electrostatic forces
iv. magnetic forces
v. inertial impaction
vi. direct interception
vii. Brownian diffusion
viii. thermophoretic forces
ix. diffusiophoretic forces
x. wake entrainment
to effect particle collection.

Since this report represents part of a broader study whose basic goal is to provide a comprehensive and systematic analysis of the parameters affecting the performance of wet scrubbers for particulate removal from gases, emphasis is focused, in general, on mechanisms directly operative in wet collectors. As a result, the first four mechanisms have not been considered in the present investigation.
In particular this study is limited to the analysis of thermophoretic and diffusiophoretic phenomena with respect to their contributions to particulate capture in wet collectors. An earlier publication [1] discussed particle removal by cylindrical collectors in terms of the inertial impaction, direct interception and Brownian diffusion mechanisms. The application of inertial impaction, direct interception, Brownian diffusion and wake entrainment to particlespherical collector interactions has been initiated by recent additions to the research team.

A brief review of the fundamentals of particulate collection by inertial impaction, direct interception and Brownian diffusion will show that thermophoresis and diffusiophoresis represent potentially powerful techniques for the removal of the sub-micron material that will come under increasingly critical scrutiny in future emission guidelines.

1. Inertial Impaction

Particle collection by inertial impaction is a function of the inertial impaction parameter [2],

\[ N_I = \frac{C_I \nu_d p \phi D_p^2}{18 \mu D_c} \]

where

(3-1)
\[ N_I = \text{inertial impaction parameter, dimensionless} \]
\[ C_I = \text{Cunningham correction factor, dimensionless} \]
\[ v_p = \text{particle velocity, cm/sec} \]
\[ \rho_p = \text{density of particle, gm/cm}^3 \]
\[ \mu = \text{gas viscosity, gm/(cm sec)} \]
\[ D_c = \text{diameter of collecting element, cm} \]
\[ D_p = \text{diameter of particle, cm} \]

Figure 3-1 depicts the particle velocity required to achieve 90% target efficiency as a function of the diameter of the collecting body and the diameter of the particle to be captured. According to this plot, the collection of sub-micron particles by inertial impaction requires velocities beyond the capabilities of commercially available control equipment.

2. Interception

The efficiency of particle collection by the interception mechanism is dependent on the interception parameter [2].

\[ N_R = \frac{D_p}{D_c} \quad \text{where} \quad (3-2) \]

\[ N_R = \text{interception parameter, dimensionless} \]
\[ D_p = \text{diameter of particle, cm} \]
\[ D_c = \text{diameter of collecting element, cm} \]
FIGURE 3-1: Particle Velocities Required to Achieve 90% Target Efficiency for Inertial Impaction [2]
The relationship between the interception parameter, \( N_R \) and Reynolds number, \( N_{Re_c} \), for target efficiencies, \( N_{Int} \), of 0.5 and 0.9 is provided by Figure 3-2 which indicates that interception is significant as a collection mechanism only when the diameter of the collecting element is of the same order of magnitude as the particles to be collected. In practice the diameters of liquid drops generated in wet scrubbers would never approach sub-micron particle dimensions because gas velocities even as high as 20,000 cm/sec would normally never produce drops smaller than 25 microns.

3. Brownian Diffusion

The target efficiency for particulate collection by Brownian diffusion is an inverse function of the diffusion parameter which is the Peclet number [2]

\[
N_{Pe} = \frac{D_c}{\mathcal{D}_p} \frac{v_{rel}}{\delta_p}
\]

where

\[
N_{Pe} = \text{Peclet number, dimensionless}
\]
\[
v_{rel} = \text{particle velocity relative to collecting element, cm/sec}
\]
\[
D_c = \text{diameter of collecting element, cm}
\]
\[
\mathcal{D}_p = \text{diffusivity of particle, cm}^2/\text{sec}
\]
Interception parameter, $N_R = \frac{D_p}{D_c}$

Reynolds Number, $N_{Re_c} = \frac{v_{rel} D_c \rho}{\mu}$

FIGURE 3-2: Interception Parameter as a Function of Reynolds Number for Selected Target Efficiencies [2]
Figure 3-3 represents graphical solutions of the equations for target efficiencies developed by Ranz [3], Freidlander [4] and Langmuir [5]. It is apparent from Figure 3-3 that the collection efficiency for Brownian diffusion is not significant if the value of the Peclet number, $N_{Pe}$, is much above 10. For sub-micron particles whose diffusion coefficients are of the order of $10^{-6}$ cm$^2$/sec, normal wet scrubber operating conditions lead to Peclet numbers exceeding 1000.

4. **Flux Forces**

Thermophoretic and diffusiophoretic forces are classified as flux forces because they are dependent on temperature and concentration gradients respectively. According to Shannon [2] the magnitudes of flux forces do not approach zero as the size of the particles to be collected approaches the sub-micron range. This characteristic of flux forces indicates that thermophoretic and diffusiophoretic phenomena should be seriously considered as potentially useful techniques for the removal of sub-micron particulate material in wet collectors.
Diffusion Parameter - Peclet Number, $N_{Pe}$

FIGURE 3-3: Target Efficiency by Diffusion on an Isolated Cylinder [2]
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IV. THERMAL FORCE

The thermal force is presently defined as "a force, other than that caused by convection, which acts on a body suspended in a gas not in thermal equilibrium" [1]. This thermal or radiometric force on a particle originates from the interaction of gas molecules with the particle surface. The mechanism of the gas-solid interaction is dependent upon the ratio of the mean free path length of the gas to the particle radius, which is called the Knudsen number, $N_{Kn}$.

A simple model illustrating the thermal force would consider only the relative velocities of the gas molecules hitting a single solid spherical particle. Molecules striking the particle from the hotter side have a mean velocity which is greater than that of molecules impinging from the colder side and thus a net momentum is imparted to the particle which tends to move it towards the cold surface (i.e. in the direction of decreasing temperature).

A complex model would take into account the shape of the solid as well as the interaction of two or more solid particles with the gas molecules.

A. Background

It is of interest to consider the chronological development of the explanation for the existence of thermal force and
thermal creep which dates back to 1870 when Tyndall [2] discovered that small dust particles, suspended in a gas, will tend to move from a hot surface to a cold surface under the influence of a temperature gradient. He observed the existence of a dust-free space around a heated wire suspended in a dusty atmosphere. Tyndall assumed that the dust-free region was caused by incineration of dust particles in the vicinity of the heated wire. In 1876, Osborne Reynolds [3] suggested that "the existence of heat reactions", consistent with the kinetic theory of gases, was the cause of the phenomenon and attempted to measure the magnitude of the force by using so called "light mills". Lord Rayleigh [4] pointed out that small temperature differences between the wire and the surrounding air were sufficient to establish the dust-free space.

Maxwell [5] in 1879 expanded his theory on stresses in rarefied gases arising from inequalities of temperature to express the conditions which must be satisfied by a gas in contact with a solid body. The equations developed by Maxwell indicated that the gas may slide over the solid surface in the direction of increasing temperature. The magnitude of these thermal stresses is negligible in a normal gas, but in a rarefied gas the magnitude becomes appreciable. In the presence of a temperature gradient along the surface, Maxwell deduced, using the kinetic theory of gases, that there would be "a velocity of sliding of the gas over the surface due to a given tangential stress". A

a density of a rarefied gas is approximately one-millionth of a normal gas

b 1 gm-mole of a normal gas occupies 22.4 litres at standard temperature and pressure
statistical analysis which accounted for reflection and adsorption of the molecules indicated that there will be a flow of gas from the colder to the hotter end of the surface if the pressure is uniform. This movement of gas due to a temperature gradient along a solid boundary has been named 'thermal creep'. Maxwell's formula for the thermal creep velocity was of the form:

\[ v_{tc} = \frac{3}{4} \frac{\mu}{\rho} \frac{\partial T}{\partial s} \quad \text{where} \]

\[ v_{tc} = \text{thermal creep velocity, cm/sec} \]

\[ \mu = \text{gas viscosity, gm/(cm sec)} \]

\[ \rho = \text{gas density, gm/(cm)}^3 \]

\[ T = \text{absolute gas temperature, } ^{\circ} \text{K} \]

\[ \frac{\partial T}{\partial s} = \text{temperature gradient along surface in the S-direction, } ^{\circ} \text{K/cm} \]

In a series of experiments Aitken [6] eliminated gravitational, evaporative, combustive, centrifugal and electrical forces and radiation heat transfer as possible explanations for the removal of particles from the vicinity of a hot surface. Experimental evidence suggested the existence of a force unique to regions of unequal temperature. He called this force 'thermal repulsions' and postulated that higher temperature gradients produced greater force.
A more realistic expression for the thermal stress was developed by Jones [7] whose relationship differed from that of Maxwell since second and higher order terms were considered. To a first approximation, both thermal stress expressions were in agreement.

In 1910, Knudsen [8] developed an acceptable theory for thermal repulsion which was applicable to systems at very low pressures.

Einstein [9] was the first to provide an equation of quantitative validity. He considered the force to be exerted on a peripheral zone of a vane radiometer having a width of the order of the mean free path of the gas. His formula was derived by developing Maxwell's point of view [5] that the thermal force on a single plate was an edge rather than a surface effect. The equation

\[ F_t = -\frac{S}{2} \rho \frac{\lambda^2}{T} \frac{dT}{dx} \]  \hspace{1cm} \text{(4-2)}

where

- \( F_t \) = thermal force, dynes
- \( S \) = length of periphery, cm.
- \( \rho \) = absolute pressure, dynes/cm²
- \( \lambda \) = mean free path of gas, cm
- \( T \) = absolute temperature, °K
- \( \frac{dT}{dx} \) = temperature gradient in the x-direction, °K/cm
predicts the experimentally observed dependence of thermal force as well as its relation to the temperature gradient.

Epstein [10] pointed out that Einstein's equation was correct only for particles which have a very low thermal conductivity in comparison to the gas because Einstein had assumed the particles did not affect the temperature distribution of the gas. Epstein was the first to consider the temperature of the sphere as an important parameter. In addition, he assumed that the tangential gas velocity at the particle surface was Maxwell's creep velocity.

Cawood [11] suggested that the thermal force on a body is caused by a stronger molecular bombardment from the direction of the heat source. He rejected the earlier postulation that the repulsion stems from radiation pressure because a strong effect could be observed at temperatures too low to produce any appreciable radiation, and also because the force did not seem to depend on the nature of the repulsing surface. By calculating the excess of momentum of molecular impacts in the direction of decreasing temperature, Cawood [11] derived the following equation for the thermal force, $F_t$, as:

$$ F_t = - \frac{D_p^2}{8} \frac{d\rho}{dT} \left( \frac{dT}{dx} \right) \text{ where} $$

$$ F_t = \text{thermal force in the } x\text{-direction, dynes} $$

$$ D_p = \text{diameter of spherical particle, cm} $$

(4-3)
\[ T = \text{absolute gas temperature, } ^\circ\text{K} \]
\[ \lambda = \text{mean free path of gas, cm} \]
\[ p = \text{pressure, dynes/cm}^2 \]
\[ \frac{dT}{dx} = \text{temperature gradient in the x-direction, } ^\circ\text{K/cm} \]

Because of the dual nature of the force mechanisms, and of the variety of initial assumptions that may be made regarding the temperature gradients of the particle and the gas, a large number of thermal force equations (9-21) have appeared. The available thermal force equations are summarized in Table 4.1.

B. Theoretical Analysis

In order to appreciate the thermal force phenomenon, consider a small spherical particle to be suspended between two parallel plates maintained at different temperatures as shown in Figure 4.1. In order to eliminate convection currents, the plates are positioned horizontally with the upper plate kept at the higher temperature. There are three important length parameters:

i. the radius of the particle, \( R_p \)

ii. the plate spacing, \( L \) and

iii. the mean free path of the gas, \( \lambda \)

from which two relevant Knudsen numbers can be obtained:
<table>
<thead>
<tr>
<th>No.</th>
<th>NAME</th>
<th>YEAR</th>
<th>DESIGN</th>
<th>THERMODYNAMIC FORC Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Einstein, A. (19)</td>
<td>1926</td>
<td>—</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>2</td>
<td>Szilard, P. (19)</td>
<td>1929</td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>3</td>
<td>Cowd, W. (11)</td>
<td>1936</td>
<td>Transition ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>4</td>
<td>Zeldov, L. (12)</td>
<td>1939</td>
<td>Free Molecular ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>5</td>
<td>Brech, J.W. (13)</td>
<td>1937</td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>6</td>
<td>Berggren, O. S.</td>
<td></td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>7</td>
<td>Berggren, O. S.</td>
<td></td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>8</td>
<td>Brech, J. H. (12)</td>
<td>1947</td>
<td>Transition ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>9</td>
<td>Peyer, H. A. (12)</td>
<td>1947</td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>10</td>
<td>Springer, G. S.</td>
<td></td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
<tr>
<td>11</td>
<td>Phillips, W. F.</td>
<td></td>
<td>Step-Flow ( \Omega_{\alpha} ) 0</td>
<td>(</td>
</tr>
</tbody>
</table>

**TABLE 4.1: THERMAL FORCE EQUATIONS**
\[ N_{Kn_R} = \frac{\lambda}{R_p} \quad \text{and} \]
\[ N_{Kn_L} = \frac{\lambda}{L} \]

**FIGURE 4-1: Spherical Particle in a Gas with a Temperature Gradient**

Most of the experimental investigations (1, 22, 23 and 24) of the thermal force acting on aerosol particles have been carried out for so-called "infinite gases", in which the plate spacing is much larger than the mean free path length of the gas and so \( N_{Kn_L} \to 0 \). Thus for an infinite gas, the thermal
force can only depend on the Knudsen number, $N_{Kn_{R_p}}$. To date there
is no analysis for an infinite gas which will predict the thermal
force over the entire range of Knudsen number $0 < N_{Kn_{R_p}} < \infty$.
Three arbitrary classifications are defined to facilitate analysis
of the thermal force for an infinite gas [34]

i. the slip-flow regime $0 < N_{Kn_{R_p}} < 0.25$

ii. the free-molecular regime, $10 < N_{Kn_{R_p}} < \infty$

iii. the transition regime $0.25 < N_{Kn_{R_p}} < 10$

In the slip-flow regime, the mean free path of the gas,
$\lambda$, is small compared to the size of the aerosol particle
$[\lambda << R_p$ and $N_{Kn_{R_p}} \rightarrow 0]$. The "slip" term can be related to the
boundary condition employed in the theoretical analysis in which
a slippage of gas is assumed to occur over the particle surface.
An acceptable theory, developed by Epstein [10], was later modi-
ified by Brock [13].

In the free-molecular regime, the mean free path of the
gas, $\lambda$, is much greater than the size of the aerosol particle
($\lambda >> R_p$ and $N_{Kn_{R_p}} \rightarrow \infty$). In this limiting case, the gas molecule
velocity distribution function is not affected by the presence of
the particle and the particle is considered to be a large molecule.
For this case, designated as the free-molecular regime, the most
acceptable theory is that of Waldmann [12].
For the third regime, where the mean free path of the gas, \( \lambda \), is of the same order of magnitude as the size of the particle, Brock's [16] 'transition' regime theory is considered most acceptable.

No quantitative analysis has been reported in the literature for the thermal force over the entire range of \( 0 < \text{Kn}_{R\rho} < \infty \) and \( 0 < \text{Kn}_L < \infty \).

1. **Slip-Flow Regime**

In the slip-flow regime, a molecule sees a particle as a solid surface. If the temperature is higher to the top as shown in Figure 4.2, any gas molecules impinging on an element of surface from the top have, on the average, a greater momentum than those hitting from the bottom. As a result, the surface receives an impulse directed to the bottom, (i.e. in the direction of decreasing temperature). An equal but opposite impulse is imparted to the gas, making it slip along the surface to the top (i.e. in the direction of increasing temperature).

Epstein [10] developed a comprehensive theory for the thermophoretic force in the slip-flow regime. He considered the following factors in his derivation:

i. the thermal conductivity of the gas, \( k_g \)
FIGURE 4.2: Flow of Gas and Spherical Particle Under a Temperature Gradient
ii. the thermal conductivity of the aerosol particle, \( k_p \)

iii. the ratio of heat transported through the particle (internal conduction) to the heat input rate from molecular impacts (external conduction), and

iv. the kinetic and hydrodynamic aspects of the problem

a. Temperature Distribution

Since a detailed derivation of Epstein's thermal force model is given in Appendix I, only the essential steps are outlined here. Beginning with the steady-state form of the heat conduction equation

\[ \nabla^2 T = 0 \]

Epstein expanded Laplace's equation for the spherical co-ordinate system (Figure 4-3) in order to study the heat transfer through both the spherical particle and the surrounding gas:

\[ \frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial T}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 T}{\partial \phi^2} = 0 \]  

(4.5)

By making use of axial symmetry and a separation of variables type solution, the temperature distribution was obtained as:

\[ T = \begin{cases} 
  r^n P_n(\cos \theta) & \text{where} \\
  r^{-(n+1)} Q_n(\cos \theta) & 
\end{cases} \]  

(4-6)
$P_n(\cos\theta)$ is the $n$'th Legendre polynomial in $\cos\theta$ and $Q_n(\cos\theta)$ is the reciprocal of the $(n + 1)$'th Legendre polynomial in $\cos\theta$.

Further application of the boundary condition that the temperature must be finite at all points inside the sphere, including $r = 0$ and $\cos\theta = \pm 1$, allowed simplification to:
\[ T_i(r, \theta) = \sum_{n=0}^{\infty} (A_n r^n) P_n \cos \theta \]  

(4-7)

On the basis of Epstein's assumption that on the surface of the sphere where \( r = R_p \), the inside, \( T_i \), and outside \( T_o \), temperatures as well as the heat fluxes must be the same at thermal equilibrium it follows that

\[-k_p \left( \frac{\partial T_i}{\partial r} \right)_{r = R_p} = -k_g \left( \frac{\partial T_o}{\partial r} \right)_{r = R_p} \]

where

(4-8)

\( k_p \) = thermal conductivity of particle, cal/(sec cm °K)
\( k_g \) = thermal conductivity of gas, cal/(sec cm °K)

The final form of the temperature distribution inside the spherical particle becomes:

\[ T_i(r, \theta) = G \left( \frac{k_g}{k_p + 2k_g} \right) r \cos \theta \]

(4-9)

where

\[ r \leq R_p \]

\[ 0 \leq \theta \leq \pi \]

\( G \) = uniform temperature gradient away from the particle, °K/cm
The temperature distribution in the gas surrounding the solid spherical particle was obtained in a similar manner as

\[ T_0 (r, \theta) = G \left[ r + \frac{(k_g - k_p)}{(k_p + \frac{1}{2}k_g)} \frac{R_p^3}{r^2} \right] \cos \theta \]  

(4-10)

where:

\[ r > R_p \]

\[ 0 \leq \theta \leq \pi \]

Using this temperature distribution over the surface, which is a function of \( \theta \) only, the temperature gradient is obtained by differentiating partially with respect to, \( S \), the distance along the surface in the direction of increasing temperature:

\[ \frac{\partial T}{\partial S} = \left( \frac{1}{r} \frac{\partial T}{\partial \theta} \right) \bigg|_{r = R_p} \]

\[ = \frac{1}{R_p} \frac{\partial T}{\partial \theta} \bigg|_{r = R_p} = \frac{1}{R_p} \frac{\partial T}{\partial \theta} \bigg|_{r = R_p} \]

(4-11)

which reduces to

\[ \frac{\partial T}{\partial S} = - \left( \frac{3}{2} \frac{k_g}{k_p} \right) G \sin \theta \]  

(4-12)
b. **Velocity Distribution**

The velocity components in rectangular co-ordinates for the steady state creeping flow of a constant density gas past a fixed spherical particle, as shown in Figure 4.3, are given by Lamb [25] as

\[
\begin{align*}
v_x &= (B - \frac{Ar^2}{6\mu}) \frac{\partial}{\partial x} \left( \frac{z}{r^3} \right) \\
v_y &= (B - \frac{Ar^2}{6\mu}) \frac{\partial}{\partial y} \left( \frac{z}{r^3} \right) \\
v_z &= v + (B - \frac{Ar^2}{6\mu}) \frac{\partial}{\partial z} \left( \frac{z}{r^3} \right) + \frac{2A}{3\mu r}
\end{align*}
\]  

where \( A \) and \( B \) are constants to be evaluated using the appropriate boundary conditions. The appropriate boundary conditions in rectangular co-ordinates are

i. \( v_x = 0, v_y = 0, v_z = 0 \) for \( r = R_p \), and

ii. \( v_x = 0, v_y = 0, v_z = v \) for \( r = \infty \)

However, a solution is desired in terms of the spherical co-ordinate variables \( r, \theta \) and \( \phi \).

The transformation into the variables \( r, \theta \) and \( \phi \) from \( x, y \) and \( z \) makes use of:
\[ x = r \sin \theta \cos \phi \]  \hspace{1cm} (4-16)
\[ y = r \sin \theta \sin \phi \]  \hspace{1cm} (4-17)
\[ z = r \cos \theta \]  \hspace{1cm} (4-18)
\[ r = \sqrt{x^2 + y^2 + z^2} \]  \hspace{1cm} (4-19)
\[ \theta = \arctan \left( \frac{\sqrt{x^2 + y^2}}{z} \right) \]  \hspace{1cm} (4-20)
\[ \phi = \arctan \frac{y}{x} \]  \hspace{1cm} (4-21)

In Appendix I a detailed transformation of the velocity distribution equations is given. First \( \frac{\partial}{\partial x} \left( \frac{Z}{r^3} \right), \frac{\partial}{\partial y} \left( \frac{Z}{r^3} \right) \) and \( \frac{\partial}{\partial z} \left( \frac{Z}{r^3} \right) \) are evaluated and substituted into equations (4-13), (4-14) and (4-15).

Simplification of the standard transformations

\[ v_r = (\sin \theta \cos \phi) v_x + (\sin \theta \sin \phi) v_y + (\cos \theta) v_z \]  \hspace{1cm} (4-22)
\[ v_\theta = (\cos \theta \cos \phi) v_x + (\cos \theta \sin \phi) v_y + (-\sin \theta) v_z \]  \hspace{1cm} (4-23)
\[ v_\phi = (-\sin \phi) v_x + (\cos \phi) v_y + (0) v_z \]  \hspace{1cm} (4-24)

yields

\[ v_r = \left( v - \frac{2B}{r^3} + \frac{A}{\mu r} \right) \cos \theta \]  \hspace{1cm} (4-25)
\[ v_\theta = \left( v + \frac{B}{3} + \frac{A}{2 \mu r} \right) \sin \theta \]  \hspace{1cm} (4-26)
\[ v_\phi = 0 \]  \hspace{1cm} (4-27) 

The boundary conditions which are applicable to the slip-flow regime are:

i. there is no gas flow except near the surface of the sphere. Hence, \( v = 0 \)

ii. the normal velocity, \( v_r \), must be zero at the surface of the particle where \( r = R_p \), and

iii. the tangential velocity, \( v_\theta \), at the surface of the particle where \( r = R_p \), is assumed to be Maxwell's slip velocity given by equation (4-1).

These boundary conditions allow A and B to be determined as

\[ A = \frac{9 R_p}{4} \left( \frac{L}{p'_{T}} \right) \left( \frac{k_g}{2 k_g + k_p} \right) G \]  \hspace{1cm} (4-28)

\[ B = \frac{A R_p^2}{2 \mu} \]  \hspace{1cm} (4-29)

Finally, the velocity over the surface of the sphere, \( v_\theta \), is obtained in the form

\[ v_\theta = - \frac{9}{4} \left( \frac{L}{p'_{T}} \right) \left( \frac{k_g}{2 k_g + k_p} \right) G \sin \theta \]  \hspace{1cm} (4-30)

by substitution of equations (4-28) and (4-29) into equation (4-26).
c. The Thermal Force

The force acting on the sphere in the direction of flow as shown in Figure 4.4 is given by the integral over the surface in the z-direction.

![Diagram of a spherical particle in a gas under a temperature gradient]

FIGURE 4.4: Flow of a Spherical Particle in a Gas Under a Temperature Gradient

At each point on the particle surface, there is a fluid stress acting perpendicularly to the surface. The surface area, on which the fluid stress acts, is $R^2 \sin\theta \, d\theta \, d\phi$ [26].
Therefore:

\[ F_t = \int_0^{2\pi} \int_0^\pi p_{r,z=0} R^2 \sin \theta \, d\theta \, d\phi \]  

(4-31)

and

\[ F_t = 2\pi R_p^2 \int_0^\pi p_{r,z=R_p} (r, \theta) \sin \theta \, d\theta \]  

(4-32)

The total fluid stress acting on the surface of the sphere in the z-direction is given by Lamb [25] as

\[ p_{r,z} = -\frac{x}{r} p_0 + (Ar - \frac{6\mu B}{r}) \frac{3}{2z} \left( \frac{z}{r^3} \right) - \frac{A}{r^2} \]  

(4-33)

Substitution of equation (4-33) into equation (4-32) and simplification leads to Epstein's thermal force equation:

\[ F_t = -9\pi R_p \left( \frac{k_g}{2k_g + k_p} \right) \left( \frac{\mu^2}{\rho_f} \right) G \text{ where} \]  

\[ F_t = \text{the thermal force, dyne} \]
\[ R_p = \text{radius of the particle, cm} \]
\[ k_g = \text{thermal conductivity of gas, cal/(sec cm}^\circ\text{K}) \]
\[ k_p = \text{thermal conductivity of spherical particle, cal/(sec cm}^\circ\text{K}) \]
\[ \mu = \text{gas viscosity, gm/(cm sec)} \]
\[ T = \text{gas temperature, } ^\circ\text{K} \]
\[ G = \text{uniform temperature gradient at large distances from particle, } ^\circ\text{K/cm} \]
Brock [13] extended Epstein's analysis of the slip-flow regime by taking into consideration temperature jump and velocity slip [27 and 28].

Brock made use of the Poisson concept that at a wall bounding an unequally heated gas there might be a temperature discontinuity as shown in Figure 4-5:

\[ T_K - T_W = g \left( \frac{\partial T}{\partial n} \right) \]

where

- \( T_W \) = wall or particle surface temperature, °K
- \( T_K \) = gas temperature at wall or particle surface obtained by extrapolating uniform gas temperature profile back to wall or particle surface, °K

FIGURE 4-5: The Variation of Gas Temperature \( T \) With Distance, \( z \), From the Wall [28]
\[ \frac{\Delta T}{\Delta n} = G = \text{uniform gas temperature gradient away from wall or particle surface, \(^\circ\text{K/cm}\)} \]
\[ z_\infty = \text{distance from wall or particle surface beyond which gas temperature gradient is uniform, cm} \]
\[ g = \text{temperature jump distance, cm} \]

Experimental evidence obtained by Smoluchowski [29] confirmed the kinetic theory prediction that the temperature jump distance, \( g \), was inversely proportional to the pressure and thus directly proportional to the mean free path length of the gas. Knudsen introduced a slightly different constant of proportionality called the "thermal accommodation coefficient". The thermal accommodation coefficient can be defined as the fractional extent to which those molecules that fall on the surface and are reflected or re-emitted from it have their mean energy adjusted or "accommodated" toward what it would be if the returning molecules were issuing as a stream out of a mass of gas at the temperature of the wall or particle surface [27].

The gas slip velocity can be defined in an analogous manner as illustrated by Figure 4.6 where the gas slip velocity parallel to the surface is depicted by \( v_K \) (the wall or particle surface velocity being zero).
The velocity of slip, $v_K$, relative to the wall or particle surface is written as:

$$v_K = \zeta \left(\frac{dv}{dz}\right)$$  \hspace{1cm} (4-36)

$\zeta$ = is a constant commonly called the coefficient of slip,

$\frac{dv}{dz}$ = gas velocity gradient, taken positive in the direction away from the wall or particle surface, sec$^{-1}$

$z_\infty$ = distance from wall or particle surface beyond which the gas velocity gradient is uniform, cm
The constant $\xi$ represents a length which Kundt and Warburg [30] found to be inversely proportional to the pressure. The constant of proportionality which is called the 'momentum accommodation coefficient', is dependent upon the nature of the gas-surface interaction.

The thermal accommodation coefficient, $a_t$, and momentum accommodation coefficient, $a_m$, are defined by [13]:

$$a_t = \frac{E_i - E_r}{E_i - E_w}$$  \hspace{1cm} (4-37)

$$a_m = \frac{G_i - G_r}{G_i}$$  \hspace{1cm} (4-38)

where

$E_i$ = average energy flux for incoming molecules at a point on the wall or particle surface, $\text{cal cm}^{-2} \text{hr}^{-1}$

$E_r$ = average energy flux for departing molecules at the point on the wall or particle surface, $\text{cal cm}^{-2} \text{hr}^{-1}$

$E_w$ = energy flux which would prevail if the molecules leaving were in equilibrium with the wall or particle surface at that point, $\text{cal cm}^{-2} \text{hr}^{-1}$

$G_i$ = average tangential components of the momentum of molecules striking the wall or particle surface, $\text{gm cm sec}^{-1}$

$G_r$ = average tangential components of the momentum of molecules leaving the wall or particle surface, $\text{gm cm sec}^{-1}$
Brock [13] introduced two semi-empirical constants $c_t$ and $c_m$ which were associated with the temperature jump and the velocity slip respectively. Values of the constants based upon simple semi-macroscopic derivations were:

$$c_t = \frac{15}{8} \left( \frac{2 - a_t}{a_t} \right)$$  \hspace{1cm} (4-39)

$$c_m = \frac{2 - a_m}{a_m}$$  \hspace{1cm} (4-40)

The following boundary conditions were applied at the gas-particle interface by Brock [13].

i. $v_r = 0$ at $r = R_p$  \hspace{1cm} (4-41)

ii. $v_\theta = c_m \lambda \left( r \frac{3}{\frac{3}{r}} \frac{v_\theta}{r} + \frac{1}{r} \frac{3v_r}{\theta} \right)_{r=R_p}$

$$+ \frac{3}{4} \frac{v}{\rho T} \frac{L}{R_p} \left( \frac{\partial T}{\partial \theta} \right)_{r=R_p}$$  \hspace{1cm} (4-42)
\[ \text{iii. } T_0 - c_T T_i = c_T \lambda \left( \frac{\partial T}{\partial r} \right), \quad r = R_p \]  
\[ \text{iv. } k_p \left( \frac{\partial T_i}{\partial r} \right) = k_g \left( \frac{\partial T}{\partial r} \right), \quad r = R_p \]

where

- \( c_m \) = constant associated with the velocity slip
- \( c_T \) = constant associated with the temperature jump
- \( \nu \) = gas viscosity, gm/cm sec
- \( \rho \) = gas density, gm/cm\(^3\)
- \( \lambda \) = mean free path of gas, cm
- \( R_p \) = radius of spherical particle, cm
- \( T \) = gas temperature, °K
- \( T_i \) = temperature inside the spherical particle, °K
- \( T_0 \) = gas temperature on the surface of spherical particle, °K
- \( k_g \) = thermal conductivity of gas, cal/(cm sec °K)
- \( k_p \) = thermal conductivity of particle, cal/(cm sec °K)
- \( v_r \) = radial velocity of gas, cm/sec
- \( v_\theta \) = tangential velocity of gas, cm/sec

Epstein [10], in his analysis, did not consider the first term of equation (4-42) containing \( c_m \) the constant associated with the velocity slip and equation (4-43) containing \( c_T \) the constant associated with the temperature jump. Brock [13] obtained, with these boundary conditions, the thermal force equation:
\[ F_t = -9\pi R_p \left( \frac{k^2}{\mu} \right) \left[ \frac{1}{1 + 3 \frac{c_m \lambda}{R_p}} \left( \frac{k_q + c_t \frac{\lambda}{R_p}}{1 + 2 \frac{k_q}{k_p} + 2c_t \frac{\lambda}{R_p}} \right) \right] G \text{ where } (4-45) \]

\( F_t \) = the thermal force, dynes

\( c_m \) = constant associated with velocity slip whose value depends on the nature of gas-particle interaction

\( c_t \) = constant associated with temperature jump whose value depends on the nature of gas-particle interaction

\( \mu \) = gas viscosity gm/(cm sec)

\( T \) = gas temperature, °K

\( k_q \) = thermal conductivity of gas, cal/(sec cm°K)

\( k_p \) = thermal conductivity of particle, cal/(sec cm °K)

\( R_p \) = radius of spherical particles, cm

\( G \) = uniform temperature gradient, at large distance from the particle, °K/cm

\( \lambda \) = mean free path of gas, cm

The effect of changes in the constants \( c_t \) and \( c_m \) can be appreciated from equation (4-45). It should be noted that when \( c_t = c_m = 0 \), the expression reduces to Epstein's equation for the thermal force. Values of \( a_t = a_m = 1 \) correspond to the situation where incident molecules achieve thermodynamic equilibrium with the surface before leaving. On the other hand \( a_t = a_m = 0 \) corresponds to complete specular reflection of incident molecules. More rigorous derivations [31] produce, usually, relatively small changes in the form of the expressions for \( c_t \) and \( c_m \) developed by the simpler semi-macroscopic arguments. According to the
rigorous treatments, for \( a_t = a_m = 1.0 \), values of \( c_t \) range from 1.875 to 2.48 while values of \( c_m \) range from 1.00 to 1.27 in contrast to the constant values predicted by equations (4-39) and (4-40).

2. Free-Molecular Regime

In the free-molecular regime, where the mean free path of gas, \( \lambda \), is much greater than the size of the aerosol particle \( (\lambda \gg R_p \text{ and } N_{KnR_p} \to \infty) \), the thermal force can be considered to be due to the net momentum imparted to the particle. If there is a temperature gradient within the surrounding gas, the gas molecules striking the particle from the hot side will have a greater velocity than the gas molecules hitting from the cold side. The resulting inequality in momentum balance over the two hemispheres of the particle defines the force.

Waldmann [12] based his analysis of the thermal force in the free-molecular regime on the kinetic theory of gases assuming that:

i. the distribution function of molecules striking the particle is not influenced by the presence of the particle

ii. a fraction of the departing molecules undergoes specular reflection (i.e. the particle acts as an optical surface and thermodynamic equilibrium with the
surface is not achieved while the remaining fraction undergoes diffuse reflection (i.e. incident molecules achieve complete thermodynamic equilibrium with the surface before leaving)

iii. the particle surface temperature is equal to the local gas temperature

The thermal force, $F_t$, on a single particle due to momentum transfer in an effectively infinite gas can be represented by [7].

$$F_t = -\int \mathbf{d}s \cdot \sum_{+} \int_+ d(\mathbf{v} \cdot \mathbf{v} \cdot f^+)$$

where

+ and - indicate regions of molecular velocity space appropriate for molecules leaving and hitting the particle surface respectively

$$f^+ = \text{velocity distribution of leaving gas molecules}$$
$$f^- = \text{velocity distribution of gas molecules striking the surface of the particle assuming absence of the particle}$$

$$\mathbf{d}s = \text{unit normal of a surface element}$$
$$m = \text{molecular mass of the gas, gm}$$
$$\mathbf{v} = \text{molecular velocity of the gas, cm/sec}$$

To calculate the thermal force on a surface element, it is necessary to know the undisturbed distribution function of the gas and the law of reflection at the surface. Waldmann
assumed the velocity distribution of approaching molecules to be that of the undisturbed gas. The distribution function of the molecules reflected from the surface of the particle, \( f^+ \), is

\[
f^+ = (1 - \alpha) f' + \alpha f^{(+)}
\]

where

\( f' \) = the distribution function resulting from specular reflection on the surface element of the distribution function, \( f^- \)

\( f^{(+)} \) = the Maxwellian distribution arising from completely diffuse reflection

\( \alpha \) = accommodation coefficient of particle

In the free-molecular regime, Waldmann [13] assumed the coefficient of diffuse reflection to be equal to unity. The thermal force could be evaluated by integrating the net momentum transfer over the surface of the particle based on the distribution function. Using this approach, Waldmann obtained for polyatomic molecules, a thermal force

\[
F_t = -\frac{8}{15} R_p^2 \sqrt{2 \frac{m_m}{kT}} (k_g)_{tr} \nabla T \text{ where }
\]

\( F_t \) = the thermal force, dynes

\( k \) = Boltzmann constant, dynes cm/°K

\( R_p \) = radius of spherical particle, cm

\( m \) = molecular mass of gas, gm
\[ T = \text{gas temperature, } ^\circ K \]
\[ (k_g)_{tr} = \text{translational component of the thermal conductivity of gas, cal/(sec cm } ^\circ K) \]
\[ \nabla T = \text{temperature gradient, } ^\circ K/cm. \]

Introducing a mean molecular velocity [21] as:

\[ \bar{v} = 4 \sqrt{\frac{kT}{2\pi m}} \] (4-49)

yields

\[ F_t = -\frac{32}{15} \frac{R_P^2}{\bar{v}} (k_g)_{tr} \nabla T \] (4-50)

Equation (4-48) defines a force independent of the gas pressure and the nature of the particle.

In order to make use of equation (4-48), the translational component of the thermal conductivity of the gas must be known exactly. It is difficult to determine the translational constituent except for a pure monatomic gas.

The energy of molecules composed of more than one atom is made up of several forms, including rotational, vibrational and electronic contributions in addition to the translational component. Nevertheless, \( k_g \) is primarily dependent on the translational energy contribution.

3. Transition Regime

Brock [17] developed a theory for the thermal force in the region by considering the net momentum transferred by gas
molecules striking and reflecting from a particle surface.

In his development, Brock assumed that

i. the gas is in mechanical equilibrium so that at large distances from the particle there is no pressure gradient

ii. the thermal conductivity of the particle, \( k_p \), is greater than or of the same order of magnitude as the thermal conductivity of the gas, \( k_g \), and

iii. a fraction of gas molecules, \( \alpha \), equal to the accommodation coefficient, undergoes diffuse reflection and the remaining fraction, \( (1 - \alpha) \) is specularly reflected.

For the transition regime, it is no longer valid to assume that the particle does not affect the velocity distribution of approaching molecules.

Brock obtained the velocity distribution function of approaching molecules, \( f_0^- \), by solution of the BGK (Bhatnagar, Gross and Krook) model [32].

Using assumption (iii) given previously, the velocity distribution function of molecules leaving the surface of the particle is given by equation (4-47).

\[
f^+ = \alpha F^+(+)(1 - \alpha) f^+ \quad \text{where}
\]

\[
f^+ = \text{velocity distribution function of molecules leaving the surface of the particle}
\]
\( F^+ = \) the Maxwellian distribution of molecules due to completely diffuse reflection

\( f' = \) the distribution function arising from specular reflection on the surface element of the distribution function \( f_0 \) obtained from the solution of the BGK model

\( \alpha = \) the accommodation coefficient of particle

Table 4.2 gives typical experimentally determined values of \( \alpha \).

<table>
<thead>
<tr>
<th>Data Source</th>
<th>( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Jacobsen and Brock [33] spherical sodium chloride aerosols in argon</td>
<td>0.98</td>
</tr>
<tr>
<td>2. Schmitt [24] M 300 silicon oil aerosols in argon</td>
<td>0.80</td>
</tr>
<tr>
<td>3. Schmitt [24] PH 300 silicon oil aerosols in argon</td>
<td>0.82</td>
</tr>
</tbody>
</table>

**TABLE 4.2: Experimental Values of Accommodation Coefficient [17]**

Using the BGK model for the velocity distribution of approaching molecules and equation (4-47) for departing molecules, Brock determined the thermal force due to momentum transfer obtaining the following result which is first order in \( 1/N_{Kn_{np}} \):
\[
F_t = F_t^* \left\{ 1 - [0.06 + 0.09\alpha + 0.28\alpha(1-\alpha \frac{k_g}{2k_p})] \frac{R_p}{\lambda} \right\} \quad (4-51)
\]

where

- \( F_t \) = thermal force in the transition regime, dynes
- \( F_t^* \) = thermal force in the free-molecular regime, dynes
- \( \alpha \) = accommodation coefficient
- \( k_p \) = thermal conductivity of particle, cal/(cm sec °K)
- \( k_g \) = thermal conductivity of gas cal/(cm sec °K)
- \( R_p \) = radius of particle, cm
- \( \lambda \) = mean free path of gas, cm

The thermal force in the free-molecular regime for monatomic molecules was given earlier by equation (4-48)

\[
F_t^* = -\frac{8}{15} R_p^2 \frac{2\pi m}{kT} (k_g)_{tr} \nabla T \quad (4-48)
\]

The thermal force equation (4-51) for monatomic molecules is an approximation since the Boltzmann equation has not been solved to obtain the velocity distribution function of incoming molecules, \( f^- \). The BGK model was used instead for convenience.
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V. THERMOPHORETIC VELOCITY

Particles suspended in a gas exposed to a temperature gradient will be influenced by a thermal force. Such particles tend to move in the direction of decreasing temperature with a velocity known as the 'thermophoretic velocity'.

Under the influence of a temperature gradient and friction, the force exerted by the gas on a free particle, \( F_g \), is given by [1]:

\[
F_g = F_t - F_D \tag{5-1}
\]

\( F_g \) = force exerted by the gas on the particle, dynes
\( F_t \) = thermal force, dynes
\( F_D \) = drag force, dynes

At steady state, the force exerted by the gas on the particle must vanish. Hence, if the drag force (i.e. the fluid resistance to the movement of a particle suspended in a fluid), \( F_D \), is known, the thermophoretic velocity can be obtained from the thermal force, \( F_t \). In other words, in order to predict the thermophoretic velocity, a knowledge of the drag force, \( F_D \), applicable to the flow, is required.

A. Slip-Flow Regime

In the slip-flow regime, where the mean free path of gas, \( \lambda \), is much smaller than the size of the aerosol particle \( \lambda << R_p \) and \( \text{Kn} \rightarrow 0 \)
The drag force is given by Stokes' law \([2]\):

\[
F_D = 6\pi \mu R_p v_t \quad \text{where}
\]

- \(F_D\) = drag force, dyne
- \(\mu\) = gas viscosity, gm/(cm sec)
- \(R_p\) = radius of the particle, cm
- \(v_t\) = thermophoretic velocity of the particle relative to the stagnant fluid, cm/sec

Under steady state conditions the thermal force, \(F_t\), must equal the drag force, \(F_D\), and under the influence of a thermal force and friction, an otherwise free particle moves towards the region of lower temperature with a velocity:

\[
v_t = \frac{F_t}{6\pi \mu R_p} \quad \text{(5-3)}
\]

Epstein's equation (4-34) for the thermal force, gives a thermophoretic velocity:

\[
v_t = \frac{3}{2} \left( \frac{k_g}{2k_g + k_p} \right) \frac{\mu}{T} G \quad \text{where}
\]

- \(v_t\) = thermophoretic velocity, cm/sec
- \(k_g\) = thermal conductivity of gas, cal/(sec cm°K)
- \(k_p\) = thermal conductivity of particle, cal/(sec cm°K)
- \(\mu\) = gas viscosity, gm/(cm sec)
\[ \rho = \text{gas density, gm/cm}^3 \]
\[ T = \text{absolute gas temperature, °K} \]
\[ G = \text{uniform gas temperature gradient away from the particle, °K/cm}. \]

By substituting Brock's equation (4-45) for the thermal force in the slip-flow regime into equation (5-3) the following expression for the thermophoretic velocity results:

\[ v_t = \frac{3}{2} \left[ \frac{1}{1 + 3 c_m \frac{\lambda}{R_p}} \right] \left[ \frac{k_g}{k_p} + c_t \frac{\lambda}{R_p} \right] \left[ \frac{1}{1 + 2 \frac{k_g}{k_p} + 2 c_t \frac{\lambda}{R_p}} \right] \frac{v}{T} G \]  

(5-5)

where

\[ v_t = \text{thermophoretic velocity, cm/sec} \]
\[ c_m = \text{momentum accommodation coefficient} \]
\[ c_t = \text{temperature accommodation coefficient} \]
\[ \lambda = \text{mean free path of gas, cm}. \]
\[ \mu = \text{gas viscosity, gm/(cm sec)} \]
\[ T = \text{absolute gas temperature, °K} \]
\[ k_g = \text{thermal conductivity of the gas, cal/(sec cm °K)} \]
\[ k_p = \text{thermal conductivity of the particle, cal/(sec cm °K)} \]
\[ G = \text{uniform gas temperature gradient away from the particle, °K/cm}. \]

**B. Free-Molecular Regime**

In the free-molecular regime, where the mean free path of the gas, \( \lambda \), is much greater than the size of the aerosol particle
\( \lambda \gg R_p \) and \( N Kn_{R_p} \to \infty \), Waldmann [3] derived the following expression combining frictional and thermophoretic forces acting on the particle:

\[
F_g = \frac{8}{3} R_p^2 \sqrt{\frac{2\pi m}{kT}} \left[ (1 + \frac{\pi}{6} \alpha) p v_t + \frac{1}{5} (k_g)_{tr} \right] v_{tT} \tag{5-6}
\]

where

- \( F_g \) = force exerted by the gas on a moving particle, dynes
- \( R_p \) = radius of the particle, cm
- \( k \) = Boltzmann constant, \((\text{dynes cm})/\text{°K})\)
- \( T \) = absolute gas temperature, \(\text{°K}\)
- \( m \) = molecular mass of gas, gm
- \( \alpha \) = accommodation coefficient of particle
- \( p \) = gas pressure, dynes/cm\(^2\)
- \( (k_g)_{tr} \) = translational component of the thermal conductivity of gas, \(\text{cal/(cm sec °K)}\)
- \( v_t \) = thermophoretic velocity of the particle relative to the stagnant fluid, cm/sec

It should be noted that the first term of equation (5-6) is the drag force, \( F_D \) and the second term is the thermal force, \( F_t \), acting on the particle. In the steady state case the force, \( F_g \), exerted by the gas on the particle must vanish. An otherwise free particle thus moves towards the region of lower temperature with the velocity, \( v_t \), relative to the stagnant fluid where
\[ v_t = - \frac{1}{5(1 + \frac{\pi a}{8})} \frac{(k_g)_{tr}}{p} \nabla T \] (5-7)

For polyatomic gases having molecular mass \( m \) and viscosity \( \mu \) the translational component of the gas thermal conductivity [4]

\[ (k_g)_{tr} = \frac{15k\mu}{4m} \] (5-8)

should be used in Equation (5-7) rather than the total thermal conductivity.

C. Transition Regime

In the transition regime, where the mean free path of the gas, \( \lambda \), is of the same order of magnitude as the size of aerosol particle, the drag force, \( F_D \), is given by Millikan [5] as

\[ F_D = \frac{6\pi \mu R_p v_t}{1 + \frac{\lambda}{R_p} [A + B \exp \left(-C R_p/\lambda\right)]} \] (5-9)

where

\( A, B \) and \( C \) = empirical constants appearing in the slip-correction equation
It should be noted that the transition regime equation reduces to Stokes law for the slip-flow regime, where \( \lambda/R_p = 0 \).

In order to apply equation (5-9), it is necessary to evaluate the mean free path length of the gas, \( \lambda \), and the empirical constants A, B and C. The mean free path length, \( \lambda \), from the pressure-independent viscosity concept of kinetic theory, is defined such that the pressure-mean free path product, \( p\lambda \), for a given gas is a function of temperature, \( T \), only. The appropriate relationship is given by [6]:

\[
\lambda = \frac{\mu RT}{0.499 M p \bar{v}} \tag{5-10}
\]

where

- \( \lambda \) = mean free path of gas; cm
- \( \mu \) = gas viscosity, gm cm/(cm sec)
- \( p \) = gas pressure, dynes/cm\(^2\)
- \( R \) = gas constant, cm\(^3\) atm/gm mole °K
- \( \bar{v} \) = mean molecular velocity, cm/sec
- \( M \) = molecular weight of gas, gm/gm mole

The values of the empirical constants, A, B and C are given in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davies [7]</td>
<td>1.270</td>
<td>0.400</td>
<td>1.100</td>
</tr>
<tr>
<td>Millikan [5]</td>
<td>1.230</td>
<td>0.410</td>
<td>0.880</td>
</tr>
</tbody>
</table>

TABLE 5.1: Values of Empirical Constants A, B and C.
Under steady state conditions, the thermal force, $F_t$ must equal the drag force, $F_D$. A combination of Brock's equation (4-50) for the thermal force and equation (5-9) for the drag force, yields

$$F_t^{**} \left[ 1 + \frac{\lambda}{R_p} (A + B \exp \left( \frac{-CR_p}{\lambda} \right) \right]$$

$$v_t = \frac{F_t^{**}}{6 \pi u R_p}$$

(5-11)

where

$F_t^{**}$ is the thermal force in the transition regime given by Brock [equation (4-50)].
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VI. EXPERIMENTAL INVESTIGATIONS

The thermal force has been defined as "a force, other than that caused by convection which acts on a particle suspended in a gas exposed to a temperature gradient". Although various experimental techniques involving

i. vane radiometers [1]
ii. dust-free space [2]
iii. photophoresis [3]
iv. thermal precipitators [4 and 5] and
v. a modified Millikan oil drop apparatus

have been reported, almost all experiments testing the thermal force theory have been carried out with a modified Millikan oil drop apparatus using the technique of 'single particles in a temperature gradient' [6, 7, 8 and 9]. In the first four experimental categories, a quantitative calculation of the force presents a difficult problem and for this reason agreement between theory and experiment has been mainly qualitative.

The general experimental approach can be easily visualised. An aerosol is generated and subjected to a thermal field. The resulting thermal force causes migration of the suspended material. In the modified Millikan experiment the velocity of particulate migration is measured and the magnitude of the force deduced.
The Modified Millikan experiment employs an electrostatic field for the manipulation of a charged particle. The technique of dark field illumination is used to observe the particle. This adaptation provides for the establishment of a temperature gradient in the gas surrounding the particle through controlled heating and cooling of the electrodes.

A. **The Modified Millikan Apparatus**

1. **Description of Equipment**

   The essential elements of a typical modified Millikan device, which provide for optical viewing and electrostatic field control, are schematically illustrated in Figure 6.1 [5]. The central cell containing electrodes and temperature control elements is shown in Figure 6.2 [5]. Two cylindrical brass electrodes, one inch in diameter, were positioned concentrically, one above the other with a separation of 0.075 cm. A resistance coil was used to heat the upper electrode while the lower electrode was equipped for cooling with an internal water jet. Copper-constantan thermocouples were inserted near the surfaces of both electrodes for temperature measurement. With the electrodes encased in Bakelite shells, the complete unit was rigidly mounted in a brass case. The entire assembly was suspended in the main chamber of the Millikan apparatus. A water bath was provided as a means of shielding the main chamber from ambient room temperature changes.
FIGURE 6.1: Essential Elements of Modified Millikan Device. Shown above is a Schematic Diagram of the Optical System Providing Dark Field Illumination of Suspended Particulates [5]
FIGURE 6.2: Detail of Central Cell of Modified Millikan Apparatus. (This Thermal Cell, Containing Electrodes and Temperature Control Elements, was Installed in the Objective Section of a Conventional Millikan Apparatus) [5]
2. Experimental Procedure

Charged aerosol particles to be studied in this apparatus were introduced into the central cell at very dilute concentrations. A single particle was suspended between the principal electrodes. This particle, observed through the optical system, could be raised or lowered by altering the electrical field strength. The effective diameter of the suspended particle was determined from repeated measurements of its terminal velocity under the influence of gravity in the absence of a temperature gradient. This was accomplished by switching off the current to the electrodes and timing the vertical descent of the particle between the calibrated cross-hairs of the micrometer eyepiece. In this manner particulate behavior could be observed through the optical system as many times as desired by reapplying the voltage to the electrodes.

In the absence of a temperature gradient, since the gravitational force, \( F_{gr} \), must equal the drag force, \( F_D \), it follows that: \( F_{gr} = F_D \)

\[
\frac{4}{3} \pi R_p^3 (\rho_p - \rho) g = \frac{6 \pi \mu R_p v_f}{1 + \frac{\lambda}{R_p} \left[ A + B \exp\left(-CR_p/\lambda\right) \right]} \tag{6-1}
\]

where

\( R_p \) = radius of the particle, cm
\( \rho_p \) = particle density, gm/cm\(^3\)
\( \rho \) = gas density, gm/cm\(^3\)
\( g \) = gravitational acceleration, 980.6 cm/sec\(^2\)
\[ \mu = \text{gas viscosity, gm/(cm sec)} \]
\[ v_f = \text{velocity of fall of the particle, cm/sec} \]
\[ \lambda = \text{mean free path of gas, cm} \]
A, B and C = empirical constants, dimensionless

The charge on the particle could be computed from a determination of the velocity of rise of the particle, \( v_r \), according to

\[ \frac{qE}{300} = \frac{4}{3} \pi R_p^3 (\rho_p - \rho) g + \frac{6 \pi \mu R_p v_r}{\lambda R_p} \left[ A + B \exp(-CR_p/\lambda) \right] \]  

(6-2)

where
q = charge on a particle, statcoulombs
E = electric field intensity, practical volts per cm
300 = conversion factor, practical volts to stat volts
1 statvolt = a potential of one erq per statcoulomb

After the diameter and charge on the particle had been determined, a thermal field was established. From another series of velocity measurements, the thermal force, \( F_t \), was obtained as the difference between this electrical force, \( F_E \), and the sum of gravitational, \( F_{gr} \), and drag, \( F_D \), forces.

From

\[ F_t = F_E - F_{gr} - F_D \]  

(6-3)

\[ F_t = \frac{qE}{300} - \frac{4}{3} \pi R_p^3 (\rho_p - \rho) g - \frac{6 \pi \mu R_p v_r}{1 + \lambda R_p} \left[ A + B \exp(-CR_p/\lambda) \right] \]  

(6-4)
B. **Experimental Investigations**

Typical experimental investigations are reviewed briefly to establish

- the validity of theoretical analyses and
- the quantitative inconsistencies which have been reported.

1. **Rosenblatt and LaMer**

In 1945, Rosenblatt and LaMer [6] used an adaptation of the Millikan oil drop experiment to directly observe the behavior of a particle in a thermal field. From a measurement of the difference in velocities for a particle in free-fall and under an imposed temperature gradient, the thermal force was deduced.

In these experiments, the radius of tricresyl phosphate droplets ranged from 0.4 to 1.6 microns. The experimental observations covering a Knudsen number, $N_{Kn_{R_p}}$, range from 0.04 to 1.5 showed that

- the thermophoretic velocity and hence the thermal force were directly proportional to the temperature gradient. Figure 6.3 shows the dependence of thermal velocity on temperature gradient and particle size at a fixed pressure. The dependence of thermal velocity on pressure and temperature gradient is illustrated by Figure 6.4. Figures 6.3 and 6.4 are plots of $v_t$ against $\frac{dT}{dx}$ corrected to a standard temperature of 300°K.
FIGURE 6.3: Dependence of Thermophoretic Velocity on Temperature Gradient and Particle Size at Constant Pressure [6]

FIGURE 6.4: Dependence of Thermophoretic Velocity on Pressure and Temperature Gradient for Fixed Particle Size [6]
11. the thermophoretic velocity was approximately inversely proportional to pressure for Knudsen numbers less than 0.5 as shown in Figure 6.5 [6].

\[ \frac{A'}{A} \propto \frac{\lambda}{R_p} \]

FIGURE 6.5 Dependence of Thermophoretic Function \( v_t \) on \( \frac{\lambda}{R_p} \), the Ratio of the Mean Free Path of Gas to Radius of Aerosol Particle [6] \[ A' = 1 + \frac{\lambda}{R_p} \left( A + B \exp(-C R_p / \lambda) \right) \]

\[ [\lambda = \frac{\mu \sqrt{\pi}}{\sqrt{2 \rho p}][12] \]

2. Saxton and Ranz

In 1952, Saxton and Ranz [7] utilized a modified Millikan apparatus to investigate the effect of particle size, temperature gradient and aerosol material on the magnitude of the thermal force. Castor oil and paraffin oil droplets with thermal conductivities of \( 3.3 \times 10^{-4} \) and \( 2.95 \times 10^{-4} \) cal/(cm sec °K) respectively were used. Knudsen numbers, \( N_{Kn} \), ranging from 0.0615 to 0.277. Saxton and Ranz found that.
i. the thermal force was directly proportional to both temperature gradient and particle radius in agreement with Epstein's equation as shown in Figure 6.6.

![Figure 6.6: Effect of Particle Diameter and Temperature Gradient on the Thermal Force [7]](image)

\[
\frac{dT}{dx} (^{\circ}K/cm)
\]

ii. the thermal force predicted by the equations of Cawood, Einstein and Epstein differed from the experimental value by 24.9, 68.5 and 5.4 percent, respectively. This study established the superiority of Epstein's equation over the Cawood and
Einstein expressions as shown in Figure 6.7

\[ \frac{dT}{dx} \text{ (°K/cm)} \]

**FIGURE 6.7:** Comparison of Theoretical Equations of Cawood, Einstein and Epstein with Saxton and Ranz Experimental Data [7]

3. **Schadt and Cadle**

In 1961, Schadt and Cadle [8] employed a modified Millikan oil drop apparatus to investigate thermal forces on tricresyl phosphate droplets, sodium chloride particles, and mercury droplets with thermal conductivities of 4.8 \times 10^{-4}, 1.55 \times 10^{-2} and 2.8 \times 10^{-2} cal/(cm sec °C) respectively. The radii of the tricresyl phosphate droplets, sodium chloride particles and mercury droplets ranged from 0.46 to 0.49, 0.22 to 1.15, and 0.096 to 0.145 microns respectively. The Schadt and Cadle study showed that:
1. Thermal force measurements on tricresyl phosphate droplets and sodium chloride particles were in agreement with the predicted dependence on temperature gradient, particle radius and mean free path of gas as illustrated by Figures 6.8 and 6.9.

\[ \frac{F_t}{R_p} \times 10^5 \text{(dynes/cm)} \]

Temperature Gradient (°K/cm)

**FIGURE 6.8:** Dependence of Thermal Force on Temperature Gradient. Tricresyl Phosphate Droplets. Radius of Droplets in Microns: ○, 0.46; □, 0.49; △, 0.49 [8]

It should be noted that there is a close agreement between Epstein's theory and experiment for low thermal conductivity particles. In contrast, agreement is poor for high
thermal conductivity sodium chloride particles.

\[ \left( \frac{F_t}{R_p} \right) 10^5 \text{ (dyne/cm)} \]

Temperature Gradient, \( (°K/cm) \)

**FIGURE 6.9:** Dependence of Thermal Force on Temperature Gradient and Particle Radius at Atmospheric Pressure. Sodium Chloride Particles, Radius of Each in Microns:

<table>
<thead>
<tr>
<th>No.</th>
<th>Symbol</th>
<th>Radius (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>O</td>
<td>0.22</td>
</tr>
<tr>
<td>No. 2</td>
<td>□</td>
<td>0.30</td>
</tr>
<tr>
<td>No. 3</td>
<td>△</td>
<td>0.35</td>
</tr>
<tr>
<td>No. 4</td>
<td>X</td>
<td>0.40</td>
</tr>
<tr>
<td>No. 5</td>
<td>●</td>
<td>0.41</td>
</tr>
<tr>
<td>No. 6</td>
<td>●</td>
<td>1.02</td>
</tr>
<tr>
<td>No. 7</td>
<td>△</td>
<td>1.15</td>
</tr>
</tbody>
</table>

[8]

ii. measurements of thermal force on tricresyl phosphate droplets of low thermal conductivity indicated fairly close agreement with the Epstein equation as shown by Figure 6.10. Agreement between Epstein's theory and experiment is very good as the Knudsen number \( N_{Kn} \rightarrow 0 \).
\[
\frac{F_t}{G R_p^2} \times 10^2 \\
(dynes/°K cm)
\]

\[\lambda/R_p\]

FIGURE 6.10: The Effect of the Ratio of Mean Free Path to Particle Radius on Thermal Force (Average Temperature was 307°K) for Tricresyl Phosphate Droplets. Radius of Each Droplet in Microns: \(\bigcirc\), 0.46; \(\Delta\), 0.49; \(\square\), 0.49 [8])

iii. thermal forces on sodium chloride particles and mercury droplets, (involving much higher thermal conductivities) differed by 30 and 50 respectively. These differences are illustrated in Figures 6.11 and 6.12.

4. **Schmitt**

The 1959 experimental investigation by Schmitt [9, 10] was specifically oriented toward the confirmation of Waldmann's
\[ \left( \frac{F}{G R_p^2} \right) 10^2 \text{ (dyne/°K cm)} \]

FIGURE 6.11: The Effect of the Ratio of Mean Free Path to Particle Radius on Thermal Force (Average Temperature was 307°K) for Sodium Chloride Particles. Radius of each particle in microns [8]

- ○ 0.22
- □ 0.30
- △ 0.35
- × 0.40
- ○ 0.41
- □ 1.02
- △ 1.15

theory [11]. Schmitt was concerned with the dependence of thermal force and thermophoretic velocity upon the gas pressure, the particle radius and the nature of both the particle and the gas. His findings showed that:
\[
\left( \frac{F_t}{G R_p^2} \right) 10^2
\]
(dynes/°K cm)

![Graph showing data points labeled Waldmann, CaWood, Epstein.](image)

\[
\lambda/R_p
\]

**FIGURE 6.12:** The Effect of the Ratio of the Mean Free Path to Particle Radius on Thermal Force for Mercury Droplets (Temperature of 307°K) Radius of Each Droplet in Microns: 
- O, 0.096
- □, 0.115
- △, 0.145 [8]

1. experimental results were in excellent agreement (5 percent deviation) with Waldmann's theory if \( \alpha = 1 \) was taken for the coefficient of diffuse reflection. Figure 6.13 provides a comparison of experimental data with several theoretical predictions.
When considering Figures 6.10 to 6.12 it should be recalled that Epstein's thermal force expression was derived for $\frac{\lambda}{R_p} \to 0$ while Waldmann's was for $\frac{\lambda}{R_p} \to \infty$.

\[ v_t \text{ (cm/sec)} \]

\[ \lambda \text{ (microns)} \]

\[ R_p = 1.236 \text{ microns} \]
\[ R_p = 0.980 \text{ microns} \]
\[ R_p = 0.715 \text{ microns} \]

--- Theoretical Curves

**FIGURE 6.13:** Comparison of the Expressions for the Thermophoretic Velocities of Waldmann, W, Epstein, Ep and Einstein, E, with Experiment. (For Theoretical Curves: $k_g = 0.40 \times 10^{-4}$ (Air) and $k_p = 2.95 \times 10^{-4}$ cal/(cm sec °K). Silicone Oil Drops have been used) [10].
ii. the thermal force approached a constant value with decreasing pressure when \( \frac{\lambda}{R_p} > 2.0 \) as shown in Figure 6.14.

![Diagram of thermophoretic force vs. \( \lambda/R_p \)]

**FIGURE 6.14:** Dependence of Thermophoretic Force on the Mean Free Path (Silicone Oil Droplets in Argon VT = 49.4 °K/cm) [11].

\[ [\lambda = \mu \sqrt{\pi/2pp}] \] [12]

For large mean free paths \( \frac{\lambda}{R_p} \gg 1 \) Waldmann's thermal force expression Equation (4-48) applies; and in accordance with the theoretical prediction the force becomes independent of the pressure (i.e. force is constant for large \( \lambda \)) and
proportional to $R_p^2$. For small mean free path ($\lambda_R << 1$) and
droplets of low thermal conductivity Epstein's expression
(4-34) is applicable. Figure 6.14 shows that the force in the
slip-flow regime is approximately proportional to $\lambda$ (i.e. in-
versely proportional to pressure) and radius $R_p$.

iii. In the slip-flow regime, experimental results
of thermophoretic velocity supported the theory
of Epstein as shown in Table 6.1.
<table>
<thead>
<tr>
<th>Gas</th>
<th>$V_t$, exp. (1 micron) $10^3$cm/sec</th>
<th>$k_g$, $10^4$ cal/(cm sec °C)</th>
<th>$\frac{2k_g + k_p}{k_g}$</th>
<th>Gas Viscosity $\mu 10^4$ gm/(cm sec)</th>
<th>$V_t$, Ep. $10^3$ cm/sec</th>
<th>$V_t$, $E_p/V_t$, exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar</td>
<td>3.40</td>
<td>0.401</td>
<td>13.32</td>
<td>2.270</td>
<td>2.82</td>
<td>0.830</td>
</tr>
<tr>
<td>N₂</td>
<td>4.00</td>
<td>0.594</td>
<td>9.65</td>
<td>1.788</td>
<td>4.35</td>
<td>1.090</td>
</tr>
<tr>
<td>CO₂</td>
<td>2.08</td>
<td>0.351</td>
<td>14.90</td>
<td>0.506</td>
<td>1.47</td>
<td>0.707</td>
</tr>
<tr>
<td>H₂</td>
<td>97.00</td>
<td>4.91</td>
<td>3.08</td>
<td>0.909</td>
<td>104.00</td>
<td>1.070</td>
</tr>
</tbody>
</table>

TABLE 6.1: Comparison of the Experimental Thermophoretic Velocities, $V_t$, exp. with the Calculated Velocities, $V_t$, Ep. According to Equation (5-4) [9]
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VII. DIFFUSIOPHORETIC FORCE

Aerosol particles suspended in a non-uniform but isothermal gas mixture move due to existing concentration gradients. In a binary mixture with vanishing average molecular velocity, the aerosol particles, in general, move in the same direction as the heavier component [1]. The force causing motion is called the 'diffusiophoretic force' and the velocity with which the aerosol particles move is known as the diffusiophoretic velocity. As in the case of the thermal force, the diffusiophoretic force originates from the interaction of gas molecules with the particle surface. The mechanism of the gas-solid interaction is dependent upon the ratio of the mean free path of the gas to the particle radius.

A simple model illustrating diffusiophoresis would consider a single spherical particle immersed in a binary gas mixture in which relative motion of gas molecules is due to a concentration gradient. Gas molecules of the heavier component have a greater momentum than the molecules of the lighter gas component. As a result a net momentum is imparted to the particle which tends to move the particle in the direction of the heavier gas component.

A complex model would take into account the shape of the solid as well as the interaction of two or more solid particles with the two or more gas components.
A. Background

Aitken [2] in 1883 first reported on diffusiophoresis in his paper "On the Formation of Small Clear Spaces". He observed a small dust-free space next to a moist surface when that surface was suspended in dry dusty air. Aitken thought this phenomenon was due to the evaporation of water from the surface, but he made no attempt to develop a quantitative explanation.

No further work on diffusiophoresis was reported in the open literature until 1956-57 when Deryaguin and Dukhin [3, 4, and 5] published three papers in Russian. They recognized that the mechanism of gas-solid particle interaction is dependent upon the ratio of the mean free path length of the gas to the particle radius, which is the Knudsen number, $N_{Kn_p}$. The Russian researchers attempted to use the kinetic theory of gases to develop a mathematical expression for the force which diffusing gas mixtures exert on large aerosol particles. In order to obtain the net momentum imparted to a particle by colliding gas molecules, it is necessary to have a knowledge of the velocity distribution function of the gas molecules. Since a rigorous approach involves solution of the Boltzmann equation, Deryaguin and Dukhin [3, 4, and 5] did not pursue this line of attack. Instead they postulated that a large aerosol particle moves with the Stefan flow velocity (i.e. the mass average velocity).
Facy and Freise [6, 7 and 8], who were completely unaware of Aitken's [2] earlier work, provided the first experimental evidence for diffusiophoresis in modern times. Facy [6] suspended a liquid drop in air containing tobacco or magnesium oxide smoke. His first set of experiments was conducted with a drop of water suspended in smoky air. As the drop evaporated he observed that the smoke particles moved away from the drop to form a clear space in its vicinity. In the second set of experiments involving a sulphuric acid drop in moist air, water vapour diffused towards the drop. Under these conditions smoke particles deposited on the drop surface. The Facy attempt [6] to develop a quantitative appreciation of the behavior of smoke particles in diffusing gases recognized the importance of the Knudsen number. The following force and velocity expressions were developed for small aerosol particles in diffusing binary mixtures where only component A, diffuses:

\[ F_d = k_F A_p \nabla \chi_A \]  

(7-1)

where

- \( F_d \) = diffusiophoretic force, dynes
- \( k_F \) = a constant to be determined experimentally, dynes/cm
- \( A_p \) = projected area of an aerosol particle, cm^2
- \( \nabla \) = differential operator, cm^{-1}
- \( \chi_A \) = mole fraction of component A

and
\[ v_d = K_F D_{AB} \nabla \phi_A \]  

(7-2)

where

- \( v_d \) = diffusiophoretic velocity, cm/sec
- \( D_{AB} \) = binary diffusivity of component A through B, cm\(^2\)/sec
- \( K_F \) = a constant to be determined experimentally

In his derivation, Facy assumed that the particle did not affect the velocity distribution of the gas molecules. Also, the constants \( K_F \) and \( K_F^{*} \) were not determined experimentally.

Facy [7] also developed an equation for large aerosol particles for which the Knudsen number is very small. The force exerted on such a particle in a diffusing binary gas mixture in which one component is stationary is given by:

\[ F_d = K_F^{*} D_p \nabla \phi_A \]  

(7-3)

- \( K_F^{*} \) = a constant to be determined experimentally, dynes
- \( D_p \) = particle diameter, cm

Facy evaluated the steady state velocity by equating the diffusiophoretic force to the Stokes drag force to obtain

\[ v_d = K_F^{**} D_{AB} \nabla \phi_A \]  

(7-4)

The constants \( K_F^{*} \) and \( K_F^{**} \) were not determined experimentally.
Freise [8] studied the diffusiophoresis of small natural particles in liquids. In his experiments a butyl iodide drop was suspended in water. Butyl alcohol diffused from the butyl iodide drop into the water when the drop was saturated with butyl alcohol. On the other hand when the water was saturated with butyl alcohol, the butyl alcohol diffused from the water to the butyl iodide drop. Rubber particles suspended in the water were found to move in the direction of the diffusing alcohol. Freise suggested the particle velocity was identical to the Stefan flow velocity.

Because of the complex nature of the force mechanisms and the variety of initial assumptions that may be made regarding the velocity distribution, a large number of diffusiophoretic force equations [9, 10, 11, 12, 13, 14 and 15] have appeared. The available diffusiophoretic equations are summarized in Table 7.1.

B. Theoretical Analysis

In order to appreciate the phenomenon of diffusiophoresis consider a spherical particle suspended in an isothermal binary fluid mixture in which a concentration gradient exists as shown in Figure 7.1. From the two important length parameters involved:

i. the radius of the particle, \( R_p \) and

ii. the mean free path of the gas, \( \lambda \)
<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Year</th>
<th>Region</th>
<th>Diffusiophoretic Force Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Deryagin, B. V. and Saksnov, R. F.</td>
<td>1957</td>
<td>Free-Molecular</td>
<td>[ F_d = -\frac{12}{3} \frac{v_p}{v_1} \times \frac{P_1}{P_1} \times \frac{v_p - v_1}{v_1} ]</td>
</tr>
<tr>
<td>2</td>
<td>Facy, M. E.</td>
<td>1958</td>
<td>Free-Molecular</td>
<td>[ F_d = \frac{K_p}{K_p} \frac{v_p}{v_1} \times \gamma_A ]</td>
</tr>
<tr>
<td>3</td>
<td>Facy, M. L.</td>
<td>1959</td>
<td>Slip-Flow</td>
<td>[ F_d = \frac{K_p}{K_p} \frac{v_p}{v_1} \times \gamma_A ]</td>
</tr>
<tr>
<td>4</td>
<td>Waldmann, L</td>
<td>1958</td>
<td>Free-Molecular</td>
<td>[ F_d = -\frac{32}{3} \frac{v_p}{v_1} \times \left(1 + \frac{9}{5} \frac{v_p}{v_1} \right) \times \frac{P_1}{P_1} \times \frac{v_p - v_1}{v_1} ]</td>
</tr>
</tbody>
</table>
| 5   | Schmitt, K. R. and Waldmann, L | 1960 | Slip-Flow | \[ F_d = -6 \times \frac{v_p}{v_1} \times \frac{v_p - v_1}{v_1} \times \gamma_A \]  
  Case 1: Average molecular velocity = 0  
  \[ F_d = -6 \times \frac{v_p}{v_1} \times \frac{v_p - v_1}{v_1} \times \gamma_A \]  
  Case 2: \[ F_d = -6 \times \frac{v_p}{v_1} \times \left(1 + \left(\frac{v_p}{v_1} + \frac{v_p - v_1}{v_1}\right) \gamma_A \right) \times \frac{v_p - v_1}{v_1} \times \gamma_A \]  
  \[ F_d = -6 \times \frac{v_p}{v_1} \times \gamma_A \] |
| 6   | Mason, E. A. and Chapman, R | 1962 | Free-Molecular | \[ F_d = -\frac{12}{3} \frac{v_p}{v_1} \times \left(1 + \frac{9}{5} \frac{v_p}{v_1}\right) \times \frac{P_1}{P_1} \times \frac{v_p - v_1}{v_1} \] |
| 7   | Waldmann, L. and Schmitt, K. R. | 1966 | Slip-Flow | \[ F_d = -\frac{12}{3} \times \frac{v_p}{v_1} \times \left(1 + \left(\frac{v_p}{v_1} + \frac{v_p - v_1}{v_1}\right) \gamma_A \right) \times \frac{v_p - v_1}{v_1} \times \gamma_A \] |
| 8   | Brode, J. R. | 1968 | Transition | \[ F_d = -\frac{6}{5} \frac{v_p}{v_1} \times \left(2 + \frac{v_p}{v_1}\right) \times \frac{P_1}{P_1} \times \gamma_A \times \left[1 - 0.071 \times \left(\frac{v_p}{v_1} + \frac{v_p - v_1}{v_1}\right) \times \gamma_A \right] \] |

**TABLE 7.1: Diffusiophoretic Force Equations**
FIGURE 7.1: Spherical Particle in an Isothermal Binary Gas Mixture
the Knudsen number

\[ N_{KnR_p} = \frac{\lambda}{R_p} \]

can be obtained.

As with the case of thermal force, three arbitrary classifications are used to facilitate analysis of the diffusio-

phoretic force: [20]

i. the slip-flow regime \( 0 < N_{KnR_p} < 0.25 \)

ii. the free-molecular regime, \( 10 < N_{KnR_p} < \infty \)

iii. the transition regime \( 0.25 < N_{KnR_p} < 10 \)

In the slip-flow regime, the mean free path of the

gas, \( \lambda \), is small compared to the size of the aerosol particle

\([\lambda \ll R_p \text{ and } N_{KnR_p} \to 0]\). An acceptable theory for this set of

conditions was developed by Schmitt and Waldmann [11].

In the free molecular regime, the mean free path of the

gas, \( \lambda \), is much greater than the size of the aerosol particle

\([\lambda \gg R_p \text{ and } N_{KnR_p} \to \infty]\). In this limiting case, the gas molecule

velocity distribution function is not affected by the presence of

the particle. Waldmann's [10] theory is valid for the free-
molecular regime.

For the transition regime, where the mean free path of

the gas, \( \lambda \), is of the same order of magnitude as the size of the
particle, no reasonably acceptable theory has yet been developed.

No quantitative analysis has been reported in the literature for the diffusiophoretic force over the entire range of $0 < \frac{Kn_{RP}}{} < \infty$.

1. **Slip-Flow Regime**

Schmitt and Waldmann [11] developed a theory for the diffusiophoretic force in the slip-flow regime. A continuum mechanics approach was used to obtain expressions for both the diffusiophoretic force and velocity.

In their development, Schmitt and Waldmann specified the following boundary conditions:

1. Stefan flow (i.e. mass average velocity) prevailed far away from the particle

2. the tangential velocity at the particle surface was assumed to be Kramers and Kistemaker's slip velocity [16].

Kramers and Kistemaker [16] had shown that the fluid velocity parallel to a solid surface does not vanish at the boundary when diffusion occurs parallel to the surface. In other words, a slippage of the gas occurs at the boundary. The velocity at the boundary was called 'diffusion-creep' analogously to 'thermal-creep'.

The Navier-Stokes equations for creeping flow around spheres were solved, subject to the assumptions previously made.
to obtain the diffusiophoretic force, \( F_d \) for two cases.

The diffusiophoretic force exerted on a particle at rest by an isothermal binary gas mixture, for which the average molecular velocity was taken to be zero, was given by [11]:

\[
F_d = -6\pi \mu R_p \left( \frac{M_A - M_B}{\gamma_A M_A + \gamma_B M_B + \sqrt{M_A M_B}} \right) D_{AB} \nabla \gamma_A \tag{7-5}
\]

where

\( F_d \) = diffusiophoretic force, dynes
\( \mu \) = viscosity of the mixture, gm/(cm sec )
\( R_p \) = radius of the particle, cm
\( M_A \) = molecular weight of component A, gm/gm-mole
\( M_B \) = molecular weight of component B, gm/gm-mole
\( \gamma_A \) = mole fraction of component A
\( \gamma_B \) = mole fraction of component B
\( D_{AB} \) = binary diffusivity of component A through B, cm²/sec
\( \nabla \) = differential operator, cm⁻¹

For a particle suspended in a stationary carrier gas (species B) through which a vapour (species A) is diffusing, the diffusiophoretic force, \( F_d \), exerted on the particle by an isothermal binary gas mixture, for which an average molecular velocity exists, is given by [11]:
\[ F_d = -6\pi\mu R_p \left[ 1 + \left( \frac{M_A - M_B}{\gamma_A M_A + \gamma_B M_B + \gamma_A \gamma_B M_A M_B} \right) \frac{D_{AB}}{\gamma_B^2} \right] \nabla \gamma_A \] (7-6)

where

\[ \mu = \text{viscosity of the mixture, gm/(cm sec)} \]
\[ R_p = \text{radius of particle, cm} \]
\[ M_A = \text{molecular weight of component A, gm/(gm-mole)} \]
\[ M_B = \text{molecular weight of component B, gm/(gm-mole)} \]
\[ \gamma_A = \text{mole fraction of component A} \]
\[ \gamma_B = \text{mole fraction of component B} \]
\[ D_{AB} = \text{binary diffusivity of component A through B, cm}^2/\text{sec} \]
\[ \nabla = \text{differential operator, cm}^{-1} \]

In order to establish the validity of the diffusiophoretic force equation (7-5), Waldmann and Schmitt [17] performed experiments in a modified Millikan oil drop apparatus [18]. Experimental results did not agree with the values predicted by equation (7-5). After studying various gases, the authors suggested the following empirical relationship for the diffusiophoretic force in the slip-flow regime.

\[ F_d = -6\pi\mu R_p \left[ 1 + \left( A w \frac{M_A - M_B}{M_A + M_B} + B w \frac{d_A - d_B}{d_A + d_B} \right) \frac{D_{AB}}{\gamma_B^2} \right] \nabla \gamma_A \] (7-7)

where
$A_w$ and $B_w$ = two empirical constants whose value depend on the gas mixture, dimensionless.

$d_A = \text{diameter of molecule } A, \text{ cm}$

$d_B = \text{diameter of molecule } B, \text{ cm}$

2. **Free-Molecular Regime**

In the free-molecular regime, where the mean free path of the gas, $\lambda$, is much larger than the size of the aerosol particle [$\lambda \gg R_p$ and $N N_{K\nu R_p} \rightarrow \infty$], the heavier molecules striking the particle will have a greater momentum than the lighter molecules. Consequently a net momentum is imparted to the particle in the direction in which the heavier molecules are diffusing. That is, relative to a reference frame in which the diffusion fluxes are equal, the resulting velocity of the particle will be in the same direction as the heavier molecules are diffusing.

Waldmann [10] developed a diffusiophoretic force equation for the free-molecular regime by calculating the net momentum imparted to the particles on colliding with the gas molecules. In order to evaluate the net momentum imparted to the particles, a knowledge of the velocity distribution function of the approaching molecules and the law of reflection of the gas molecules by the particles was necessary.
Waldmann [10] assumed that the velocity distribution function of the gas molecules was not affected by the presence of the particle. The Chapman and Cowling approach [19] was used to express the velocity distribution function in terms of Sonine polynomials. The first term of this sum is the Maxwellian distribution and subsequent terms denote the deviation from Maxwellian behavior. Waldmann [10] neglected all terms after the second because considering further terms would have resulted in extremely complicated expressions.

In order to find the velocity distribution of molecules leaving the surface, Waldmann assumed that a fraction, equal to the "coefficient of diffuse reflection", a, undergoes diffuse reflection and the remaining fraction (1 - a) is specularly reflected.

The Waldmann [10] treatment considered a spherical particle suspended in an isothermal multi-gas mixture whose components "i" have different mass velocities, \( v_i \). The approach yielded the force exerted by the gas on such a particle as a result of net momentum transferred to the particle in the form

\[
F_g = -\frac{32}{3} \frac{R}{v_i} R_p^2 \sum (1 + \frac{\pi}{8} a_i) p_i (v_p - v_i)
\]

Substituting the following relations:
\[ \bar{v}_i = \frac{8 kT}{\pi m_i} \]  
(4-49)

\[ p_i = c_i kT \]  
(7-9)

\[ \gamma_i = \frac{c_i}{c} \]  
(7-10)

Into equation (7-8) gives

\[ F_g = -\frac{2}{3} D_p^2 \sqrt{2\pi kT} \sum c \left(1 + \frac{n a_i}{8} \gamma_i \sqrt{m_i} (v_p - v_i)\right) \]  
(7-11)

where

- \( \bar{v}_i \) = mean molecular velocity of component \( i \), cm/sec
- \( p_i \) = partial pressures of component \( i \), dynes/cm²
- \( a_i \) = coefficient of diffuse reflection
- \( R_p \) = radius of particle, cm
- \( V_p \) = velocity of particle, cm/sec
- \( m_i \) = mass velocity of component \( i \), cm/sec
- \( m_i \) = molecular mass of component \( i \), gm
- \( k \) = Boltzmann's constant, dyne cm/°K
- \( T \) = absolute temperature of gas mixture, °K
- \( \gamma_i \) = mole fraction of component \( i \)
- \( \gamma_i \) = molar density of gas mixture, gm-moles/cm³
- \( c_i \) = molar density of component \( i \), gm-moles/cm³
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VIII. DIFFUSIOPHORETIC VELOCITY.

Aerosol particles suspended in a non-uniform but isothermal gas mixture move due to existing concentration gradients. In the steady state, under the influence of a concentration gradient in the gas mixture and friction, aerosol particles move with a constant velocity, $v_d$ called the 'diffusiophoretic velocity'.

The force exerted by the gas on such particle is given by

$$F_g = F_d - F_D$$  \hspace{1cm} (8-1)

where

- $F_g =$ force exerted by the gas on a moving particle, dynes
- $F_D =$ drag force, dynes
- $F_d =$ diffusiophoretic force, dynes

For the steady state case, the force $F_g$ must vanish and the diffusiophoretic force, $F_d$, must be equal to the drag force, $F_D$.

In order to obtain the diffusiophoretic velocity, it is necessary to know either the force exerted by the gas, $F_g$, on the particle or the drag force, $F_D$. 

99
A. Slip-Flow Regime

In the slip-flow regime, where the mean free path of the gas, $\lambda$, is small compared to the size of the aerosol particle [$\lambda \ll R_p$ and $N_{Kn R_p} \rightarrow 0$], the drag force, $F_D$, is given by Stokes law equation (5-2).

$$F_D = 6 \pi \mu R_p v_d$$  \hspace{1cm} (5-2)

The diffusiophoretic force, $F_d$, exerted on the particle at rest by an isothermal binary gas mixture for which the average molecular velocity is taken to be zero, is given by Schmitt and Waldmann [1] as:

$$F_d = -6 \pi \mu R_p \left( \frac{M_A - M_B}{N_A M_A + N_B M_B + \sqrt{N_A M_B}} \right) D_{AB} \nabla \gamma_A$$ \hspace{1cm} (7-5)

Since the drag force, $F_D$ must be equal to the diffusiophoretic force, $F_d$ at steady-state, an otherwise free particle suspended in an isothermal binary gas mixture moves with the velocity [2]:

$$v_d = -\left( \frac{M_A - M_B}{N_A M_A + N_B M_B + \sqrt{N_A M_B}} \right) D_{AB} \nabla \gamma_A$$ \hspace{1cm} (8-2)

where

$v_d$ = diffusiophoretic velocity, cm/sec.
\( M_A \) = molecular weight of component A, gm/gm-mole

\( M_B \) = molecular weight of component B, gm/gm-mole

\( \gamma_A \) = mole fraction of component A

\( \gamma_B \) = mole fraction of component B

\( D_{AB} \) = binary diffusivity of component A through B, cm\(^2\)/sec.

The diffusiophoretic force, \( F_d \), acting on a particle suspended in a stationary carrier gas (species B) through which a vapor (species A) is diffusing at a rate defined by an average molecular velocity is given by Schmitt and Waldmann [1] as

\[
F_d = -6 \pi \mu R_p \left[ 1 + \left( \frac{M_A - M_B}{\sqrt[3]{M_A \gamma_A + M_B \gamma_B}} + \frac{1}{\sqrt{M_A^{1/2} M_B^{1/2}}} \right) \gamma_B \right] \frac{D_{AB}}{\gamma_B} \gamma_A \tag{7-6}
\]

Employing equation (7-6) and equation (5-2), the particle velocity [2] in the vapor diffusion field becomes

\[
v_d = - \left[ 1 + \left( \frac{M_A - M_B}{\sqrt[3]{M_A \gamma_A + M_B \gamma_B}} + \frac{1}{\sqrt{M_A^{1/2} M_B^{1/2}}} \right) \gamma_B \right] \frac{D_{AB}}{\gamma_B} \gamma_A \tag{8-3}
\]

where

\( v_d \) = diffusiophoretic velocity, cm/sec

\( M_A \) = molecular weight of component A, gm/gm-mole
\[ M_B = \text{molecular weight of component B, gm/gm-mole} \]
\[ \gamma_A = \text{mole fraction of component A} \]
\[ \gamma_B = \text{mole fraction of component B} \]
\[ D_{AB} = \text{binary diffusivity of component A through B, cm}^2/\text{sec}. \]

B. Free-Molecular Regime

In the free-molecular regime, where the mean free path of the gas is larger than the size of the particle \([\lambda >> R_p \text{ and } N_{k_B}R_p^3 \to \infty}\), the particle is considered to be a large molecule. In this case, the force exerted by the gas on a particle suspended in an isothermal multi-gas mixture is given by Waldmann [3] as:

\[ F_g = -\frac{2}{3} D_p \nu^{2/3} c \sum_i \left\{ \left(1 + \frac{\pi}{8} a_i \right) \gamma_i \sqrt{m_i} \left( v_p - v_i \right) \right\} \quad (7-11) \]

In the steady-state, the force \( F_g \) must vanish. Thus, under the influence of the diffusiophoretic force and drag, the otherwise free particle moves with the velocity

\[ v_p = \frac{(1 + \frac{\pi}{8} a_1) \sqrt{m_1} \gamma_1 v_1 + \left(1 + \frac{\pi}{8} a_2\right) \sqrt{m_2} \gamma_2 v_2 + \ldots}{\sum_i \left(1 + \frac{\pi}{8} a_i \right) \sqrt{m_i} \gamma_i} \quad (8-4) \]

By introducing

\[ \sigma_i = \frac{(1 + \frac{\pi}{8} a_i) \gamma_i \sqrt{m_i}}{\sum_k \left(1 + \frac{\pi}{8} a_k \right) \gamma_k \sqrt{m_k}}; \text{ where } \Sigma \sigma_i = 1 \quad (8-5) \]

and
\[ v_p = \sum a_i \nu_i \] (8-6)

where

- \( v_p \) = diffusiophoretic velocity, cm/sec
- \( a_i \) = thermal reflection coefficient of component \( i \)
- \( \nu_i \) = mole fraction of component \( i \)
- \( m_i \) = molecular mass of component \( i \), gm
- \( \nu_i \) = molecular velocity of component \( i \), cm/sec.

Equation (8-4) can be rewritten by introducing diffusion velocities either in the local reference system moving with mass average velocity, \( u \), or the local particle reference system moving with average molecular velocity, \( w \).

If the mass diffusion velocity, \( V_i \), and the particle diffusion velocity, \( W_i \), are defined \([4]\):

\[ \nu_i - u = V_i \] (8-7)

\[ \nu_i - w = W_i \] (8-8)

it follows that

\[ \nu_i = u + V_i = w + W_i \] (8-9)

where by definition \([2]\)
\[ u = \frac{\sum \rho_i V_i}{\sum \rho_i} = \Sigma \tau_i V_i \]  

\[ w = \frac{\sum m_i V_i}{\sum m_i} = \Sigma \gamma_i V_i \]  

The quantities \[ \tau_i = \frac{\rho_i}{\rho} = \frac{m_i y_i}{m} \]  
where \( \rho_i = m_i c_i, \rho = \Sigma \rho_i = mc \) are the mass fractions of the mixture. Since \( \Sigma \sigma_i = 1 \), equation (8-6) transforms to

\[ v_p = u + \Sigma \sigma_i V_i = w + \Sigma \sigma_i W_i \]  

Fick's diffusion law is introduced to discuss special cases. For simplicity, a binary mixture is considered. Fick's law expressed in terms of molecular diffusion velocities and mole fractions, is then

\[ \gamma_1 W_1 = -\gamma_2 W_2 = -D_{12} \nabla \gamma_1 \]  

where

\[ D_{12} = \text{binary diffusivity of component 1 through 2, cm}^2/\text{sec.} \]

Two specific cases \([2]\) will be considered in some detail. For the first case, in which the average molecular
velocity of the mixture is taken to be zero, it can be shown that for a multi-gas mixture diffusing the relationship

$$v_p = \sum \sigma_i w_i$$  \hspace{1cm} (8-15)

is obtained from equation (8-13). By expanding equation (8-15) for a binary mixture, the diffusiophoretic velocity is obtained as

$$v_p = -\frac{(1 + \frac{\pi}{8} a_1) \sqrt{m_1} - (1 + \frac{\pi}{8} a_2) \sqrt{m_2}}{(1 + \frac{\pi}{8} a_1) \gamma_1 \sqrt{m_1} + (1 + \frac{\pi}{8} a_2) \gamma_2 \sqrt{m_2}} D_{12} \nabla \gamma_1$$  \hspace{1cm} (8-16)

When $a_1 = a_2$, equation (8-16) reduces to

$$v_p = -\frac{\sqrt{m_1} - \sqrt{m_2}}{\gamma_1 \sqrt{m_1} + \gamma_2 \sqrt{m_2}} D_{12} \nabla \gamma_1$$  \hspace{1cm} (8-17)

This implies that aerosol particles move in the direction of the diffusion flux, $\gamma_1 w_1$ of the heavier component. When $m_1 = m_2$ (i.e. equal molecular masses), a small suspended particle will not move.

In order to compare the diffusiophoretic velocity with the average mass velocity, $u$, of the diffusing gas, the average mass velocity can be written from equations (8-10), (8-11) and (8-12) in the form:

$$u = w \sum \tau_i \gamma_i w_i$$

$$= w + \sum m_i \gamma_i w_i$$  \hspace{1cm} (8-18)
For a binary mixture with \( w = 0 \)

\[
u = \left( \frac{m_1 - m_2}{m} \right) \gamma_1 W_1
\]  

(8-19)

from equation (8-18).

Substituting \( \gamma_1 W_1 \) from equation (8-14) into equation (8-19) yields

\[
u = -\left( \frac{m_1 - m_2}{m} \right) D_{12} \sqrt{\gamma_1}
\]  

(8-20)

With \( m = m_1 \gamma_1 + m_2 \gamma_2 \), equation (8-17) becomes

\[
u_p = -\left( \frac{m_1 - m_2}{m + \sqrt{m_1 m_2}} \right) D_{12} \sqrt{\gamma_1}
\]  

(8-21)

If \( m_1 \approx m_2 \)

\[
u_p \approx -\frac{1}{2} \left( \frac{m_1 - m_2}{m} \right) D_{12} \sqrt{\gamma_1}
\]

\[
\approx \frac{1}{2} \nu
\]  

(8-22)

and the particle moves with half of the average mass velocity of the gas. But if \( m_1 \gg m_2 \) and \( \gamma_1 \approx \gamma_2 \), the particle moves at a rate equivalent to the average mass velocity of the gas.
The other case concerns vapour molecules (species 1) diffusing through an inert stationary gas (species 2, \( v_2 = 0 \)). For this system the average mass and average molecular velocities are not zero. When \( v_2 = 0 \), equation (8-9) reduces to

\[
w = -w_2
\]  
(8-23)

Substituting equation (8-14) into equation (8-23) yields

\[
w = -w_2 - \frac{1}{y_2} D_{1,2} \dot{\gamma}_1
\]  
(8-24)

Similarly,

\[
v_1 = w + w_1 = -w_2 + w_1
\]
\[
= -\frac{1}{y_2} D_{1,2} \dot{\gamma}_1 - \frac{1}{y_1} D_{1,2} \dot{\gamma}_1
\]
\[
= -\frac{1}{y_1 y_2} D_{1,2} \dot{\gamma}_1
\]  
(8-25)

From equations (8-24) and (8-25)

\[
v_1 = \frac{1}{y_1} w
\]  
(8-26)

With \( v_1 \) from equations (8-25) and (8-26), the steady state velocity of a small suspended particle can be obtained from equation (8-6) in the form:
\[ v_p = -\frac{\sigma_1}{\sqrt[1/2]{m_1}} \Gamma_1 \gamma_1 = \frac{\sigma_1}{\gamma_1} w \]  
(8-27)

where

\[ \sigma_1 = \frac{(1 + \frac{\pi}{8} a_1) \gamma_1 \sqrt{m_1}}{(1 + \frac{\pi}{8} a_1) \gamma_1 \sqrt{m_1} + (1 + \frac{\pi}{8} a_2) \gamma_2 \sqrt{m_2}} \]  
(8-28)

If \( m_1 = m_2 \) (i.e. equal molecular masses) and \( a_1 = a_2 \)

then \( \frac{\sigma_1}{\gamma_1} = 1 \)  
(8-29)

and

\[ v_p = -\frac{1}{\sqrt[1/2]{m_2}} \Gamma_1 \gamma_1 = w \]  
(8-30)

In order to compare the diffusiophoretic velocity, \( v_p \), with the mass average velocity, \( u \), of the diffusing gas, the mass average velocity can be written from equations (8-10), (8-11), and (8-26) as:

\[ u = \tau_1 v_1 = \frac{\tau_1}{\gamma_1} w = \frac{m_1}{m} w \]  
(8-31)

Substituting for \( w \) from equation (8-31) into equation (8-27) yields

\[ v_p = \frac{\sigma_1 m}{\gamma_1 m_1} u \]  
(8-32)
where
\[ v_p = \text{diffusiophoretic velocity, cm/sec} \]
\[ m = \text{molecular mass of mixture, gm} \]
\[ m_1 = \text{molecular mass of component 1, gm} \]
\[ u = \text{average mass velocity, cm/sec} \]

This means that the particles do not move with the average mass velocity. Now, the particle velocity is dependent upon the composition and the molecular mass ratio of the gas. Nevertheless, the particle velocity is always in the same direction as the average mass velocity, \( u \), or average molecular velocity, \( w \).
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IX. EXPERIMENTAL INVESTIGATIONS

Diffusiophoresis is a phenomenon involving aerosol particles that move as a result of concentration gradients established in a non-uniform, but isothermal gas mixture. Quantitative investigations on diffusiophoresis are reviewed briefly to establish

i. the validity of theoretical analyses and
ii. the quantitative inconsistencies that have been reported.

A. Schmitt and Waldmann

The experimental investigations by Schmitt and Waldmann [1, 2] were specifically oriented towards the validation of their theoretical analyses [3, 4].

1. Equipment

Figure 9.1 shows schematically the arrangement of apparatus for measurements in a diffusion field. The two gases, which mix by diffusion, were initially in the large equal volume vessels, \( V_1 \) and \( V_2 \). A Millikan condensor, consisting of two circular screens \( N_1 \) and \( N_2 \) was placed in the middle of a small vertical tube connecting the two vessels. The aerosol particles,
situated between the screens, were illuminated by the lamp L through the trough T. These particles were observed through the microscope M. The pressure which could be lowered by means of a pump P, was monitored by a mercury pressure gauge Q.

2. Experimental Method

The upper vessel, \( V_1 \), was filled with the lighter gas component while the lower vessel, \( V_2 \), contained the heavier gas. Schmitt and Waldmann used mixtures of \( N_2 \) with \( H_2, C_2H_2, C_2H_4 \) (isobar), \( C_2H_6, O_2, Ar, CO_2, C_3H_8 \) and \( CO_2 \) with \( C_3H_8 \) (isobar). The experimental temperature was always about 20°C.
The aerosol was brought between the screens $N_1$ and $N_2$ through the inlet $E$. The particle diameter could be determined by observing the speed of free fall of that aerosol particle through the microscope $M$.

In order to measure diffusion at atmospheric pressure, the taps $H_1$ and $H_2$ to the vessels containing the two gas components were opened. After a linear concentration gradient was attained in the connecting tube, times of free fall and rise of an aerosol particle were measured. The taps $H_1$ and $H_2$ were then closed. The gas in the connecting tube now had the same composition as during the time of diffusion. Once again, times of free fall and rise of an aerosol particle in the homogeneous gas mixture were measured and the corresponding speeds were calculated.

The difference in the speeds with and without diffusion yielded the diffusiophoretic speed of the particle.

3. Results

Figure 9.2 shows, in terms of a dimensionless scale, the diffusiophoretic velocity of silicone oil drops in the diffusion field of $N_2$ with $C_2H_2$, $C_2H_4$ (isobar), $C_2H_6$, $O_2$, $Ar$, $C_3H_8$ (isobar) and $CO_2$ with $C_3H_8$ (isobar). The diffusion coefficients for the reduction of the velocities are given on the right side. The experimental curves are dashed for small $\frac{R}{\lambda}$ ratios, since
the measurements are difficult to make because of rapid diffusion. Theoretical values, given by the Waldmann equation (8-17) for the free-molecular regime, are indicated by the horizontal lines on the left side. A reasonably good agreement with equation (8-17) for \( \frac{R_p}{\lambda} \ll 1 \) is indicated by Figure 9.2.

\[
\frac{1}{N_k} R_p \approx \frac{R_p}{\lambda}
\]

**FIGURE 9.2:** Reduced Diffusiophoretic Velocity of Silicone Oil Drops in Mixtures of \( \text{N}_2 \) with Different Gases and \( \text{CO}_2 \) with \( \text{C}_3\text{H}_8 \). \( D \) refers to 1 atmosphere 293\(^\circ\)K; the Numbers on the Curves Denote Molecular Weights [2]
For the slip-flow regime, the measured values of the factor

\[
c = A W \left( \frac{M_A - M_B}{M_A + M_B} \right) + B W \left( \frac{d_A - d_B}{d_A + d_B} \right)
\]  

(9-1)

in the diffusiophoretic force equation (7-7) are in excellent agreement with the calculated values as shown in Table 9-1.

B. Goldsmith et al

Goldsmith, Delafié, Cox and May [5, 6] showed that diffusiophoresis could be employed to separate submicron particles continuously from a gas stream.

1. Equipment

Figure 9-3 shows a schematic representation of the experimental arrangement. Nichrome aerosols were generated by passing dry filtered air over an electrically heated nichrome wire. The particles were made radioactive by adsorbing thorium on them. A Pollak counter [7] was used to detect the radioactive particles. The vapour pressure gradient box was prepared by placing two lining papers, saturated in sulphuric acid and water respectively, on each plate of the box as shown in Figure 9.3.

2. Experimental Method

The marked nichrome aerosol was passed between two parallel plates with spacing ranging from 2 to 6 mm. Across the
| Gas             | \( N_2 \) | \( H_2 \) | \( \text{C}_2\text{H}_2 \) | \( \text{C}_2\text{H}_4 \) | \( \text{C}_2\text{H}_6 \) | \( D_2 \) | \( \text{Ar} \) | \( \text{CO}_2 \) | \( \text{C}_3\text{H}_8 \) | \( \text{CO}_2/\text{C}_3\text{H}_8 \) |
|-----------------|-----------|-----------|-----------------|-----------------|-----------------|--------|----------|----------|----------|-----------------|-----------|
| Molecular Weight, \( M \) | 28        | 2         | 26              | 28              | 30              | 32     | 40       | 44       | 44       | --              | --        |
| Diameter, \( d(\text{Å}) \) | 3.68      | 2.97      | 4.22            | 4.23            | 4.42            | 3.43   | 3.42     | 4.00     | 5.06     | --              | --        |
| \( \mu(\text{Poise}) \) 20°C | 125       | 88        | 102             | 101             | 92              | 203    | 222      | 147      | 80       | --              | --        |
| \( D(\text{cm}^2/\text{sec}) \) 20°C, 760 Torr | -- | 0.76 | 0.17 | 0.16 | 0.14 | 0.22 | 0.20 | 0.16 | 0.14 | 0.18 |
| \( \varepsilon \) (measured) | 0.9 | 0.13 | 0.073 | 0.085 | -0.10 | -0.22 | -0.20 | -0.13 | 0.11 |
| \( \varepsilon \) (calculated) | 0.65 | 0.11 | 0.073 | 0.063 | -0.10 | -0.21 | -0.17 | -0.04 | 0.12 |
| % Relative Error | -38.0 | -18.0 | 0 | -35.0 | 0 | 5.0 | 18 | 225 | 8.0 |

**TABLE 9-1:** Comparison of Measured Values of \( \varepsilon \) with the Calculated Values According to Equation (8-3) with \( A_W = 0.95 \) and \( B_W = -1.05 \) [2]
FIGURE 9-3: The Experimental Arrangement Used in the Measurement of Velocities Imposed on Particles by Diffusing Water Vapor in Air [6]

Spacing controlled water-vapor pressure gradients were achieved by the strength of sulphuric acid. Both millipore filter and Pollak counter measurements of the aerosol were taken for each vapor pressure gradient.

3. Experimental Results

In all measurements, the filter paper saturated with sulphuric acid was found to be radioactive. This indicated that the particles were deposited on the surface towards which the vapor diffused.
The velocity of the submicron particles was a linear function of the vapour pressure gradient as shown in Figure 9.4. The magnitude of the diffusiophoretic velocity was given by

\[ v_d = \left(1.9 \times 10^{-4}\right) \frac{dp_x}{dx} \quad \text{where} \]

\[ \frac{dp_x}{dx} = \text{water vapour pressure gradient in x-direction, mb/cm} \]

\[ v_d = \text{diffusiophoretic velocity, cm/sec} \]

**Figure 9.4:** The Diffusiophoretic Velocity in Air as a Function of Water-Vapour Pressure Gradient [6]
For the case where \( \gamma_1 \ll \gamma_2 \) (i.e. the water vapor pressure small compared to the total pressure), Waldmann's diffusiophoretic equation (8.17) reduces to

\[
v_d = -\frac{\sqrt{m_1}}{\gamma_1 \sqrt{m_1} + \gamma_2 \sqrt{m_2}} \frac{D_{12}}{p} \frac{dp_1}{dx}
\]

where

\[
\frac{dp_1}{dx} = \text{partial pressure gradient of vapour in } x\text{-direction, } \text{mb/cm}
\]

\( m_1 = \text{molecular mass of vapor, gm} \)

\( m_2 = \text{molecular mass of gas, gm} \)

\( \gamma_1 = \text{mole fraction of vapor} \)

\( \gamma_2 = \text{mole fraction of gas} \)

\( D_{12} = \text{binary diffusivity of component 1 through 2, cm}^2/\text{sec} \)

Substituting in equation (9.2) for water vapor diffusing in air at standard temperature and pressure yields the equation

\[
v_d = -(1.89 \times 10^{-4}) \frac{dp_1}{dx}
\]

where

\[
\frac{dp_1}{dx} = \text{partial pressure gradient of vapour in } x\text{-direction, } \text{mb/cm}
\]

\( v_d = \text{diffusiophoretic velocity, cm/sec} \)

Equation (9.4) is in excellent agreement with the experimental result given by equation (9.2).
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*denotes incomplete holdings at time of writing
In the absence of reliable experimental performance evaluations, gas cleaning devices have been rated solely on the basis of theoretical analyses. Traditionally, Ministry of the Environment personnel have essentially used the design criteria of Calvert [1], which account for particle collection by inertial impaction only. As might be expected, such evaluations invariably fall short of manufacturer's claims. One possible solution to this dilemma would involve rigorous field testing of each piece of control equipment to obtain grade efficiency curves relating particulate collection efficiency to particle size. In principle, such curves can be developed for any gas cleaning device because reliable grain loading and particle sizing techniques are available; however, the costs become prohibitive when several alternate control units are considered for any specific source. As a result, the ability to model each type of collector in terms of fundamental collection mechanisms is still of paramount importance.

In view of the increasing emphasis on the collection of fine particulate matter (loosely defined as solid or liquid airborne aerosols less than 3-5 microns) which
cannot be removed economically by inertial impaction, pollution control equipment manufacturers are striving to utilize collection mechanisms which were previously neglected. Fine particle removal is considered in terms of flux forces resulting from temperature, concentration and electrical gradients, and from the flux of matter or energy as well as magnetic fields.

This critical review of theoretical and experimental studies on thermophoresis (temperature gradient phenomenon) and diffusiophoresis (concentration gradient phenomenon) provides design and approvals engineers with a comprehensive background on these two potentially promising techniques for fine particulate removal. Consistent with the aims of the overall research program, emphasis is focussed on demonstrating the application of diffusiophoresis and thermophoresis to the modelling of wet scrubbers.

A counterflow spray tower has been chosen initially for detailed analysis to demonstrate the derivation of design curves for collection by:

i. inertial impaction
ii. interception
iii. Brownian diffusion
iv. thermophoresis, and
v. diffusiophoresis
Single Drop Collection Efficiency for Flux Force Mechanism

A single drop collection efficiency is normally defined as the fraction of particles within the limiting stream lines approaching the single drop collector which are deposited on the collecting drop. The rate at which particles approach the spherical droplet collector is given by:

\[
\frac{\text{projected area of spherical collector}}{\pi R_c^2} \quad \frac{\text{relative gas velocity of approach to collector}}{v_{\text{rel}}} \quad \frac{\text{number of solid particles per unit volume of gas}}{n_p} = \pi R_c^2 v_{\text{rel}} n_p
\]

where

\[ R_c = \text{radius of collecting drop, cm} \]
\[ v_{\text{rel}} = \text{free stream gas velocity relative to sphere, cm/sec} \]
\[ n_p = \text{number of solid particles per unit volume, particles/cm}^3 \]

The deposition rate on a single drop by any flux mechanism can be expressed as:

\[
\frac{\text{surface area per drop}}{4\pi R_c^2} \cdot \frac{\text{particle flux due to flux force}}{N_F} = 4\pi R_c^2 u_F n_p
\]

\[ N_F = u_F n_p \]
where

\[ u_F = \text{particle velocity due to flux force, cm/sec} \]
\[ N_F = \text{solid particle flux due to flux force, particles/} \]
\[ (\text{cm}^2\text{sec}) \]

The efficiency of particle collection due to a flux mechanism thus becomes

\[ \eta_F = \frac{(4\pi R_c^2) u_F n_p}{(\pi R_c^2) v_{rel} n_p} = \frac{4u_F}{v_{rel}} \quad (10-1) \]

where

\[ \eta_F = \text{single drop collection efficiency due to any} \]
\[ \text{flux force} \]

The ratio, \( u_F/v_{rel} \), is defined as the flux deposition number [2]:

\[ N_{FD} = \frac{u_F}{v_{rel}} = \frac{\text{particle transport by flux forces}}{\text{particle transport by fluid flow}} \quad (10-2) \]

so that

\[ \eta_F = 4N_{FD} \quad (10-3) \]

Calvert et al [2] have shown that the flux deposition number can be related to a modified form of the Peclet number.
\( N_{pe} \), and that comparable mathematical models exist for
deposition by diffusion and flux forces.

B. **Overall Collection Efficiency Expressions for Counter-
Current Flow in a Spray Scrubber**

Expressions for overall collection efficiencies
due to inertial impaction, interception, Brownian diffusion
and flux forces are derived in order to assess the relative
importance of each mechanism.

1. **Inertial Impaction**

In this derivation of the overall collection
efficiency due to inertial impaction, it is assumed that:

i. **liquid distribution is uniform**

ii. particulate and collector drop sizes are
uniform

iii. flow rates of liquid and gas are uniform

iv. distribution of particulates in any horizon-
tal plane is uniform

v. liquid drop hold-up is constant throughout
the scrubber

vi. no wall losses for particulate and liquid occur

vii. no condensation or evaporation occur
An elemental volume of cross-sectional area $A_1$ and height, $dz$, in a counter-current spray scrubber is shown in Figure 10-1. For the element, input - output = 0 since there is neither accumulation nor generation of particulates in the system. A mass balance on the particulates can be expressed as:

\[
\left\{ \begin{array}{l}
\text{rate at which particulates are entering the scrubber with the gas stream} \\
\text{rate at which particulates are leaving the scrubber in the gas stream}
\end{array} \right\} - \left\{ \begin{array}{l}
\text{rate of particulate removal by liquid droplets}
\end{array} \right\} = 0
\]

to yield

\[
v_g A_1 C_1 - v_g A_1 (C_1 + \frac{dC_1}{dz}) - \left\{ \frac{\text{particulate removal rate by liquid droplets}}{\text{dz}} \right\} = 0 \quad (10-4)
\]

where

\[
\begin{align*}
    v_g &= \text{velocity of gas stream, cm/sec} \\
    A_1 &= \text{cross-sectional area of scrubber, cm}^2 \\
    C_1 &= \text{concentration of particulate at position, z, in the scrubber, gm/cm}^3 \\
    \frac{dC_1}{dz} &= \text{concentration gradient, gm/cm}^4
\end{align*}
\]
FIGURE 10.1: Counter-Current Spray Scrubber
If inertial impaction is considered to be the sole mechanism for solid particle removal, the collection rate can be expressed in terms of a single drop impaction collection efficiency, \( \eta_I \), obtained from

\[
\frac{\text{number of liquid droplets in the control volume}}{\text{projected area of drop}} \times \frac{\text{relative gas velocity of approach}}{\text{concentration of particulates in the element}} \times \text{single drop collection efficiency by impaction} = N(\pi R_c^2) v_{te} C_1 \eta_I
\]

where

- \( N \) = number of liquid droplets in the element
- \( R_c \) = radius of collecting drop, cm
- \( v_{te} \) = terminal velocity of collecting drop, cm/sec
- \( C_1 \) = concentration of solid particles at height \( z \), in the scrubber, gm/cm\(^3\)
- \( \eta_I \) = single drop collection efficiency due to impaction

Substituting equation (10-5) into equation (10-4) yields

\[
v_g A_1 C_1 - v_g A_1 (C_1 + \frac{dC_1}{dz} \Delta z) - N(\pi R_c^2) v_{te} C_1 \eta_I = 0 \tag{10-6}
\]

which simplifies to
\[-\nu_g A_1 dC_1 = N \pi R_c^2 \nu \text{te} C_1 \eta I\]  

(10-7)

The drop hold-up, \(H_d\), defined as the volume fraction of liquid in a differential volume is

\[H_d = \frac{Q_L}{\nu \text{te} A_1}\]  

(10-8)

where

\[Q_L = \text{volumetric flow rate of liquid, cm}^3/\text{sec}\]

\[\nu_L = \text{velocity of liquid drop, cm/sec}\]

\[A_1 = \text{cross-sectional area of scrubber, cm}^2\]

\[H_d = \text{drop hold-up, } \frac{\text{cm}^3 \text{ of liquid}}{\text{cm}^3 \text{ of total volume}}\]

For uniform drop size and uniform liquid distribution, the total volume of the collecting drops in the control volume must equal the liquid hold-up in the control volume according to

\[N \left(\frac{4}{3} \pi R_c^3\right) = A_1 dz H_d\]  

(10-9a)

Therefore

\[N = \frac{3}{4} \frac{A_1}{\pi R_c^3} dz H_d\]  

(10-10)
Substituting for $N$ from equation (10-10) into equation (10-7) and rearranging yields:

$$
- \frac{dC_1}{C_1} = \frac{3}{4} \frac{A_1}{v_g A_1 R_c} \frac{H_d}{vte} \eta_I \frac{dz}{dz}
$$

(10-11)

The droplet hold up, $H_d$ from equation (10-8) is then substituted into equation (10-11) to give:

$$
- \frac{dC_1}{C_1} = \frac{3}{4} \frac{A_1}{Q_g v_e R_c} \frac{vte}{vte} \eta_I \frac{dz}{dz}
$$

(10-12)

Integrating equation (10-12) using the boundary conditions:

$z = 0, C_1 = C_i$ and $z = Z, C_1 = C_o$

gives

$$
\int_{C_i}^{C_o} \frac{dC_1}{C_1} = \int_0^Z \frac{3}{4} \frac{Q_x}{Q_g v_e R_c} \frac{vte}{vte} \eta_I \frac{dz}{dz}
$$

(10-13)

which becomes

$$
\ln \frac{C_o}{C_i} = -\frac{3}{4} \frac{Q_x}{Q_g v_e R_c} \eta_I \frac{Z}{Z}
$$

(10-14)

where

- $C_i =$ concentration of particulate matter in inlet gas stream, gm/cm$^3$
- $C_o =$ concentration of particulate matter in outlet gas stream, gm/cm$^3$
- $Z =$ height of scrubber, cm
By convention, the overall particulate collection efficiency of control equipment, \( E_0 \), is defined as:

\[
E_0 = \frac{C_i - C_0}{C_i} = 1 - \frac{C_0}{C_i}
\]  

(10-15)

The overall particulate collection efficiency due to the sole mechanism of inertial impaction is obtained from equations (10-14) and (10-15) as:

\[
E_I = 1 - \exp \left[ \frac{-3Q \nu_{te} \eta_I Z}{4 Q_g \nu \frac{R}{c}} \right]
\]

(10-16)

The single drop collection efficiency due to impaction \( \eta_I \), is given by Calvert et al [3] as

\[
\eta_I = \left[ \frac{N_I}{N_I + 0.35} \right]^2
\]

(10-17)

where

\( N_I = \text{inertial impaction parameter} \)

Equation (10-17) may be written as:

\[
\eta_I = \left[ \frac{1}{1 + \frac{0.35}{N_I}} \right]^2
\]

(10-18)
and the inertial impaction parameter, \( N_I \), from equation (3-1) substituted into equation (10-18) to yield:

\[
\eta_I = \left( \frac{1}{1 + \frac{0.35}{C_1} \frac{D_p}{D_p} \frac{D_p^2}{v_{rel}}} \right)^2 \tag{10-19}
\]

It is obvious from equation (10-19) that as the particle diameter, \( D_p \), approaches zero, the single droplet collection efficiency due to impaction also approaches zero.

2. Interception

Treatment of particulate matter as point masses provides an incomplete measure of particle removal by a spherical obstruction in terms of the inertial impaction efficiency, \( \eta_I \). When the finite size of real particles is considered, it becomes apparent that some particles, whose centres follow a fluid streamline around an obstruction, may still make contact with the collecting drop. Particle removal by interception will occur as long as the particle centre passes the collector at a distance less than \( D_p/2 \).

According to Ranz and Wong[4] the interception efficiency, \( \eta_{\text{Int}} \), for spherical collectors is given by:
\[ n_{Int} = \left( 1 + \frac{N_R}{N_f} \right)^2 \left( \frac{1}{1 + N_R} \right) \]  \hspace{1cm} (10-20)

when the inertial impaction parameter, \( N_I \), approaches zero.

where

\[ N_R = \frac{D_p}{D_c} \], the interception parameter.

In a counter-flow spray scrubber, the liquid drops must be sufficiently large for their settling velocities to be greater than the gas velocity. Normal drop sizes in pre-formed counter-current sprays range from 200-600\( \mu \) [3]. Thus for fine particles, the interception parameter, \( N_R \), will seldom exceed 0.025. This means that the overall collection efficiency due to interception, \( E_{Int} \), will be negligible since the value of \( N_R \) must exceed unity for the interception effect to be significant [5].

3. **Brownian Diffusion**

Fine particles can move across gas stream lines flowing past a spherical collector due to random bombardment by gas molecules. As a result some of the particles strike the spherical collector and are removed from the gas stream. In the derivation of an expression for overall collection efficiency by Brownian diffusion, all the assumptions made
in the case of inertial impaction are valid.

Again, an elemental volume of height, \(dz\), is considered in a counter-current spray scrubber as shown in Figure 10-1. A particulate mass balance over this elemental volume gives:

\[
v_g A_1 C_1 - v_g A_1 (C_1 + \frac{dC_1}{dz} dz) - \begin{cases} \text{particulate removal rate} \\
\text{by liquid drops} \end{cases} = 0 \tag{10-4}
\]

Levich [5] has shown that the rate of deposition, \(R_B\), on a spherical collector by Brownian diffusion for low Reynolds numbers \(N_{Re_c} < 3\) and high Schmidt number \(N_{Sc} = 10^6\) is given by:

\[
R_B = 2\pi \mathcal{D}_p R_c C_1 N_{Re_c}^{1/3} N_{Sc}^{1/3} \tag{10-21}
\]

where

\[
\begin{align*}
R_B &= \text{rate of deposition on a spherical collector by Brownian diffusion, gm/sec} \\
\mathcal{D}_p &= \text{particle diffusivity, cm}^2/\text{sec} \\
R_c &= \text{radius of spherical collector, cm} \\
C_1 &= \text{concentration of particulate in the scrubber, gm/cm}^3
\end{align*}
\]
\[ N_{Re} = \frac{D_c v_{rel}}{\nu}, \text{Reynolds number, dimensionless} \]
\[ N_{Sc} = \mu (\rho D_p), \text{Schmidt number, dimensionless} \]
\[ v_{rel} = \text{velocity of gas stream relative to spherical collector, cm/sec} \]
\[ \rho = \text{gas density, gm/cm}^3 \]
\[ D_c = \text{diameter of spherical collector, cm} \]

For uniform drop size and uniform liquid distribution, equation (10-9)

\[ N \left( \frac{4}{3} \pi R_c^3 \right) = A_l \int dz \ H_d \]  \hspace{1cm} (10-9)

is valid. Substituting into equation (10-9) for drop hold-up, \( H_d \), from equation (10-8) and rearranging yields

\[ N = \frac{3}{4} \frac{Q}{\pi} \int dz \ \frac{R_c^3}{2} \]  \hspace{1cm} (10-22)

The particulate removal rate by liquid drops in the element is:

\[ \left\{ \text{number of drops in the element} \right\} \left\{ \text{rate of deposition on a single drop} \right\} = N R_B \]  \hspace{1cm} (10-23)

Substitution of equations (10-21), (10-22) and (10-23) into equation (10-4) yields
\[-v_g A_1 \, dC_1 = \frac{3 \, Q_L \, \int_{D_p} N_{Re_c}^{1/3} \, N_{Sc}^{1/3} \, C_1 \, dz}{2 \, \nu_L \, R_c^2 \, \gamma} \quad (10-24)\]

Rearranging and integrating between the appropriate limits leads to

\[\ln \frac{C_i}{C_o} = - \frac{3 \, Q_L \, \int_{D_p} N_{Re_c}^{1/3} \, N_{Sc}^{1/3} \, Z}{2 \, \nu_L \, R_c^2} \quad (10-25)\]

The overall particulate collection efficiency by the sole mechanism of Brownian diffusion becomes:

\[E_B = 1 - \exp \left[ - \frac{3 \, Q_L \, \int_{D_p} N_{Re_c}^{1/3} \, N_{Sc}^{1/3} \, Z}{2 \, \nu_L \, R_c^2} \right] \quad (10-26)\]
4. Flux Forces

a. Overall Collection Efficiency

In a spray scrubber flux forces generated by temperature and concentration gradients can improve fine particle collection efficiency. In the derivation of an expression for overall collection efficiency by flux forces, all the assumptions made in the case of inertial impaction are considered valid.

Again an elemental volume of height, \( dz \), is considered for a counter-current spray scrubber as shown in Figure 10-1. In the particulate mass balance equation:

\[
\dot{v}_g A_1 C_1 - v_g A_1 [C_1 + \frac{dC_1}{dz}] - \text{particulate removal rate by liquid drops} = 0 \quad (10-4)
\]

a new expression is required for the particulate removal rate in terms of the flux forces exerted by the collecting drops.

An effective drop-particle interaction time can be approximated by

\[
\tau = \frac{2R_c}{v_{te}} \quad (10-27)
\]
which represents an average time for a particle to pass by a collecting drop. A particle under the influence of a flux force would be moved through a distance

\[ S_i = \tau u_F = \left( \frac{2R_c}{v_{te}} \right) u_F \]  \hspace{1cm} (10-28)

assuming a constant flux force velocity, \( u_F \), over the time interval, \( \tau \).

Particles will be removed from an effective volume, \( V_e \), for each drop according to:

\[ V_e = \frac{4\pi}{3} \left[ (R_c + 2R_c \frac{u_F}{v_{te}})^3 - R_c^3 \right] \]  \hspace{1cm} (10-29)

which simplifies to:

\[ V_e = \frac{4\pi}{3} \left( 6 \frac{u_F}{v_{te}} \right) R_c^3 \]  \hspace{1cm} (10-30)

neglecting second and higher order terms in \( u_F/v_{te} \). The total volume in which flux forces are operative will be determined by the number of drops in the control volume, \( A_1 dz \), according to
\[ N \, V_e = \left[ \frac{3}{4} \frac{Q_l}{v_l} \frac{dz}{\pi R_c^3} \right] \left[ \frac{4}{3} \pi \left( \frac{u_F}{v_{te}} \right) R_c \right] \] (10-31)

as given by equations (10-22) and (10-30). Simplifying equation (10-31) and multiplying by \( C_1 \), the average particulate concentration in the control volume, gives the total particulate removed in the control volume by all the drops as

\[ C_1 \, N \, V_e = C_1 \left( \frac{u_F}{v_{te}} \right) \frac{Q_l}{v_l} \, dz \] (10-32)

Since this removal is achieved in the time, \( \tau \), the particulate removal rate by all the drops is given by:

\[ \frac{C_1 \, N \, V_e}{\tau} = 3 \, C_1 \left( \frac{u_F}{v_l} \right) \frac{Q_l}{R_c} \, dz \] (10-33)

Substituting equation (10-33) into equation (10-4) and simplifying leads to

\[ \frac{dC_1}{C_1} = -3 \, v_l \frac{Q_l}{Q_g} \frac{dz}{R_c} \] (10-34)

Integration between the appropriate limits provides

\[ \ln \frac{C_0}{C_1} = -3 \, v_l \frac{Q_l}{Q_g} \frac{Z}{R_c} \] (10-35)
The overall particulate collection efficiency by flux forces

\[ E_F = 1 - \exp \left\{ -3 \frac{u_F}{v_L} \frac{Q_L}{Q_g} \frac{Z}{R_C} \right\} \quad (10-36) \]

is obtained by substituting for \( \frac{C_0}{C_1} \) in equation (10-15).

b. Thermophoresis

In order to estimate the overall thermophoretic collection efficiency, \( E_T \), thermophoretic velocities, \( v_t \), at different temperature gradients as well as the total collecting surface area in the spray scrubber, \( A_c \), are required.

i. Thermophoretic Velocity

Epstein's thermophoretic velocity equation for the slip flow regime

\[ v_t = -\frac{3}{2} \left[ \frac{k_g}{k_g + k_p} \right] \frac{v_T}{\rho_T} \left( \frac{dT}{dX} \right) \quad (5-4) \]

\[ (10-37) \]

can be used to estimate the thermal flux force velocity for \( N_{Kn_{R_p}} = \lambda/R_p \to 0 \). Calvert et al. [3] employed a modified form of Epstein's equation, which included the Cunningham correction factor, \( C_1 \), to calculate the thermophoretic velocity as a function of temperature gradient in the form
\[ v_t = -\frac{3}{2} \left[ \frac{k_g}{2k_g + k_p} \right] C_1 \frac{\rho u}{\rho f} \left( \frac{dT}{dx} \right) \]  

(10-38)

Figure 10-2 illustrates the effect of operating temperature and pressure on thermophoretic velocities in air for 1 and 0.1μ diameter particles, when the ratio of \( k_p / k_g \) equals 10.

**FIGURE 10.2:** Thermophoretic Velocity as a Function of Temperature Gradient for Different Operating Conditions [3]
ii. **Overall Collection Efficiency**

The total collecting surface area from all drops in the scrubber is given by:

\[
A_c = \left( \frac{3}{4} \left( \frac{Q_g}{V_L} \right) \frac{Z}{\pi R_c^3} \right) \left( 4\pi R_c^2 \right) = \frac{3}{V_L} \frac{Q_g Z}{R_c} \tag{10-39}
\]

As a result the overall thermophoretic flux force collection efficiency equation (10-36) can be simplified to

\[
E_T = 1 - \exp \left\{ -\frac{A_c V_L}{Q_g} \right\} \tag{10-40}
\]

Figures 10-3 and 10-4 give the collection efficiency curves for a spray tower at various \( A_c/Q_g \) ratios, resulting from thermophoresis acting alone on 0.1 and 1 micron particles respectively at a temperature of 0°C and absolute pressure of 1 atm. Thermophoretic velocities used in deriving these design efficiency curves were obtained from equation (10-38).
**FIGURE 10-3:** Collection Efficiency of Aerosol Particles by Spheres Due to Thermophoresis at Different $A_c/Q_g$ Ratios [3]

**FIGURE 10-4:** Collection Efficiency of Aerosol Particles by Spheres Due to Thermophoresis at Various $A_c/Q_g$ Ratios [3]
c. **Diffusiophoresis**

In order to estimate the overall diffusiophoretic collection efficiency, $E_d$, diffusiophoretic velocities, $v_d$, at different vapor pressure gradients as well as the total collecting surface area in the spray scrubber, $A_c$, are required.

i. **Diffusiophoretic Velocity**

Waldman's expression for predicting the diffusiophoretic particle velocity in the free-molecular regime ($\lambda > R_p$)

$$V_d = \sigma_1 V_1 + \sigma_2 V_2$$  \hspace{1cm} (10-41)

where

$\sigma_1$, $\sigma_2$ = definition according to equation (8-5)

$V_1$, $V_2$ = molecular velocities of components 1 and 2, cm/sec

has been found to apply with only 10% error even when $R_p/\lambda = 1$ [3]. For the case in which vapor molecules (species 1) diffuse radially towards a collecting drop through air (species 2), stationary with respect to the drop in the radial direction, $v_2$ equals zero and equation (10-41) simplifies to

$$V_d = \sigma_1 V_1$$  \hspace{1cm} (10-42)
By assuming that the thermal reflection coefficients, \( a_1 \) and \( a_2 \), are equal equation (8-5) reduces to

\[
\sigma_1 = \frac{\gamma_1 \sqrt{m_1}}{\gamma_1 \sqrt{M_1} + \gamma_2 \sqrt{M_2}} \quad (10-43)
\]

or

\[
\sigma_1 = \frac{\gamma_1 \sqrt{M_1}}{\gamma_1 \sqrt{M_1} + \gamma_2 \sqrt{M_2}} \quad (10-44)
\]

since \((m_i)\) (Avogadro's Number) = \( M_1 \).

Substitution for \( \sigma_1 \) into equation (10-42) yields

\[
v_d = \left[ \frac{\gamma_1 \sqrt{M_1}}{\gamma_1 \sqrt{M_1} + \gamma_2 \sqrt{M_2}} \right] v_1 \quad (10-45)
\]

According to Equation(8-8) the molecular velocity of the diffusing vapor, \( v_1 \), equals the sum of the systems molar average velocity, \( w \), and the vapor diffusion velocity, \( w_1 \), given by Fick's 1st law of diffusion as

\[
w_1 = \frac{-D_{12}}{\gamma_1} \nabla \gamma_1 \quad (10-46)
\]
From

\[ v_1 = w + W_1 \]  \hspace{1cm} (8-8)

it follows that

\[ v_1 = w - \frac{\partial 12}{\gamma_1} \nabla \gamma_1 \]  \hspace{1cm} (10-47)

and

\[ w = v_2 - W_2 = -W_2 \]  \hspace{1cm} (10-48)

since \( v_2 \) is equal to zero.

From equation (8-14)

\[ -W_2 = \frac{\partial 12}{\gamma_2} \nabla \gamma_1 \]  \hspace{1cm} (10-49)

thus

\[ w = -\frac{\partial 12}{\gamma_2} \nabla \gamma_1 \]  \hspace{1cm} (10-50)

and from equation (10-47)
\[ v_1 = - \frac{\partial_{12} \nabla \gamma_1}{\gamma_2} - \frac{\partial_{12} \nabla \gamma_1}{\gamma_1} \]  

(10-51)

which simplifies to

\[ v_1 = - \frac{\partial_{12} \nabla \gamma_1}{\gamma_1 \gamma_2} \]  

(10-52)

Accordingly

\[ v_d = [\frac{\sqrt{\gamma_1}}{\gamma_1 \sqrt{\gamma_1 + \gamma_2 \sqrt{\gamma_2}}}] \frac{\partial_{12} \nabla \gamma_1}{\gamma_2} \]  

(10-53)

Assuming ideal gas behavior

\[ \gamma_1 = \frac{p_1}{p} \text{ and } \gamma_2 = \frac{p_2}{p} \]

For one-dimensional diffusion in the \( x \)-direction equation (10-53) can be written in the form

\[ v_d = [\frac{\sqrt{\gamma_1}}{p_1 \sqrt{\gamma_1 + p_2 \sqrt{\gamma_2}}}] p \frac{\partial_{12} \frac{dp_1}{dx}}{p_2} \]  

(10-54)

The magnitude of the diffusivity of water vapor in air is given by [6] as
\[ \mathcal{D}_{12} = 0.22 \left( \frac{T}{273} \right)^{1.75} \left( \frac{1}{p^*} \right) \]  \hspace{1cm} (10-55)

where

- \( \mathcal{D}_{12} \) = diffusivity of water vapor in air, \( \text{cm}^2/\text{sec} \)
- \( T \) = absolute temperature, °K
- \( p^* \) = total pressure, \( \text{Atm} \)

The general expression for the diffusiophoretic velocity of sub-micron particles in air saturated with water vapor becomes

\[ v_d = \left[ -\frac{0.9334}{4.2426 \ p_1 + 5.3759 \ p_2} \right] \left( \frac{T}{273} \right)^{1.75} \left( \frac{1}{p^*} \right) p \frac{dp_1}{dx} \]  \hspace{1cm} (10-56)

where

- \( p_1 \) = vapor pressure of liquid water at temperature \( T \) and pressure \( p \), millibar
- \( p_2 \) = vapor pressure of air at temperature \( T \) and pressure \( p \), millibar
- \( p \) = total system pressure, millibar
- \( v_d \) = diffusiophoretic velocity, \( \text{cm/sec} \)
- \( \frac{dp_1}{dx} \) = vapor pressure gradient, millibar/cm
Figure 10-5 illustrates the diffusiophoretic velocities of sub-micron particles in air saturated with water vapor at various operating conditions for a range of assumed vapor pressure gradients.

**FIGURE 10-5:** Diffusiophoretic Velocity of Sub-Micron Particles in Air Saturated with Water Vapor at Different Operating Conditions [3]
11. **Overall Collection Efficiency**

For a total collecting surface area, $A_c$, given by equation (10-39), the overall diffusiophoretic flux force collection efficiency equation (10-36) for sub-micron particles becomes

$$E_d = 1 - \exp \left(\frac{-A_c v_d}{Q_g}\right)$$  \hspace{1cm} (10-57)

Figures (10-6) and (10-7) illustrate typical diffusiophoretic collection efficiencies in a spray scrubber operating with 200µ diameter collecting drops at atmospheric pressure and temperatures of 0°C and 25°C respectively.

5. **Design Curves**

The application of the combined particle collection mechanisms to any counter-flow spray scrubber requires stepwise integration of the rate equations for heat, mass, and momentum transport. In practice this is an iterative process requiring the development of a specific computer program. Preliminary attempts during this investigation form the basis for a new study that will provide practical design efficiency curves that can be used to evaluate commercial counter-current spray scrubbers. In addition the combined particle collection mechanisms will be extended to cocurrent wet collectors of the Venturi type.
FIGURE 10-6: Collection Efficiency by Liquid Drops Due to Diffusiophoresis at Different \( \frac{A_c}{Q_g} \) Ratios [3]

FIGURE 10-7: Collection Efficiency by Liquid Drops Due to Diffusiophoresis at Different \( \frac{A_c}{Q_g} \) Ratios [3]
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NOMENCLATURE

\( a_i \)  
Coefficient of diffuse reflection of component \( i \)

\( a_m \)  
Momentum accommodation coefficient of particle

\( a_t \)  
Thermal accommodation coefficient of particle

\( A \)  
Empirical constant appearing in the slip correction equation (5-9)  
Constant in the velocity distribution equation (4-13)

\( A_l \)  
Cross-sectional area of scrubber, cm\(^2\)

\( A_c \)  
Total surface area from all drops in the scrubber, cm\(^2\)

\( A_p \)  
Projected area of an aerosol particle, cm\(^2\)

\( A_n \)  
Constant in the temperature distribution equation (I-23)

\( A_w \)  
Empirical constant in the diffusiophoretic equation (7-7)

\( B \)  
Empirical constant appearing in the slip correction equation (5-9)  
Constant in the velocity distribution equation (4-13)

\( B_n \)  
Constant in the temperature distribution equation (I-23)

\( B_w \)  
Empirical constant in the diffusiophoretic equation (7-7)

\( c \)  
Molar density of gas mixture, gm-moles/cm\(^3\)

\( c_m \)  
Semi-empirical constant associated with velocity slip

\( C_n \)  
Constant in the temperature distribution equation (I-28)

\( C_p \)  
Specific heat of gas at constant pressure, Btu/(lb\(^o\)F), cal/(gm \(^o\)K)
\( C_v \)  Specific heat of gas at constant volume, Btu/(lb\(^\circ\)F)  
\( c_t \)  Semi-empirical constant associated with temperature jump  
\( C \)  Empirical constant appearing in the slip correction equation (5-9)  
\( C_1 \)  Concentration of particulate at position, \( z \), in the scrubber, gm/cm\(^3\)  
\( \text{Cunningham correction factor, dimensionless} \)  
\( C_i \)  Concentration of particulate matter in inlet gas stream, gm/cm\(^3\)  
\( C_o \)  Concentration of particulate matter in outlet gas stream, gm/cm\(^3\)  
\( \frac{dC_1}{dz} \)  Concentration gradient, gm/cm\(^4\)  
\( d_A \)  Diameter of molecule A, cm  
\( d_B \)  Diameter of molecule B, cm  
\( D_{AB} \)  Binary diffusivity of component A through B, cm\(^2\)/sec  
\( D_c \)  Diameter of collecting element, cm  
\( D_n \)  Constant in the temperature distribution equation (I-23).  
\( D_p \)  Diameter of spherical particle, cm  
\( D_p \)  Diffusivity of particle, cm\(^2\)/sec  
\( D_0 \)  Diffusivity at 1 atmosphere pressure and 293\(^\circ\)K, cm\(^2\)/sec  
\( D_{12} \)  Diffusivity of water vapor in air, cm\(^2\)/sec  
\( D_{12} \)  Binary diffusivity of component 1 through 2, cm\(^2\)/sec  
\( E \)  Electrical field intensity, practical volts/cm
$E_B$ Overall particulate collection efficiency due to Brownian diffusion

$E_d$ Overall particulate collection efficiency due to diffusiophoresis

$E_F$ Overall particulate collection efficiency due to a flux force

$\Sigma$ Average energy flux for incoming molecules at a point on the wall or particle surface, cal/(cm² hr)

$E_I$ Overall particulate collection efficiency due to inertial impaction

$E_{Int}$ Overall particulate collection efficiency due to interception

$E_r$ Average energy flux for departing molecules at a point on the wall or particle surface, cal/(cm² hr)

$E_T$ Overall particulate collection efficiency due to thermophoresis

$E_w$ Energy flux which would prevail if the molecules leaving were in equilibrium with the wall or particle surface at the point, cal/(cm² hr)

$E_o$ Overall particulate collection efficiency of control equipment

$f_+$ Velocity distribution function of leaving molecules

$f_-$ Velocity distribution function of approaching molecules striking the surface assuming absence of the particle

$f'$ Velocity distribution function resulting from specular reflection on the surface element of the distribution function, $f_-$

$F^{(+)}$ Maxwellian distribution arising from completely diffuse reflection

$f_0$ Velocity distribution function of approaching molecules striking the surface obtained by solution of the BGK model
$F_d$  Diffusiophoretic force, dynes

$F_D$  Drag force, dynes

$F_E$  Electrical force, dynes

$F_g$  Force exerted by the gas on the particle, dynes

$F_{gr}$  Gravitational force, dynes

$F_t$  Thermal force, dynes

$F^*_t$  Thermal force as given by equation (4-51), dynes

$F^{**}_t$  Thermal force as given by equation (5-11), dynes

$g$  Temperature jump distance, cm

Gravitational acceleration, $980.6 \text{ cm/sec}^2$

$G$  Uniform gas temperature gradient away from the particle, $^\circ\text{K}/\text{cm}$

$G_i$  Average tangential components of the momentum of molecules striking the wall or particle surface, gm cm/sec

$G_r$  Average tangential components of the momentum of molecules leaving the wall or particle surface, gm cm/sec

$H_d$  Drop hold-up, $\text{cm}^3$ liquid/$\text{cm}^3$ total volume

$k$  Boltzmann constant, dyne cm/$^\circ\text{K}$

$k_g$  Thermal conductivity of gas, cal/(sec cm$^o$K)

$(k_g)_{tr}$  Translational component of the thermal conductivity of gas, cal/(sec cm$^o$K)

$k_p$  Thermal conductivity of particle, cal/(sec cm$^o$K)

$K_F$  Constant in the diffusiophoretic force equation (7-1), dynes/cm

$K_F^L$  Constant in the diffusiophoretic velocity equation (7-2)

$K_F^z$  Constant in the diffusiophoretic force equation (7-3), dynes
\( K_F^* \)  Constant in the diffusiophoretic velocity equation (7-4)

\( L \)  Plate spacing, cm

\( m \)  Molecular mass of gas, gm

\( M_A \)  Molecular weight of gas component A, gm/gm-mole

\( M_B \)  Molecular weight of gas component B, gm/gm-mole

\( M_w \)  Molecular weight of water vapor, gm/gm-mole

\( M_A \)  Molecular weight of air, gm/gm-mole

\( n \)  Positive integer

\( n_p \)  Number of solid particles per unit volume, particles/cm\(^3\)

\( N \)  Number of liquid drops in an element

\( N_F \)  Solid particle flux due to flux force, particles/(cm\(^2\)sec)

\( N_{FD} \)  Flux deposition number, \( u_F/\nu_{rel} \)

\( N_I \)  Inertial impaction parameter, \( C_l v_p p_p D_p^2 / 18 \mu D_c \), dimensionless

\( N_{Kn_{R_p}} \)  Knudsen number, \( \lambda / R_p \), dimensionless

\( N_{Kn_L} \)  Knudsen number, \( \lambda / L \), dimensionless

\( N_{Pe} \)  Peclet number, \( D_c \nu_{rel} \), dimensionless

\( N_{Pr} \)  Prandtl number, \( C_p \mu / k_g \), dimensionless

\( N_R \)  Interception parameter, \( D_p / D_c \), dimensionless
\( N_{Re_c} \)  Reynolds number based on collector, \( \frac{D_c v_{rel} \rho}{\mu} \), dimensionless

\( N_{Sc} \)  Schmidt number, \( \mu/(\rho \mathcal{D}_\rho) \), dimensionless

\( p \)  Absolute gas pressure, dyne/cm\(^2\)
Total system pressure, millibar

\( p_o \)  Static fluid pressure outside the boundary layer, dyne/cm\(^2\)

\( p_i \)  Partial pressure of component \( i \), dynes/cm\(^2\)

\( p_n \)  Constant in the temperature distribution equation (1-28)

\( p^* \)  Total pressure, atm

\( p_{r,z} \)  Total fluid stress acting on the surface in the z-direction, dynes/cm\(^2\)

\( p_1 \)  Vapor pressure of liquid water at temperature \( T \) and pressure \( p \), millibar

\( p_2 \)  Vapor pressure of air at temperature \( T \) and pressure \( p \), millibar

\( \frac{dp_i}{dx} \)  Partial pressure gradient of vapour in x-direction, dynes/cm\(^3\)

\( \frac{dp_1}{dx} \)  Vapor pressure gradient, millibar/cm

\( P_n (\cos \theta) \)  \( n \)'th Legendre polynomial in \( \cos \theta \)

\( q \)  Charge on a particle, statcoulombs

\( Q_g \)  Volumetric flow rate of gas, cm\(^3\)/sec, ft\(^3\)/sec

\( Q_L \)  Volumetric flow rate of liquid, cm\(^3\)/sec, ft\(^3\)/sec

\( Q_n (\cos \theta) \)  Reciprocal of the \((n+1)\)'th Legendre polynomial in \( \cos \theta \)

\( r \)  Spherical co-ordinate variable

\( R \)  Gas constant, \( \frac{cm^3 \ atm}{g \text{-mole} \ K} \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_B$</td>
<td>Rate of deposition on a spherical collector by Brownian diffusion, gm/sec</td>
</tr>
<tr>
<td>$R_C$</td>
<td>Radius of spherical collector, cm</td>
</tr>
<tr>
<td>$R_P$</td>
<td>Radius of particle, cm</td>
</tr>
<tr>
<td>$S_l$</td>
<td>Distance that a particle moves under the influence of a flux force, cm</td>
</tr>
<tr>
<td>$S$</td>
<td>Length of periphery, cm</td>
</tr>
<tr>
<td>$dS$</td>
<td>Unit normal of a surface element</td>
</tr>
<tr>
<td>$T$</td>
<td>Absolute gas temperature, °K</td>
</tr>
<tr>
<td>$T_1$</td>
<td>Absolute temperature of upper plate, °K</td>
</tr>
<tr>
<td>$T_2$</td>
<td>Absolute temperature of lower plate, °K</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Temperature distribution inside aerosol particle, °K</td>
</tr>
<tr>
<td>$T_o$</td>
<td>Temperature distribution outside aerosol particle, °K</td>
</tr>
<tr>
<td>$T_K$</td>
<td>Gas temperature at wall or particle surface obtained by extrapolating uniform gas temperature profile back to wall or particle surface, °K</td>
</tr>
<tr>
<td>$T_W$</td>
<td>Wall or particle surface temperature, °K</td>
</tr>
<tr>
<td>$\Theta T$</td>
<td>Gas temperature gradient, °K/cm</td>
</tr>
<tr>
<td>$\Theta T_{an}$</td>
<td>Uniform gas temperature gradient away from wall or particle surface normal to the wall or particle surface, °K/cm</td>
</tr>
<tr>
<td>$\Theta T_{x}$</td>
<td>Gas temperature gradient in x-direction, °K/cm</td>
</tr>
<tr>
<td>$\Theta T_S$</td>
<td>Gas temperature gradient along surface in S-direction °K/cm</td>
</tr>
<tr>
<td>$u$</td>
<td>Mass average velocity, cm/sec</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$u_F$</td>
<td>Particle velocity due to flux force, cm/sec</td>
</tr>
<tr>
<td>$\overline{\bar{v}}$</td>
<td>Molecular velocity of gas, cm/sec</td>
</tr>
<tr>
<td>$\overline{\bar{v}}_i$</td>
<td>Mean molecular velocity of gas, cm/sec</td>
</tr>
<tr>
<td>$\overline{\bar{v}}_d$</td>
<td>Mean molecular velocity of component $i$, cm/sec</td>
</tr>
<tr>
<td>$v_e$</td>
<td>Diffusiophoretic velocity, cm/sec</td>
</tr>
<tr>
<td>$v_f$</td>
<td>Effective volume per drop from which particles will be removed by a flux force, cm$^3$/drop</td>
</tr>
<tr>
<td>$v_1$</td>
<td>Velocity of fall of particle, cm/sec</td>
</tr>
<tr>
<td>$v_2$</td>
<td>Molecular velocity of water vapor molecules, cm/sec</td>
</tr>
<tr>
<td>$v_g$</td>
<td>Molecular velocity of air molecules, cm/sec</td>
</tr>
<tr>
<td>$v_{g_k}$</td>
<td>Velocity of gas stream, cm/sec</td>
</tr>
<tr>
<td>$v_{g_k}$</td>
<td>Gas velocity at wall or particle surface relative to the wall or particle surface obtained by extrapolating uniform gas velocity profile back to wall or particle surface, cm/sec</td>
</tr>
<tr>
<td>$v_{g_l}$</td>
<td>Velocity of liquid drop, cm/sec</td>
</tr>
<tr>
<td>$v_p$</td>
<td>Particle velocity, cm/sec</td>
</tr>
<tr>
<td>$v_r$</td>
<td>Velocity component of gas in $r$-direction, cm/sec</td>
</tr>
<tr>
<td>$v_{rel}$</td>
<td>Velocity rise of particle, cm/sec</td>
</tr>
<tr>
<td>$v_\theta$</td>
<td>Free stream gas velocity relative to sphere, cm/sec</td>
</tr>
<tr>
<td>$v_\phi$</td>
<td>Velocity component of gas in $\theta$-direction, cm/sec</td>
</tr>
<tr>
<td>$v_t$</td>
<td>Velocity component of gas in $\phi$-direction, cm/sec</td>
</tr>
<tr>
<td>$v_t$</td>
<td>Thermophoretic velocity of particle, cm/sec</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$v_{tc}$</td>
<td>Thermal creep velocity, cm/sec</td>
</tr>
<tr>
<td>$v_{te}$</td>
<td>Terminal velocity of collecting drop, cm/sec</td>
</tr>
<tr>
<td>$v_x$</td>
<td>Velocity component of gas in the x-direction, cm/sec</td>
</tr>
<tr>
<td>$v_y$</td>
<td>Velocity component of gas in the y-direction, cm/sec</td>
</tr>
<tr>
<td>$v_z$</td>
<td>Velocity component of gas in the z-direction</td>
</tr>
<tr>
<td>$V_i$</td>
<td>Mass diffusion velocity, cm/sec</td>
</tr>
<tr>
<td>$\frac{dv}{dz}$</td>
<td>Gas velocity gradient, taken positive in the direction away from the wall or particle surface, sec-</td>
</tr>
<tr>
<td>$w$</td>
<td>Average molecular velocity of system, cm/sec</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Particle diffusion velocity, cm/sec</td>
</tr>
<tr>
<td></td>
<td>Water vapor diffusion velocity, cm/sec</td>
</tr>
<tr>
<td>$x$</td>
<td>Rectangular co-ordinate variable</td>
</tr>
<tr>
<td>$y$</td>
<td>Rectangular co-ordinate variable</td>
</tr>
<tr>
<td>$dz$</td>
<td>Height of elemental scrubber volume, cm</td>
</tr>
<tr>
<td>$z$</td>
<td>Rectangular co-ordinate variable</td>
</tr>
<tr>
<td>$Z$</td>
<td>Height of scrubber, cm</td>
</tr>
<tr>
<td>$z_\infty$</td>
<td>Distance from wall or particle surface beyond which gas temperature gradient is uniform, cm</td>
</tr>
</tbody>
</table>
Greek Symbols

\( \alpha \)  
Accommodation coefficient of particle

\( \gamma \)  
Mole fraction, dimensionless

\( \gamma_i \)  
Mole fraction of component \( i \), dimensionless

\( \gamma_A \)  
Mole fraction of component A, dimensionless

\( \gamma_B \)  
Mole fraction of component B, dimensionless

\( \gamma_1 \)  
Mole fraction of water vapor, dimensionless

\( \gamma_2 \)  
Mole fraction of air, dimensionless

\( \nu \)  
Differential operator, \( \text{cm}^{-1} \)

\( \varepsilon \)  
Defined by equation (9-1) as

\[ \varepsilon = A_w \left( \frac{M_A - M_B}{M_A + M_B} \right) + B_w \left( \frac{d_A - d_B}{d_A + d_B} \right) \]

\( \zeta \)  
Coefficient of slip, \( \text{cm} \)

\( \eta_D \)  
Single drop collection efficiency due to Brownian diffusion, dimensionless

\( \eta_F \)  
Single drop collection efficiency due to any flux mechanism, dimensionless

\( \eta_I \)  
Single drop collection efficiency due to inertial impaction, dimensionless

\( \eta_{\text{Int}} \)  
Single drop collection efficiency due to interception, dimensionless

\( \theta \)  
Spherical co-ordinate variable

\( \lambda \)  
Mean free path of gas, \( \text{cm} \)

\( \mu \)  
Gas viscosity, \( \text{gm}/(\text{cmsec}) \)
\[ \pi = 3.1416 \]

\( \rho \)  
Gas density, gm/cm\(^3\)

\( \rho_p \)  
Particle density, gm/cm\(^3\)

\( \sigma_i \)  
Defined by equation (8-5) as

\[ \sigma_i = \frac{(1 + \frac{\pi}{8} a_i) \gamma_i \sqrt{m_i}}{\sum_k (1 + \frac{\pi}{8} a_k) \gamma_k \sqrt{m_k}} \]

\( \sigma_1 \)  
\( \sigma_i \) for water vapor diffusion

\( \sigma_2 \)  
\( \sigma_i \) for air diffusion

\( \tau \)  
Effective drop-particle interaction time, \( 2R_c/v_{tc} \), sec

\( \tau_i \)  
Mass fraction of component \( i \), dimensionless

\( \phi \)  
Spherical co-ordinate variable
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Derivation of Epstein's Equation for the Thermal Force
APPENDIX I

Derivation of Epstein's Equation for the Thermal Force

For the case of a sphere, Epstein assumed that:

i. the mean free path of the gas was small relative to the radius of the aerosol particle

ii. a uniform temperature gradient existed in the gas at a great distance from the aerosol, and

iii. Fourier's heat conduction equation without convective terms could be used even though such a state would not exist because of thermal creep.

For steady state heat conduction through both the aerosol particle and surrounding gas, Laplace's equation

\[ \nabla^2 T = 0 \]  \hspace{1cm} (I-1)

is valid.

For the spherical co-ordinates \((r, \theta, \phi)\) shown in Figure A-1, Laplace's equation may be written

\[ \frac{3}{r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial T}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 T}{\partial \phi^2} = 0 \]  \hspace{1cm} (I-2)
FIGURE A-1: Spherical Co-ordinates. The ranges of variables are $0 \leq r \leq \infty$, $0 \leq \theta \leq \pi$, and $0 \leq \phi \leq 2\pi$.

When axial symmetry exists, $T$ is independent of $\phi$ so that

$$
\frac{\partial}{\partial r} \left( r^2 \frac{\partial T}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial T}{\partial \theta} \right) = 0
$$

(I-3)
Substitute \( T = R (r) \Theta (\theta) \) into the equation (I-3) and separate the variables to obtain:

\[
\frac{1}{R} \frac{d}{dr} \left( r^2 \frac{dR}{dr} \right) = -\frac{1}{\Theta} \frac{1}{\sin \theta} \frac{d}{d\theta} (\sin \theta \frac{d\Theta}{d\theta}) = \text{constant } k
\]  

\[ (I-4) \]

The choice of \( n(n+1) \), where \( n \) is a positive integer, for the constant \( k \) results in the equations:

\[
r^2 \frac{d^2R}{dr^2} + 2r \frac{dR}{dr} - n(n+1) R = 0
\]  

\[ (I-5) \]

\[
\frac{1}{\sin \theta} \frac{d}{d\theta} (\sin \theta \frac{d\Theta}{d\theta}) + n(n+1) \Theta = 0
\]  

\[ (I-6) \]

In order to solve Euler's equation (I-5), the independent variable "\( r \)" is expressed in terms of "\( s \)" as \( r = e^s \). This means

\[
\frac{dr}{ds} = e^s
\]  

\[ (I-7) \]

or

\[
\frac{ds}{dr} = e^{-s} = \frac{1}{r}
\]  

\[ (I-8) \]

From

\[
\frac{dR}{dr} = \frac{dR}{ds} \frac{ds}{dr} = \frac{1}{r} \frac{dR}{ds}
\]  

\[ (I-9) \]
\[
\frac{d^2 R}{dr^2} = \frac{d}{dr} \left( \frac{1}{r} \frac{dR}{ds} \right) = \frac{1}{r^2} \frac{d^2 R}{ds^2} - \frac{1}{r^2} \frac{dR}{ds}
\]  \hspace{1cm} (I-10)

Substituting equations (I-9) and (I-10) into (I-5), we get

\[
\frac{d^2 R}{ds^2} + \frac{dR}{ds} - n(n + 1) R = 0
\]  \hspace{1cm} (I-11)

Substituting \( R = e^{ms} \) into the equation (I-11), we get

\[
m^2 + m - n(n + 1) = 0
\]  \hspace{1cm} (I-12)

\[
m = \frac{-1 \pm \sqrt{1 + 4n(n + 1)}}{2}
\]

\[
= \frac{-1 + (1 + 2n)}{2}
\]

\[
= n \text{ or } -(1 + n)
\]  \hspace{1cm} (I-13)

Hence the solution of equation (I-11) is

\[
R = \begin{cases} 
e^{ns} & , \text{or} \\ e^{-(n + 1)s} & 
\end{cases}
\]  \hspace{1cm} (I-14)

\[
R = \begin{cases} 
r^n & \\
r^{-(n + 1)} & 
\end{cases}
\]  \hspace{1cm} (I-15)

Equation (I-6) is solved by first changing the independent variable from \( \theta \) to \( n \) by means of the substitution \( n = \cos \theta \). Equation (I-6) can be written as

\[
\frac{d^2 \theta}{d\theta^2} + \cot \theta \frac{d\theta}{d\theta} + n(n + 1)\theta = 0
\]  \hspace{1cm} (I-16)
The change of dependent variable gives

\[ \frac{d\theta}{d\theta} = \frac{d\theta}{dn} \frac{dn}{d\theta} \quad \text{but} \quad \frac{dn}{d\theta} = -\sin \theta \]

(\text{I-17})

and

\[ \frac{d\theta}{d\theta} = -(\sin \theta) \frac{d\theta}{dn} \quad \text{or} \quad \frac{d}{d\theta} = -(\sin \theta) \frac{d}{dn} \]

(\text{I-18})

\[ \frac{d^2 \theta}{d\theta^2} = \sin^2 \theta \frac{d^2 \theta}{dn^2} - \cos \theta \frac{d\theta}{dn} \]

(\text{I-19})

Thus equation (\text{I-16}) can be simplified to:

\[ \frac{d}{dn} \left( 1 - n^2 \right) \frac{d\theta}{dn} + n(n+1) \theta = 0 \]

(\text{I-20})

This is Legendre's equation. Since we require solutions which are finite over the closed interval \(0 \leq \theta \leq \pi\) and since the only possible solutions are the Legendre's polynomials \(P_n(\cos \theta)\), it is clear that \(n\) must be an integer and

\[ \theta = \begin{cases} 
  P_n(n) = P_n(\cos \theta) \\
  Q_n(n) = Q_n(\cos \theta) 
\end{cases} \]  

(\text{I-21})

Thus equation (\text{I-3}) has solutions of the form

\[ T = \begin{cases} 
  r^n P_n(\cos \theta) \\
  r^{-(n+1)} Q_n(\cos \theta) 
\end{cases} \]  

(\text{I-22})
which are valid inside the solid surface and for the surrounding gas. Subject to the assumptions previously made, since \( Q_n (\cos \theta) \) is infinite for \( \cos \theta = \pm 1 \), the solution must not contain \( Q_n (\cos \theta) \) because the temperature must be finite everywhere.

The most general form of the temperature distribution becomes:

\[
T = \sum_{n=0}^{\infty} \left( A_n r^n + \frac{B_n}{r^{n+1}} \right) P_n (\cos \theta) \tag{I-23}
\]

a. **Temperature Distribution Inside of the Aerosol Particle, \( T_i \)**

Inside the spherical particle, the temperature distribution is

\[
T_i = \sum_{n=0}^{\infty} \left( A_n r^n + \frac{B_n}{r^{n+1}} \right) P_n (\cos \theta) \tag{I-24}
\]

where \( A_n \) and \( B_n \) are constants to be determined from the proper boundary conditions.

For \( r = 0 \), \( T_i \to \infty \), and since all solutions must be finite, including \( r = 0 \), then \( B_n \) must equal zero. This gives:

\[
T_i = \sum_{n=0}^{\infty} (A_n r^n) P_n (\cos \theta) \tag{I-25}
\]

b. **Temperature Distribution Outside the Aerosol Particle, \( T_o \)**

Equation (I-23) is written as:
\[ T_0 = \sum_{n=0}^{\infty} \left( C_n r^n + \frac{D_n}{r^{n+1}} \right) P_n (\cos \theta) \]  \hspace{1cm} (I-26)

for the temperature distribution in the surrounding gas, where 
\( C_n \) and \( D_n \) are constants to be evaluated employing the proper boundary conditions.

Since the temperature gradient was assumed to be constant away from the sphere (at \( r \to \infty \), then

\[ \left( \frac{\partial T_0}{\partial r} \right)_{r \to \infty} = G \cos \theta \hspace{1cm} \text{where} \]

\[ G \] is the magnitude of the temperature gradient. Thus for \( r \to \infty \), equation (I-26) simplifies to

\[ T_0 = \sum_{n=0}^{\infty} \left( C_n r^n \right) P_n (\cos \theta) \]  \hspace{1cm} (I-28)

and

\[ \left( \frac{\partial T_0}{\partial r} \right)_{r \to \infty} = \sum_{n=0}^{\infty} C_n (n r^{n-1}) P_n (\cos \theta). \]  \hspace{1cm} (I-29)

This gives \( C_1 = G \) and \( C_n = 0 \) for \( n \geq 2 \). Also \( C_0 \) has no physical meaning and is set equal to zero. Now since

\[ P_1 (\cos \theta) = \cos \theta \]  \hspace{1cm} (I-30)

it follows that

\[ T_0 = G r \cos \theta + \sum_{n=0}^{\infty} \frac{D_n}{r^{n+1}} P_n (\cos \theta) \]  \hspace{1cm} (I-31)
On the particle surface, where \( r = R_p \), it follows that

\[
T_1 = T_0
\]  
(I-32)

Therefore

\[
\sum_{n=0}^{\infty} \left( A_n R_p^n \right) P_n (\cos \theta) = G R_p \cos \theta + \sum_{n=0}^{\infty} \frac{D_n}{R_p^{n+1}} P_n (\cos \theta) \quad (I-33)
\]

i.e.

\[
A_0 (1)(1) + A_1 R_p \cos \theta + A_2 R_p^2 \left( \frac{1}{2} \right) (3 \cos^2 \theta - 1) + \cdots
\]

\[
= G R_p \cos \theta + \frac{D_0 (1)}{R_p} + \frac{D_1}{R_p^2} (\cos \theta) + \frac{D_2}{R_p^3} \left( \frac{1}{2} \right) (3 \cos^2 \theta - 1) + \cdots \quad (I-34)
\]

Also at \( r = R_p \),

\[
-k_p \left( \frac{\partial T_1}{\partial r} \right) = -k_g \left( \frac{\partial T_0}{\partial r} \right)
\]  
(I-35)

where

\( k_p \) = thermal conductivity of the solid particle

\( k_g \) = thermal conductivity of the gas.

Therefore,

\[
k_p \left[ \sum_{n=0}^{\infty} A_n R_p^n \cos \theta \right] = k_g \left[ G \cos \theta + \sum_{n=0}^{\infty} \frac{D_n}{R_p^{n+2}} (-1)^{(n+1)} P_n (\cos \theta) \right]
\]  
(I-36)
or

\[ k_p \left[ A_0(0)R_p^{-1}(1) + A_1(1)(3\cos^2\theta) + A_2(2)R_p^{-2}(3\cos^2\theta - 1) + \right] \]

\[ = k_g G(\cos\theta) + k_a \left[ \frac{D_o(-1)(1)(1)}{R_p^2} + \frac{D_1(-1)2(\cos\theta)}{R_p^3} + \ldots \right] \]  \hspace{1cm} (I-37)

Equating like terms in Equation (I-34) gives:

\[ A_0 = D_o/R_p, \text{ but } D_o = 0 \text{ by inspection of Equation (I-37)} \]

\[ A_1 R_p \cos\theta = G R_p (\cos\theta) + \frac{D_1}{R_p^2}(\cos\theta) \]

\[ k_p A_1 (\cos\theta) = G k_g (\cos\theta) - \frac{D_o k_g}{R_p^2} - \frac{2 D_1 k_g}{R_p^3} \]  \hspace{1cm} (I-38)

and

\[ A_1 = G + \frac{D_1}{R_p^3} \]  \hspace{1cm} (I-39)

Multiplying equation (I-38) by \( R_p \) yields

\[ R_p k_p A_1(\cos\theta) = R_p k_g G(\cos\theta) - \frac{k_g D_o R_p}{R_p^2} - \frac{k_p D_1}{R_p^3}(\cos\theta) \]  \hspace{1cm} (I-40)

From equations (I-39) and (I-40),

\[ \frac{D_1 (\cos\theta)}{R_p^3} \left[ k_p + 2 k_g \right] = k_g G(\cos\theta) - k_p G(\cos\theta) \]  \hspace{1cm} (I-41)

and

\[ D_1 = \frac{G R_p}{(k_p + 2 k_g)} \]  \hspace{1cm} (I-42)
From equations (I-39) and (I-42)

\[ A_1 = G \left[ 1 + \frac{k_q - k_p}{k_p + 2k_g} \right] \]  \quad (I-43)

Therefore

\[ A_1 = G \left[ \frac{3k_q}{k_p + 2k_g} \right] \]  \quad (I-44)

On substituting the above value of \( A_1 \) into equation (I-25) the final form of the temperature distribution inside the sphere is found to be:

\[ T_i = G \frac{3k_q}{k_p + 2k_g} f(\cos \theta) \]  \quad (I-45)

Substituting the value of \( D_1 \) in equation (I-31) yields

\[ T_0 = G r(\cos \theta) + \frac{G R_p^3}{r^2} \left[ \frac{k_q - k_p}{k_p + 2k_g} \right] (\cos \theta) \]  \quad (I-46)

The temperature distribution in the surrounding gas is then

\[ T_0 = G \left[ r + \frac{(k_q - k_p)}{(k_p + 2k_g)} \frac{R_p^3}{r^2} \right] (\cos \theta) \]  \quad (I-47)

Now the temperature gradient over the surface can be found. On the surface, the temperature varies only in the \( \theta \)-direction. From

\[ \frac{\partial T}{\partial S} = \left( \frac{1}{r} \frac{\partial T}{\partial \theta} \right) r = R_p \]  \quad (I-48)
where

\[ S = \text{distance along the surface in the direction of increasing temperature} \]

\[
\frac{\partial T}{\partial S} = \frac{1}{R_p} \left( \frac{\partial T}{\partial \theta} \right) \quad r = R_p
\]

\[
\frac{\partial T}{\partial \theta} \quad r = R_p
\]

which reduces to

\[
\frac{\theta T}{\partial S} = - \frac{3}{2} \frac{k q}{k g + k_p} \quad G(\sin \theta)
\]

\[ (I-50) \]

c. **Velocity Distribution**

The velocity components in rectangular co-ordinates for steady state flow of a constant density gas past a fixed spherical particle using the boundary conditions

i. \( v_x = 0, v_y = 0, v_z = 0 \), for \( r = R_p \) and

ii. \( v_x = 0, v_y = 0, v_z = v \), for \( r = \infty \)

are given by Lamb [1] as

\[
v_x = (B - \frac{A r^2}{6 \mu}) \frac{\partial}{\partial x} \left( \frac{z}{r^3} \right)
\]

\[ (I-51) \]

\[
v_y = (B - \frac{A r^2}{6 \mu}) \frac{\partial}{\partial y} \left( \frac{z}{r^3} \right)
\]

\[ (I-52) \]

\[
v_z = v + (B - \frac{A r^2}{6 \mu}) \frac{\partial}{\partial z} \left( \frac{z}{r^3} \right) + \frac{2A}{3 \mu} \frac{1}{r}
\]

\[ (I-53) \]
where

\( \dot{\mu} \) is gas viscosity

A and B are constants to be evaluated, flow is parallel to the z-axis, and the origin is at the centre of the spherical particle.

For spherical co-ordinates the variables are related to \( x, y, z \) as:

\[
\begin{align*}
  x &= r \sin \theta \cos \phi \\
  y &= r \sin \theta \sin \phi \\
  z &= r \cos \theta
\end{align*}
\]

(I-54) \hspace{1cm} (I-55) \hspace{1cm} (I-56)

Also

\[
\begin{align*}
  r &= \sqrt{x^2 + y^2 + z^2} \\
  \theta &= \arctan \left( \frac{\sqrt{x^2 + y^2}}{z} \right) \\
  \phi &= \arctan \frac{y}{x}
\end{align*}
\]

(I-57) \hspace{1cm} (I-58) \hspace{1cm} (I-59)

In terms of spherical co-ordinates, it follows that

\[
\begin{align*}
  \frac{3}{a^3} \left( \frac{z^3}{r^3} \right) &= \frac{r^3}{3x} \frac{\partial z}{\partial x} - z \frac{3}{a^3} \left( \frac{r^3}{r^6} \right) \\
  &= - \frac{r \cos \theta}{r^6} \frac{3}{2} (x^2 + y^2 + z^2)^{1/2} \frac{1}{2x} \\
  &= - \frac{3}{r^3} \cos \theta \sin \theta \cos \phi
\end{align*}
\]

(I-60)
Substituting the value of \( \frac{\partial}{\partial x} \left( \frac{z}{r^3} \right) \) from equation (I-60) into equation (I-51) yields

\[
v_x = \left( B - \frac{Ar^2}{6\mu} \right) \left( -\frac{3}{r^3} \cos\theta \sin\theta \cos\phi \right) = -\frac{3B}{r^3} \sin\theta \cos\theta \cos\phi + \frac{A}{2\mu r} \sin\theta \cos\theta \cos\phi \quad (I-61)
\]

In terms of spherical co-ordinates, it follows that

\[
\frac{\partial}{\partial y} \left( \frac{z}{r^3} \right) = r^3 \frac{\partial z}{\partial y} - z \frac{\partial}{\partial y} (r^3)
\]

\[
= -\frac{r \cos\theta}{r^6} \frac{3}{2} (x^2 + y^2 + z^2)^{1/2} \cdot 2y
\]

\[
= -\frac{3}{r^3} \cos\theta \sin\theta \sin\phi \quad (I-62)
\]

Substituting the value of \( \frac{\partial}{\partial y} \left( \frac{z}{r^3} \right) \) from equation (I-62) in equation (I-52) yields

\[
v_y = \left( B - \frac{Ar^2}{6\mu} \right) \left( -\frac{3}{r^3} \cos\theta \sin\theta \sin\phi \right) = -\frac{3B}{r^3} \cos\theta \sin\theta \sin\phi + \frac{A}{2\mu r} \sin\theta \cos\theta \sin\phi \quad (I-63)
\]

In terms of spherical co-ordinates, it follows that...
\[ \frac{3}{\frac{\partial}{\partial z}} \left( \frac{z}{r^3} \right) = \frac{r^3 \frac{\partial z}{\partial z} - z \frac{\partial}{\partial z} (r^3)}{r^6} \]

\[ = \frac{1}{r^3} - \frac{r \cos \theta}{r^6} \left( \frac{3}{2} \left( x^2 + y^2 + z^2 \right)^{1/2} \right) \frac{\partial}{\partial z} \]

\[ = \frac{1 - 3 \cos^2 \theta}{r^3} \quad \text{(I-64)} \]

Substituting the value of \( \frac{3}{\frac{\partial}{\partial z}} \left( \frac{z}{r^3} \right) \) from equations (I-64) into equation (I-53) gives

\[ v_z = v + (B - \frac{A r^2}{6 \mu}) \left[ \frac{1 - 3 \cos^2 \theta}{r^3} \right] + \frac{2A}{3 \mu r} \]

\[ = v - \frac{B}{r^3} \left( 2 - 3 \sin^2 \theta \right) + \frac{A}{2 \mu r} \left( 1 + \cos^2 \theta \right) \quad \text{(I-65)} \]

For spherical co-ordinates, the variables are related to \( v_x \), \( v_y \) and \( v_z \) as:

\[ v_r = (\sin \theta \, \cos \phi) \, v_x + (\sin \theta \, \sin \phi) \, v_y + (\cos \theta) \, v_z \quad \text{(I-66)} \]

\[ v_\theta = (\cos \theta \, \cos \phi) \, v_x + (\cos \theta \, \sin \phi) \, v_y + (-\sin \theta) \, v_z \quad \text{(I-67)} \]

\[ v_\phi = (-\sin \phi) \, v_x + (\cos \phi) \, v_y + (0) \, v_z \quad \text{(I-68)} \]

Substituting for \( v_x \), \( v_y \) and \( v_z \) from equations (I-61), (I-63) and (I-65) respectively into equation (I-66) yields
\[ v_r = (\sin \theta \cos \phi) \left[ -\frac{3B}{r^3} \sin \theta \cos \theta \cos \phi + \frac{A}{2u_r} \sin \theta \cos \theta \cos \phi \right] \]

\[ + \sin \theta \sin \phi \left[ -\frac{3B}{r^3} \sin \theta \cos \theta \sin \phi + \frac{A}{2u_r} \sin \theta \cos \theta \sin \phi \right] \]

\[ + \cos \theta \left[ v \frac{B}{r^3} (2 - 3 \sin^2 \theta) + \frac{A}{2u_r} (1 + \cos^2 \theta) \right] \]

\[ = -\frac{3B}{r^3} \sin^2 \theta \cos \theta \left[ \cos^2 \phi + \sin^2 \phi \right] \]

\[ + \frac{A}{2u_r} \sin^2 \theta \cos \theta \left[ \cos^2 \phi + \sin^2 \phi \right] \]

\[ + v \cos \theta - \frac{2B}{r^3} \cos \phi + \frac{3B}{r^3} \sin^2 \theta \cos \theta + \frac{A}{2u_r} \cos \theta + \frac{A}{2u_r} \cos^3 \theta \]

\[ = v \cos \theta - \frac{2B}{r^3} \cos \phi + \frac{A}{2u_r} \sin^2 \theta \cos \theta + \frac{A}{2u_r} \cos \theta \left[ 1 + \cos^2 \theta \right] \]

\[ = v \cos \theta - \frac{2B}{r^3} \cos \phi + \frac{A}{2u_r} \sin^2 \theta \cos \theta + \frac{A}{2u_r} \cos \theta (2 - \sin^2 \theta) \]

\[ = v \cos \theta - \frac{2B}{r^3} \cos \phi + \frac{2A}{2u_r} \cos \theta \]

i.e. \[ v_r = (v - \frac{2B}{r^3} + \frac{A}{u_r}) \cos \theta \]

(I-69)
Substituting for \( v_x \), \( v_y \), and \( v_z \) from equations (I-61), (I-63), and (I-65) respectively into equation (I-67) gives

\[
v_\theta = (\cos \theta \cos \phi) \left[ \frac{-3B}{r^3} \sin \theta \cos \theta \cos \phi + \frac{A}{2\mu r} \sin \theta \cos \theta \cos \phi \right]
\]

\[
+ \cos \theta \sin \phi \left[ \frac{-3B}{r^3} \sin \theta \cos \theta \sin \phi + \frac{A}{2\mu r} \sin \theta \cos \theta \sin \phi \right]
\]

\[
+ (-\sin \theta) \left[ v - \frac{B}{r^3} (2 - 3 \sin^2 \theta) + \frac{A}{2\mu r} (1 + \cos^2 \theta) \right]
\]

\[
= \frac{-3B}{r^3} \sin \theta \cos^2 \theta \cos^2 \phi - \frac{3B}{r^3} \sin \theta \cos^2 \theta \sin^2 \phi
\]

\[
- \frac{3B}{r^3} \sin^2 \theta \sin \theta + \frac{2B}{r^3} \sin \theta - v \sin \theta + \frac{A}{2\mu r} \sin \theta \cos^2 \theta \cos^2 \phi
\]

\[
+ \frac{A}{2\mu r} \sin \theta \cos^2 \theta \sin \phi - \frac{A}{2\mu r} \sin \theta - \frac{A}{2\mu r} \sin \theta \cos^2 \theta
\]

\[
= \frac{-3B}{r^3} \sin \theta \cos^2 \theta \left[ \cos^2 \theta + \sin^2 \theta \right] - \frac{3B}{r^3} \sin^2 \theta \sin \theta
\]

\[
+ \frac{2B}{r^3} \sin \theta - \frac{A}{2\mu r} \sin \theta - v \sin \theta , \text{ or}
\]

\[
v_\theta = - (v + \frac{B}{r^3} + \frac{A}{2\mu r}) \sin \theta
\]  \hspace{1cm} (I-70)

Substituting for \( v_x \), \( v_y \) and \( v_z \) from equations (I-61), (I-63) and (I-65) respectively into equation (I-68) yields
\[
v_\phi = (-\sin\phi) \left[ \frac{-3B}{r^3} \sin\theta \cos\phi \cos\phi + \frac{A}{2ur} \sin\theta \cos\theta \cos\phi \right] + \\
\cos\phi \left[ \frac{-3B}{r^3} \cos\theta \sin\theta \sin\phi + \frac{A}{2ur} \sin\theta \cos\theta \sin\phi \right] + \\
(0) \left[ v + \frac{B}{r^3} (2 - 3 \sin^2\theta + \frac{A}{2ur} (1 + \cos^2\theta)) \right], \text{ or}
\]

\[
v_\phi = 0 \quad \text{(I-71)}
\]

For the resulting expressions

\[
v_r = (v - \frac{2B}{r^3} + \frac{A}{ur}) \cos\theta \quad \text{(I-69)}
\]

\[
v_\theta = -(v + \frac{B}{r^3} + \frac{A}{2ur}) \sin\theta \quad \text{(I-70)}
\]

\[
v_\phi = 0 \quad \text{(I-71)}
\]

The following boundary conditions are applicable:

i. there is no flow except near the surface of the sphere. Hence, \( v = 0 \)

ii. the normal velocity, \( v_r \), must be zero at the surface of the particle where \( r = R_p \)

iii. the tangential velocity, \( v_\theta \), at the surface of the particle where \( r = R_p \), is assumed to be Maxwell's slip velocity given by equation (4-1) in section (IV-A) with these boundary conditions
\[ v_r = \left( -\frac{2B}{R_p^3} + \frac{A}{\mu R_p} \right) \cos \theta = 0 \]  
(I-72)

\[ v_\theta = - \left[ \frac{B}{R_p^3} + \frac{A}{2\mu R_p} \right] \sin \theta = \frac{3}{4} \frac{\mu}{\varphi} \frac{\partial \varphi}{\partial s} \]  
(I-73)

\[ v_\phi = 0 \]  
(I-74)

In terms of equation (I-50), equation (I-73) can be written as:

\[- \left[ \frac{B}{R_p^3} + \frac{A}{2\mu R_p} \right] \sin \theta = \frac{3}{4} \frac{\mu}{\varphi} \frac{\partial \varphi}{\partial s} \left[ \frac{3}{2k_g + k_p} \right] G \sin \theta \]  
(I-75)

By setting

\[ K = \frac{3}{2} \frac{k_g}{k_g + k_p} \]  
(I-76)

equation (I-75) reduces to

\[ 8\mu \varphi TB + 4\varphi T R_p^2 A - 6\mu^2 R_p^3 K G = 0 \]  
(I-77)

Equation (I-72) can be written as:

\[ A R_p^2 \cos \theta - 2AB \cos \theta = 0 \]  
(I-78)

By solving equations (I-77) and (I-78), it follows that

\[ A = \frac{9}{4} \frac{R_p}{H} \left( \frac{H}{\varphi} \right) \left( \frac{1}{2k_g + k_p} \right) G \]  
(I-79)
Finally, we obtain for the velocity over the surface of the sphere by substituting for $A$ and $B$ into equation (I-73)

\[
v_\theta = -\frac{9}{4} \left( \frac{\mu}{\rho_t} \right) \left( \frac{k_g}{z \left( k_g + k_p \right)} \right) G \sin\theta
\]  

(\text{I-81})

d. The Thermal Force

The force acting on the sphere in the direction of flow as shown in Figure A-2 is given by the integral over the surface in the $z$-direction.

**FIGURE A-2:** Flow of a Spherical Particle in a Gas Under a Temperature Gradient
At each point on the particle surface, there is a fluid stress acting perpendicularly to the surface. The surface area, on which the fluid stress acts, is \( R^2 \sin \theta \, d\theta \, d\phi \) [2]. Therefore

\[
F_t = \int_0^{2\pi} \int_0^{\pi} p_{r,z=R_p}(r,\theta) \cdot R^2 \sin \theta \, d\theta \, d\phi
\]  \hspace{1cm} (I-82)

and

\[
F_t = 2\pi R_p^2 \int_0^{\pi} p_{r,z=R_p}(r,\theta) \sin \theta \, d\theta
\]  \hspace{1cm} (I-83)

The total fluid stress acting on the surface of the sphere in the z-direction is given by Lamb [1] as

\[
p_{r,z} = \frac{-x}{r} p_0 + (Ar - \frac{6\mu B}{r}) \frac{3}{\partial^2} \left( \frac{z}{r^3} \right) - \frac{A}{r^2}
\]  \hspace{1cm} (I-84)

By substituting the value of \( x \) and \( \frac{3}{\partial^2} \left( \frac{z}{r^3} \right) \) from equations (I-56) and (I-64) into the equation (I-84) it is possible to write

\[
p_{r,z} = R_p = -p_0 \cos \theta + \left( AR_p - \frac{6\mu B}{R_p} \right) \frac{1}{3} \left( 1 - 3 \cos^2 \theta \right) - \frac{A}{R_p^2}
\]

\[= -p_0 \cos \theta - \frac{6\mu B}{R_p^4} - 3 \left( \frac{A}{R_p^2} - \frac{6\mu B}{R_p^4} \right) \cos^2 \theta
\]  \hspace{1cm} (I-85)

Substituting equation (I-85) into equation (I-83) yields
\[ F_t = 2\pi R_p^2 \left[ -p_0 \int_0^\pi \cos \theta \sin \theta \, d\theta - \frac{6\mu B}{R_p^4} \int_0^\pi \sin \theta \, d\theta \right. \]
\[ - 3 \left( \frac{A}{R_p^2} - \frac{6\mu B}{R_p^4} \right) \int_0^\pi \cos^2 \theta \sin \theta \, d\theta \left] \right. \]
\[ = 2\pi R_p^2 \left[ 0 - \frac{12\mu B}{R_p^4} - 2 \left( \frac{A}{R_p^2} - \frac{6\mu B}{R_p^4} \right) \right] \]
\[ = -4\pi A \quad \text{(I-86)} \]

Substituting for \( A \) from equation (I-79) into equation (I-86) leads to

\[ F_t = -9\pi R_p \left( \frac{k_g}{2 \, k_g + k_p} \right) \left( \frac{\mu}{\rho \, T} \right) G \quad \text{(I-87)} \]

This is Epstein's equation for the thermal force in the slip-flow regime.
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