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ABSTRACT

LINEAR AND NONLINEAR ADAPTIVE DIGITAL FILTERS
AND THEIR APPLICATIONS

By

Qiu Ping LI

Adaptive digital signal processing has matured to the point where it now constitutes an important part of statistical signal processing. However, high speed adaptive digital filtering and nonlinear adaptive digital filtering are yet to be developed.

In this dissertation, a family of high speed linear adaptive digital filters, which are suitable for parallel realization, are first presented. They are (1) Delayed N-path adaptive finite impulse response (DNA-FIR) digital filters; (2) Delayed N-path adaptive linear phase finite impulse response (DNALP-FIR) digital filters; (3) Delayed N-path equation-error based adaptive infinite impulse response (DNEEBA-IIR) digital filters. By using multiple digital signal processors in parallel, the processing speed of this type of filters can be increased compared with the conventional realizations. They are contrived to be useful for general applications in adaptive digital signal processing. Comparison studies have been conducted among the proposed DNA-FIR digital filter, the block implementation of adaptive finite impulse response (BIA-FIR) digital filter, and the
conventional adaptive finite impulse response (CA-FIR) digital filter. It has been shown that the processing speed of the proposed DNA-FIR digital filter is N times that of the BIA-FIR digital filter (given block length N and time domain realization).

Then a nonlinear delayed N-path adaptive finite impulse response (NDNA-FIR) digital filter is developed, the parallel structure of which lends itself to high speed implementation. This NDNA-FIR digital filter compares favorably with the CA-FIR digital filter and the nonlinear median filter when applied to broadband noise cancellation. The last part of this dissertation describes the structure and its adaptive algorithm of a nonlinear adaptive infinite impulse response (IIR) digital filter. This IIR digital filter is bounded input bounded output (BIBO) stable. Based on this structure, an individual adaptation scheme is incorporated into the adaptive algorithm to improve the convergence speed.
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Chapter 1

INTRODUCTION

The earliest work on adaptive digital filtering may be traced back to the late 1950s [1]. At present, the subject has matured to the point where it now constitutes an important part of statistical signal processing [2]. The intelligent features of an adaptive digital filter, namely, the ability to operate satisfactorily in an unknown environment and also to track time variations of input statistics, make the adaptive filter a powerful device for signal processing applications. In fact, adaptive digital filtering has been successfully applied in such diverse fields as communications, radar, sonar, seismology, and biomedical engineering. However, more efforts are still needed on the studies of high speed adaptive digital signal processing and nonlinear adaptive digital filtering.

1.1 Motivations and Impact of this Research

The past few years have visualized two aspects which have great impacts on the area of adaptive digital signal processing:

(i) Computationally intensive problems are involved in a variety of applications which would require large amounts of data to be processed in a very short time period. For example, computer vision images of 1000x1000 data elements have to
be processed within 16.7 milliseconds. Thus processing rates of 10 to 1000 GOPS (10^6 operations per second) and input data rates approaching 1 gigabyte per second are required. Many other examples could be found in biomedical image processing, robot vision, weather prediction, and automation algorithms [3-4].

(ii) In the past decade, the unprecedented advances in very large scale integration (VLSI) technology have stimulated modern digital signal processing. While the designers of modern integrated circuitry have continually endeavored to provide faster products, the development of dedicated computing structures have provided alternative procedures for improving computing speed [5-6]. More and more digital systems are realized by parallel digital signal processors (DSPs) or digital signal processing chips to obtain high speed performance.

The above mentioned two aspects inevitably present new topics for adaptive digital signal processing. Indeed, it is the challenge of researchers in the field to define specific adaptive implementations which are efficiently matched to VLSI architectures so as to provide efficient processing at high data rates. Although there exist various adaptive filter structures and algorithms [2,7-9], high speed structures and algorithms for adaptive digital filtering have yet to be developed, especially for signals containing significant high frequency components.

Continuing advances in VLSI technology have made it attractive to interconnect many inexpensive DSPs to build a powerful processing system in a cost-effective way.
Although there exist some high speed DSPs, upper limits always exist on their throughput rates due to the limitation of manufacturing technology. For non-adaptive digital filtering, high speed processing can be achieved by using delayed two-path FIR and IIR digital filters [10], and delayed N-path FIR and IIR digital filters (for $N \geq 2$) [11-13]. Refined versions of [11-12] can be found in references 14-18. In this dissertation, a class of high speed linear adaptive digital filters has been presented, which is realized based on the delayed N-path structure and is suitable for parallel realization using multiple DSPs to improve system throughput rate. They are delayed N-path adaptive finite impulse response (DNA-FIR) digital filters, delayed N-path adaptive linear phase finite impulse response (DNALP-FIR) digital filters, and delayed N-path equation-error based adaptive infinite impulse response (DNEEBA-IIR) digital filters. Comparison studies have also been conducted among the proposed DNA-FIR digital filter, the block implementation of adaptive finite impulse response (BIA-FIR) digital filter, and the conventional adaptive finite impulse response (CA-FIR) digital filters.

The primary advantage of linear filtering is its simplicity in design and implementation. However, there are some circumstances where the performances of linear digital filtering are not satisfactory and in which nonlinear digital filtering will do a better job [19]. For this reason, a nonlinear delayed N-path adaptive finite impulse response (NDNA-FIR) digital filter is developed for broadband noise cancellation.

In developing high speed adaptive infinite impulse response (IIR) digital filters,
it was found that stability problem had always been an obstacle in the applications of
direct-form IIR adaptive digital filters. This situation stimulated the author to develop a
new direct-form IIR adaptive digital filter structure which is bounded input bounded
output (BIBO) stable. In this regard, the structure and its adaptive algorithm of a
nonlinear adaptive IIR digital filter is presented in the last part of this dissertation.

Before we go further, we would like to have a brief look at what are the
approaches in the earlier work on high speed adaptive digital filtering and nonlinear
digital filtering for noise cancellation.

1.2 Earlier Work on High Speed Adaptive Digital Filtering and Nonlinear
    Digital Filtering for Noise Cancellation

In an adaptive digital filter, two processes are present:

(i) The adaptive or training process, which addresses the automatic adjustment
    of the filter coefficients;

(ii) The filtering process, which uses the adaptive filter coefficients to produce
    an output by weighting the input signals.

The realization of adaptive digital filtering at a high sampling rate is usually made more
difficult by the first process compared with the conventional digital signal processing,
since the training process implies an inherent feedback of an error signal back to the
adaptation of the coefficients [20]. For example, adaptive transversal filters have an
inherent sampling rate limitation for a given speed of hardware due to the feedback of the residual error to the adaptation of the individual stages. This feedback destroys the opportunity to pipeline the filter realization [20]. So far, very few high speed adaptive digital filters for general applications have been presented.

1.2.1 Block Implementation of Adaptive Digital Filters

One of the major approaches of high speed adaptive digital filtering is block implementation of adaptive digital filters [21-25]. There are two approaches in block adaptive digital filtering. One is to incorporate block updating strategies whereby FFT algorithms efficiently perform the filter convolution and the gradient correlation. This technique reduces the complexity because the filter output and the adaptive weights are computed only after a large block of data has been accumulated. Its formulation, however, made it difficult to study the effects of the feedback in the implementation [25-26]. The other is to realize the linear convolution in the time domain by using parallel processors. The data sampling rate of the block adaptive digital filters was increased by a factor of the block size; however, they suffered slower tracking capability as the block size increased [20-23]. In both cases, the block implementation of adaptive digital filtering introduced an end-to-end delay that could be a problem in applications such as telecommunications [26].

1.2.2 Multirate Adaptive Digital Filtering

In this approach, the adaptive processing is performed at a lower sampling rate
than that of the incoming data, thus reducing the computational complexity and obtaining a higher system throughput rate. However, this high throughput rate is obtained by changing the sampling rate of the input signal which is subject to a certain limitation on its frequency band [27-29]. This is also true in adaptive digital filtering using multirate techniques, where much effort has been directed to annihilate both aliasing and spectral gaps in the output [30-31]. Similar to the block adaptive digital filtering, an end-to-end delay would also be involved which could cause a problem in applications such as telecommunications [26].

1.2.3 High Sampling Rate Adaptive Filters with Lattice Structures

In [20], high sampling rate adaptive filters were realized based on the lattice structure. This type of filters allowed arbitrarily high sampling rates for a given speed of hardware at the expense of parallel hardware implementation. The input-output characteristics of the adaptive algorithm has not been modified, and hence the convergence and tracking capability of the adaptive filter would not be affected. However, the lattice structure employed here suggested that the overall computation complexity of the whole system was increased.

1.2.4 Nonlinear Digital Filtering for Noise Cancellation

As seen from [32-36], nonlinear digital filters have played an important role in noise cancellation and edge preservation. Nonlinear order statistic digital filters have been presented in [32] [35-36] and two types of neural network digital filters have been
presented in [33-34]. However, they are not adaptive digital filters in the sense that they could not track the input signal without knowing all the input signal samples as a priori [32] [35-36], or they need to be trained first and then fixed when performing noise cancellation on a certain type of signals as in [33-34].

1.3 Contributions of this Dissertation

1.3.1 Delayed N-Path Adaptive Finite Impulse Response (DNA-FIR) Digital Filter

In a DNA-FIR digital filter, the original transfer function is decomposed into N sub-functions of 1/N of the length of the original transfer function. Each sub-function can then be realized directly in the form of N parallel paths. Each of these N parallel paths can further be realized by N parallel DSP blocks. In so doing, each of the N parallel DSPs in a path is allowed to operate at a sampling rate N times slower than that of the input signal for realizing an identical set of variable coefficient sub-filters and the associated adaptive algorithm. The number of coefficients to be updated in each of the \( N^2 \) DSPs of a DNA-FIR digital filter is about 1/N times that of the total number of coefficients. Therefore, given \( N^2 \) DSPs of a certain maximum speed, the maximum possible throughput rate of a DNA-FIR digital filter can be \( N^2 \) times that of the same adaptive FIR digital filter realized directly using one such DSP. Simulation results obtained in applications to adaptive system modelling have shown very good performance in terms of convergence speed and output error residuals.
1.3.2 Delayed N-Path Adaptive Linear Phase Finite Impulse Response (DNALP-FIR) Digital Filter

By exploiting the symmetry property of a linear phase FIR digital filter, the above mentioned decomposition techniques can be used to obtain DNALP-FIR digital filters. The maximum possible throughput rate of a DNALP-FIR digital filter can be improved by $2N^2$ times, given $N^2$ DSPs of a certain maximum speed, which has an improvement of a factor of 2 compared with the DNA-FIR structures. Simulations are performed by using the DNALP-FIR digital filters for adaptive noise cancellation and adaptive system modelling.

1.3.3 Delayed N-Path Equation-Error based Adaptive Infinite Impulse Response (DNEEBA-IIR) Digital Filter

The above mentioned decomposition technique can also be applied to an equation-error based adaptive IIR digital filter to obtain the DNEEBA-IIR digital filter structure. In a DNEEBA-IIR digital filter, each of the numerator and the denominator polynomials can be realized by two DNA-FIR structures respectively. By using $2N^2$ DSPs in parallel, the maximum possible throughput rate can be improved by $2N^2$ times compared with a conventional equation-error based adaptive IIR digital filter using one DSP. Simulation results are given to show the performances of the proposed structure for system modelling.

1.3.4 Comparisons between Block Implementation of Adaptive FIR (BIA-
FIR) Digital Filter and Delayed N-Path Adaptive FIR (DNA-FIR) Digital Filter

Based on the conventional adaptive FIR digital filter first presented by Widrow [7], comparison studies have been conducted in the time domain between the block implementation of adaptive FIR digital filter and the delayed N-path adaptive FIR digital filter, in which both structures are realized by parallel digital signal processors. Both structures feature improvement in the system throughput rate compared with the conventional adaptive FIR digital filter, however, the speed gains have been degraded by a certain factor because of the slow convergence of the adaptive algorithm. Simulations have been performed to verify the conclusions obtained through theoretical analyses.

1.3.5 Nonlinear Delayed N-Path Adaptive Finite Impulse Response (NDNA-FIR) Digital Filter

The structure of a NDNA-FIR digital filter is obtained by decomposing a FIR digital filter into N delayed parallel sub-filters which facilitate high speed implementation. Adjustable bipolar sigmoid functions are placed at the output of each sub-filter as well as after the summation of all sub-filters. Applications of this type of nonlinear adaptive digital filters are found for cancelling broadband noise while preserving the sharp edges of a signal. Simulation results show that the NDNA-FIR digital filter outperforms the linear adaptive FIR digital filter and the nonlinear median filter in broadband noise cancellation in terms of convergence speed and the average squared difference between original and recovered signals.
1.3.6 A New Nonlinear Adaptive IIR Digital Filter (NAIIRDF)

The structure and its adaptive algorithm of a nonlinear adaptive IIR digital filter is presented. With the use of a nonlinear sigmoid function at the output, the filter is BIBO stable. The stability analysis has been conducted together with studies on the time domain behavior of filter parameters and coefficients. To improve the convergence speed, the individual parameter adaptation scheme is developed into the adaptive algorithm to optimally adjust each parameter at every iteration. Based on the application in adaptive system identifications of linear IIR digital filters, simulation results obtained show that the new nonlinear adaptive IIR digital filters outperform those of linear adaptive IIR digital filters in terms of convergence speed and final output error residuals.

1.4 Organization of this Dissertation

In Chapter 2, a family of linear delayed N-path adaptive digital filters have been presented. There are four sections in this chapter. Section 2.1 presents the delayed N-path adaptive FIR digital filter, its structure, adaptive algorithm, and applications to adaptive system identifications. The delayed N-path linear phase adaptive FIR digital filter is given in Section 2.2. In this section, design of the structure and derivation of the adaptive algorithm have been detailed. Applications of this type of digital filters are found in adaptive noise cancellation and system modelling. Section 2.3 describes the delayed N-path equation-error based adaptive IIR digital filter. Firstly, it is illustrated that how a DNA-FIR digital filter structure developed in the first section can be adapted
for the realization of the proposed DNEEBA-IIR digital filter structure. Then the adaptive algorithm is derived with a simple variable step coefficient adjustment scheme. Applications of the DNEEBA-IIR digital filters are found in system modelling of both IIR and FIR digital filters. A short conclusion is given in the last section.

Chapter 3 presents comparison studies between block adaptive FIR digital filters and delayed N-path adaptive FIR digital filters. Four sections are included in this chapter. Following a brief introduction of Section 3.1, theoretical analyses and comparison studies are performed in Section 3.2 between block adaptive FIR digital filters and delayed N-path adaptive FIR digital filters. In this section, we first briefly describe the concepts of conventional adaptive FIR digital filters. Based on these concepts, the performances of the delayed N-path adaptive FIR digital filter are analyzed and compared with the block adaptive FIR digital filters. In Section 3.3, simulation results are provided which verify the theoretical analyses obtained. Finally, conclusions are outlined in the forth section.

The basic advantage of linear digital filtering is its simplicity in design and implementation. In some circumstances, the performances of nonlinear digital filtering are better than those of the linear digital filtering. In Chapter 4, a nonlinear delayed N-path adaptive digital filter is presented for broadband noise cancellation. Following an introduction section, the structure is described in Section 4.2 and the adaptive algorithm is derived in Section 4.3. Simulation results in broadband noise cancellation are given
in Section 4.4, which is followed by the last section on conclusions.

In Chapter 5, a BIBO stable nonlinear adaptive IIR digital filter is presented. The motivation of this piece of research is expressed in the first section. In Section 5.2, we first present the structure of this nonlinear adaptive digital filter and then derive the adaptive algorithm for this structure. Analyses of stability and time domain performance of the coefficients and parameters are performed in Section 5.3. An individual parameter adaptation scheme for this adaptive digital filter is developed in Section 5.4. Simulation results for the adaptive system modelling and conclusions are given in the last two sections respectively.
Chapter 2

DELAYED N-PATH ADAPTIVE DIGITAL FILTERS

In this chapter, we present a family of linear delayed N-path adaptive digital filters for high speed adaptive digital signal processing. Structures and adaptive algorithms are developed for each member of the family. Simulation results are performed in applications to adaptive system identifications and adaptive noise cancellation.

2.1 Delayed N-Path Adaptive FIR (DNA-FIR) Digital Filter

2.1.1 Introduction

Adaptive FIR digital filters are fundamental to adaptive digital signal processing. Their behavior and adaptation strategies, as well as their implementations, have received considerable attention [2,7-8]. The merit of FIR digital filters lies in that they are easy to be realized and they are inherently stable which is not the case for IIR digital filters. Adaptive FIR digital filters usually provide good convergence performance. With a FIR digital filter of modest order, the misadjustment is fairly small and a reasonably fast convergence speed can be obtained. So far, adaptive FIR digital filters have found many
practical applications such as seismic exploration, signal detection, parameter estimation, echo cancellation and noise cancellation [2,7-8,37-38].

High speed adaptive FIR digital filtering can be obtained based on the structure of delayed multi-path realization of digital filters [16-18]. The resultant digital filters are called delayed N-path adaptive FIR (DNA-FIR) digital filters. There are a number of adaptive algorithms which can be used in the adaptation of an adaptive filter. Among these, the least-mean-square (LMS) algorithm [2,7-8] is popular because of its simplicity and ease of computation. The LMS algorithm is used here to illustrate the performance of the proposed DNA-FIR digital filters. Simulation results using the DNA-FIR digital filters are given following the derivation of its structure and adaptive algorithm.

2.1.2 Structure and Adaptive Algorithm of DNA-FIR Digital Filter

In many circumstances, the approach of adaptive filtering can be viewed from the point of system identification or system modelling (i.e., imitating the behaviors of a physical dynamic system which can be regarded as an unknown system, or "plant"), as shown in Fig. 2.1. In the following, we will discuss the problem based on this type of modelling structure.

Consider the transfer function of an adaptive FIR digital filter at a discrete-time k as
\[ H_k(z^{-1}) = \sum_{m=0}^{M-1} h_k(m)z^{-m} \] (2.1)

Fig. 2.1  Block diagram of adaptive system modelling

Eqn. 2.1 can be decomposed into the following format which is suitable for delayed N-path realization, i.e.,

\[ H_k(z^{-1}) = \sum_{i=0}^{N-1} H_{l,k}(z^{-i})z^{-i} \] (2.2)

where
\[ H_{i,k}(z^{-N}) = \sum_{i=0}^{L} h_k(iN+i)z^{-iN} \]  \hspace{1cm} (2.3)

and

\[ L_i = \left\lceil \frac{M}{N} \right\rceil \hspace{1cm} \text{for} \ i = 0, 1, \ldots, J-1 \]  \hspace{1cm} (2.4a)

\[ L_i = \left\lceil \frac{M}{N} \right\rceil - 1 \hspace{1cm} \text{for} \ i = J, J+1, \ldots, N-1 \]  \hspace{1cm} (2.4b)

\[ J = (M)_N \]  \hspace{1cm} (2.4c)

where in eqns. 2.4a and 2.4b, \( [M/N]^+ \) represents the least integer greater than or equal to \( M/N \). \((M)_N\) in eqn. 2.4c means \( M \) mod \( N \). The block diagram for such a delayed \( N \)-path realization is shown in Fig. 2.2.

Denoting the input signal, \( x(k) \), and the output signal, \( y(k) \), and their \( z \)-transforms as \( X(z^{-1}) \) and \( Y(z^{-1}) \) respectively, we shall have the following input-output relationships

\[ Y(z^{-1}) = H_k(z^{-1})X(z^{-1}) \]

\[ = \sum_{i=0}^{N-1} H_{i,k}(z^{-N})z^{-i}X(z^{-1}) \]  \hspace{1cm} (2.5)

\[ = \sum_{i=0}^{N-1} Y_i(z^{-1}) \]

where

\[ Y_i(z^{-1}) = H_{i,k}(z^{-N})X(z^{-1})z^{-i} \]  \hspace{1cm} (2.6)

is the \( z \)-transform of \( y_i(k) \) which is the output of the \( i \)th path as shown in Fig. 2.2.
Fig. 2.2 DNA-FIR digital filter structure
Substituting eqn. 2.3 into eqn. 2.6 and taking the inverse z-transform, we obtain

\[ y_i(k) = \sum_{l=0}^{L_i} h_i(lN+i)x(k-lN-i) \]  \hspace{1cm} (2.7)

and taking the inverse z-transform of eqn. 2.5, we obtain

\[ y(k) = \sum_{i=0}^{N-1} y_i(k) \]  \hspace{1cm} (2.8)

Let \(d(k)\) and \(v(k)\) represent, respectively, the desired output and the measurement noise at a discrete time \(k\), the instantaneous squared error is

\[ e^2(k) = [d(k) + v(k) - y(k)]^2 \]  \hspace{1cm} (2.9)

Define the change of a coefficient, \(\Delta h_i(lN+i)\), as

\[ \Delta h_i(lN+i) = -\mu \frac{\partial e^2(k)}{\partial h_i(lN+i)} \]  \hspace{1cm} (2.10)

where \(\mu\) is the convergence constant or step size parameter. From eqns. 2.9 - 2.10, we obtain

\[ h_{i+1}(lN+i) = h_i(lN+i) + 2\mu e(k)\alpha(k, lN+i) \]  \hspace{1cm} (2.11)

for \(i = 0, 1, ..., N-1; \ l = 0, 1, ..., L_i\)

where

\[ \alpha(k, lN+i) = \frac{\partial y(k)}{\partial h_i(lN+i)} \]  \hspace{1cm} (2.12)

From eqns. 2.12, 2.8, and 2.7, we obtain
As we can see from Fig. 2.2, the proposed DNA-FIR digital filter structure consists of N paths. In actual realization, each path can be realized using N DSPs such that each DSP is used to realize a variable coefficient sub-filter and its adaptive algorithm. The sampling rate of each DSP can be N times slower than that of the direct form adaptive FIR digital filter, whereas the number of coefficients to be updated in each DSP is equal to or less than 1/N that of the number of coefficients in the direct form adaptive FIR digital filter realized using one DSP. Using an identical sampling rate (where the maximum speed limit is imposed by the currently available DSPs) in all the \( N^2 \) DSPs of a DNA-FIR digital filter and in the only one DSP of a direct form adaptive FIR digital filter, the overall maximum throughput rate of the DNA-FIR digital filter structure can be increased up to \( N^2 \) times.

2.1.3 Simulation Results

Three plants \( A_1(z^{-1}) \), \( A_2(z^{-1}) \), and \( A_3(z^{-1}) \), of orders 24, 48, and 96 respectively, are to be modelled by the DNA-FIR filter structures with 1-path (equivalent to the direct form structure), 2-path, 5-path, and 8-path realizations. The values of plant coefficients are randomly chosen to be within \( \pm 1 \). In all simulations, the initial coefficient values were set to 0.0. The input signal \( x(k) \) was a white random sequence with a mean value of 0 and a variance of 1/12.
Table 2.1 summarizes the first group of simulation results without a measurement noise in terms of the number of iterations needed to converge to a specified stopping criterion. The convergence constant, \( \mu \), used in this table was \( 1.0 \times 10^{-2} \) and the stopping criterion was set to \( 1.0 \times 10^{-6} \) which measured the average squared output error over 24, 48, and 96 samples for \( A_1(z^{-1}) \), \( A_2(z^{-1}) \), and \( A_3(z^{-1}) \), respectively.

Table 2.1:  Convergence performance in terms of number of iterations of DNA-FIR structures without measurement noise.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Stopping Criterion</th>
<th>1-path</th>
<th>2-path</th>
<th>5-path</th>
<th>8-path</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1(z^{-1}) )</td>
<td>( 1.0 \times 10^{-6} )</td>
<td>7920</td>
<td>15552</td>
<td>38320</td>
<td>60240</td>
</tr>
<tr>
<td>( A_2(z^{-1}) )</td>
<td>( 1.0 \times 10^{-6} )</td>
<td>8304</td>
<td>17040</td>
<td>42210</td>
<td>65328</td>
</tr>
<tr>
<td>( A_3(z^{-1}) )</td>
<td>( 1.0 \times 10^{-6} )</td>
<td>9216</td>
<td>18336</td>
<td>46170</td>
<td>72288</td>
</tr>
</tbody>
</table>

Table 2.2 summarizes the second group of simulation results with an added measurement noise \( v(k) \). \( v(k) \) is a white random sequence with 0 mean value and \( 1/48 \) variance value which is independent of \( x(k) \). The convergence constant, \( \mu \), was also \( 1.0 \times 10^{-2} \). The stopping criteria were set to \( 1.5 \times 10^{-2}, 1.5 \times 10^{-2}, \) and \( 2.0 \times 10^{-2} \) for \( A_1(z^{-1}) \), \( A_2(z^{-1}) \), and \( A_3(z^{-1}) \), which measured the average squared output error over 24, 48, and 96 samples, respectively.

For illustration, Figs. 2.3-2.5 show, respectively, the curves of average squared
output error of \( e(k) \) versus the number of iterations \( k \) for the delayed 2-path modelling of \( A_1(z^1) \), the delayed 5-path modelling of \( A_2(z^1) \) and the delayed 8-path modelling of \( A_3(z^1) \) of Table 2.2. The final output error residuals were due to the input measurement noise. Other average squared output error curves are similar and are not shown here.

Table 2.2: Convergence performance in terms of number of iterations of DNA-FIR structures with measurement noise.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Stopping Criterion</th>
<th>1-path</th>
<th>2-path</th>
<th>5-path</th>
<th>8-path</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_1(z^1) )</td>
<td>( 1.5 \times 10^{-2} )</td>
<td>3864</td>
<td>7368</td>
<td>12780</td>
<td>23760</td>
</tr>
<tr>
<td>( A_2(z^1) )</td>
<td>( 1.5 \times 10^{-2} )</td>
<td>4128</td>
<td>9216</td>
<td>16965</td>
<td>36768</td>
</tr>
<tr>
<td>( A_3(z^1) )</td>
<td>( 2.0 \times 10^{-2} )</td>
<td>6336</td>
<td>9216</td>
<td>22705</td>
<td>34656</td>
</tr>
</tbody>
</table>

It can be seen from Tables 2.1 and 2.2 that the number of iterations needed for the DNA-FIR structure were more than those for the direct form structure (i.e., with 1-path). Under the worst situation, the number of iterations of a DNA-FIR structure could be around \( N \) times that of the direct form structure. However, as \( N^2 \) times maximum throughput rate improvement can be achieved using the DNA-FIR structure, the convergence time needed by the DNA-FIR structure can be at least \( N \) times less than that required by the direct form structure. In chapter 3, we will have detailed discussions on how the adaptive algorithm would affect the processing speed of this type of adaptive digital filters.
Fig. 2.3  Average squared output error of D2A-FIR modelling of $A_i(z^i)$
Fig. 2.4 Average squared output error of D5A-FIR modelling of $A_2(z^{-1})$
Fig. 2.5 Average squared output error of D8A-FIR modelling of $A_3(z^{-1})$
2.1.4 Conclusions

A DNA-FIR digital filter structure and its adaptive algorithm have been developed which can be realized by $N^2$ DSPs, and is applicable to any $N$-path ($N \geq 2$) realization. The maximum throughput rate can be $N^2$ times that of the direct form FIR adaptive digital filter realized using one DSP. Simulation results have shown that this type of adaptive digital filters performs very well in the application to adaptive system modelling.

2.2 Delayed N-Path Adaptive Linear Phase FIR (DNALP-FIR) Digital Filter

2.2.1 Introduction

While adaptive digital filtering is finding applications in such diverse fields as communications, radar, sonar, seismology, and biomedical engineering, adaptive digital filtering with linear phase characteristics constitutes an important class of filters in adaptive digital signal processing. It is because linear phase filtering causes no harmonic distortion to an input signal in circumstances where frequency dispersion due to phase nonlinearity is undesirable. For examples:

- A digital communication signal passing through an adaptive FIR equalization filter with nonlinear phase characteristic will suffer an increased intersymbol interference level and degraded detectability. With linear phase filtering, a spectral estimation technique has been developed for high resolution harmonic
analysis, when a process under measurement contains an unknown number of sinusoids of unknown frequencies and amplitudes [39].

- In spread-spectrum communications, linear phase adaptive filtering is applied for the suppression of a strong interfering signal due to jamming, to other users in the channel, or to multipath propagation, as well as for achieving low probability of intercept communications. It also makes privacy message transmission possible [40].

- The possibility of exactly linear phase processing is often useful in data transmission and speech processing applications where precise time alignment is essential [41].

- Adaptive linear phase digital filtering has also been used extensively in adaptive line enhancement, adaptive noise cancellation, linear phase modelling and system identification [42-43].

- Some other typical applications of practical interest include design of one dimensional and multidimensional frequency selective filters for speech processing, geophysical and seismic processing, image analysis, and adaptive arrays in radar systems. In some circumstances, the linear phase property is intrinsic to the problem itself as in maximum entropy spectral estimation [44]. In [45-47], a number of algorithms were introduced for efficient computation of adaptive linear phase FIR digital filters.
Based on the idea of the delayed 2-path linear phase FIR structure advanced in [18, 48-49], a high speed delayed N-path adaptive linear phase FIR (DNALP-FIR) digital filtering structure is proposed in the following. By applying the symmetry property of the filter coefficients to the realization of delayed N-path scheme, the maximum throughput rate of the present system using $N^2$ digital signal processors (DSPs) can be increased by a factor of $2N^2$ compared to that of a direct realization using one digital signal processor (DSP).

2.2.2 Structure of Delayed N-Path Linear Phase FIR Digital Filter

This section presents the realization of DNALP-FIR digital filters which exploits the symmetry property of the filter coefficients. Consider the transfer function of a FIR adaptive digital filter at a discrete time $k$ as

$$H_k(z^{-1}) = \sum_{m=0}^{M-1} h_k(m)z^{-m}$$

(2.14)

Eqn. 2.14 is called a linear phase transfer function if

$$h_k(m) = \pm h_k(M-1-m)$$

for $m = 0, 1, \ldots, (M/2)-1$ when $M$ even

(2.15)

or for $m = 0, 1, \ldots, (M-1)/2$ when $M$ odd

In eqn. 2.15, the positive sign corresponds to the case of even symmetry and the negative sign corresponds to the case of odd symmetry in the impulse responses. In the following, the realization of the delayed N-path structure will be presented for both even $M$ and odd $M$ cases followed by an illustrative example.
2.2.2.1 Even M Delayed N-Path Linear Phase FIR Digital Filter Structure

By using the symmetry property, eqn. 2.14 can be decomposed into the following form which is suitable for delayed N-path realization, i.e.,

$$H_k(z^{-1}) = \sum_{i=0}^{N-1} H_{i,k}(z^{-N})_{EK}z^{-i} \quad (2.16)$$

where

$$H_{i,k}(z^{-N})_{EK} = \sum_{i=0}^{K-1} h_k(ln+i)_{EK}z^{-(M-1-2ln-1)} \quad (2.17)$$

The subscript E represents even M and the subscript K can be E for even symmetry and O for odd symmetry. For a particular i, i = 0, 1, ..., N-1, K, is the largest integer satisfying

$$(k_i - 1)N + i \leq M/2 - 1 \quad (2.18)$$

and

$$h_k(m)_{EK} = h_k(m) \quad for \ m = 0, 1, ..., M/2-1 \quad (2.19)$$

Actually, for even M, the coefficients of the transfer function can be arranged as in Table 2.3 (the subscript k has been omitted for convenience).

Because of the symmetry property of the filter coefficients, every two coefficients in the same column are equal to each other for even symmetry or have the same absolute value but opposite signs for odd symmetry. Hence, only the coefficients in the first row are of interest to the realization of the delayed N-path scheme. Starting from h(0), the
coefficients in every $N$ columns are selected to form $H_{0A}(z^{-N})_{BE}$ in eqn. 2.17 for the 1st path as shown in Fig. 2.6. The 2nd path, 3rd path, ..., and Nth path can be realized in a similar manner by starting from $h(1)$, $h(2)$, ..., and $h(N-1)$ respectively as indicated in Table 2.3. Each path carries its own shifted delays based on eqn. 2.17 and does not necessarily have the same number of coefficients since $K_i$ in eqn. 2.17 may vary by one for $i = 0, 1, ..., N-1$.

Table 2.3: Coefficient configuration for the even $M$ case and $N$-path realization

<table>
<thead>
<tr>
<th>1st Path</th>
<th>2nd Path</th>
<th>Nth Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h(0)$</td>
<td>$h(1)$</td>
<td>$h(N)$</td>
</tr>
<tr>
<td>$h(M-1)$</td>
<td>$h(M-2)$</td>
<td>$h(M-N)$</td>
</tr>
<tr>
<td>$h(0)$</td>
<td>$h(1)$</td>
<td>$h(N)$</td>
</tr>
<tr>
<td>$h(M-1)$</td>
<td>$h(M-2)$</td>
<td>$h(M-N)$</td>
</tr>
</tbody>
</table>

...
2.2.2.2 Odd M Delayed N-Path Linear Phase FIR Digital Filter Structure

For odd M, eqn. 2.14 can be decomposed as

$$H_k(z^{-1}) = \sum_{i=1}^{N-1} H_{i,k}(z^{-N})_{ok} z^{-i}$$  \hspace{1cm} (2.20)

where

$$H_{i,k}(z^{-N})_{ok} = \sum_{i=0}^{K_i-1} h_k((N+i)_{ok} z^{-N}[1 \pm z^{-i(M-1-2(N+i))}]$$  \hspace{1cm} (2.21)

The subscript \(k\) represents odd M and the subscript \(K\) can be \(E\) for even symmetry and \(O\) for odd symmetry. For a particular \(i\), \(i = 0, 1, \ldots, N-1\), \(K_i\) is the largest integer satisfying

$$(K_i - 1)N + i \leq (M-1)/2$$  \hspace{1cm} (2.22)

For even symmetry, we have

$$h_k(m)_{oe} = h_k(m) \quad \text{for } m = 0, 1, \ldots, (M-3)/2$$  \hspace{1cm} (2.23a)

and

$$h_k((M-1)/2)_{oe} = h_k((M-1)/2)/2$$  \hspace{1cm} (2.23b)

and for odd symmetry we have

$$h_k(m)_{oo} = h_k(m) \quad \text{for } m = 0, 1, \ldots, (M-1)/2$$  \hspace{1cm} (2.23c)
Fig. 2.6  Block diagram of DNALP-FIR digital filter for adaptive noise cancellation (where J can be E for even M and O for odd M; K can be E for even symmetry and O for odd symmetry)
The coefficients of the transfer function can be arranged as in Table 2.4 (the subscript k has been dropped off again for convenience).

<table>
<thead>
<tr>
<th>Nth Path</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd Path</td>
<td></td>
</tr>
<tr>
<td>1st Path</td>
<td></td>
</tr>
</tbody>
</table>

\[
\begin{align*}
    &h(0) \ h(1) \ ... \ h(N-1) \ h(N) \ h(N+1) \ ... \ h(2N-1) \ ... \ h\left(\frac{M-3}{2}\right) \\
    &h(M-1) \ h(M-2) \ ... \ h(M-N) \ h(M-N-1) \ h(M-N-2) \ ... \ h(M-2N) \ ... \ h\left(\frac{M+1}{2}\right)
\end{align*}
\]

Because of the symmetry property, every two coefficients in the same column are equal to each other for even symmetry or have the same absolute value but opposite signs for odd symmetry (h((M-1)/2) = 0 can be expected for odd symmetry). Hence, the first row coefficients can be used to contrive the delayed N-path structure. In a similar manner as the even M case, \( H_{ik}(z^N)_{ok} \) in eqn. 2.21, for \( i = 0, 1, ..., N-1 \), can be formed by selecting coefficients in every N columns started from \( h(0) \), and then \( h(1) \), ..., and \( h(N-1) \) respectively. Each path has its shifted delays as expressed in eqn. 2.21. The number of coefficients of different paths may vary by one.
2.2.2.3 Example

For an example, a 19th-order (M=20) even symmetry linear phase FIR transfer function is to be decomposed into a 3-path structure, i.e., N=3. According to Table 2.3, the coefficients can be arranged as shown in Table 2.5 (the subscript k has been omitted again for convenience).

Hence, we obtain the following equations according to eqn. 2.17:

\[
H_{0,k}(z^{-3})_{EE} = h_k(0)[1 + z^{-19}] + h_k(3)[1 + z^{-13}]z^{-3} \\
+ h_k(6)[1 + z^{-7}]z^{-6} + h_k(9)[1 + z^{-1}]z^{-9}
\]

\[
H_{1,k}(z^{-3})_{EE} = h_k(1)[1 + z^{-17}] + h_k(4)[1 + z^{-11}]z^{-3} \\
+ h_k(7)[1 + z^{-5}]z^{-6}
\]

\[
H_{2,k}(z^{-3})_{EE} = h_k(2)[1 + z^{-15}] + h_k(5)[1 + z^{-9}]z^{-3} \\
+ h_k(8)[1 + z^{-3}]z^{-6}
\]

and

\[
H_k(z^{-1}) = H_{0,k}(z^{-3})_{EE} + z^{-1}H_{1,k}(z^{-3})_{EE} + z^{-2}H_{2,k}(z^{-3})_{EE}
\]

This resultant delayed 3-path linear phase FIR digital filter structure is shown in Fig. 2.7.
Table 2.5: Coefficient configuration for the example of 19th-order and 3-path realization

As shown in Fig. 2.6, the proposed structure consists of N paths for an N-path configuration. In actual realization, each path can be realized using N DSPs. In the N-path case, the sampling rate of the signal processing through each DSP is N times slower than that of a conventional adaptive structure. Due to the symmetry property of the coefficients, the number of coefficients each DSP processes is 1/(2N) times (or less than) that of the number of coefficients in a conventional adaptive filter structure realized using one DSP. Hence, the overall maximum throughput rate of the structure can be improved by 2N^2 times, which has been further increased by a factor of 2 compared to the case without using the property of coefficient symmetry.
Fig. 2.7 Structure of a 19th-order delayed 3-path even symmetry linear-phase FIR digital filter
2.2.3 Adaptive Algorithm of DNALP-FIR Digital Filter

2.2.3.1 Even M DNALP-FIR Digital Filter

As shown in Fig. 2.6, denote the input signal, x(k), the output signal, y(k), and their z-transforms as X(z\(^{-1}\)) and Y(z\(^{-1}\)) respectively, we have the following input-output relationships

\[
Y(z^{-1}) = H_{k}(z^{-1})X(z^{-1})
\]

\[
= \sum_{i=0}^{N-1} H_{i, k}(z^{-i})_{E_X} z^{-i}X(z^{-1})
\]

\[
= \sum_{i=0}^{N-1} Y_{i}(z^{-1})
\]

where

\[
Y_{i}(z^{-1}) = H_{i, k}(z^{-i})_{E_X} z^{-i}X(z^{-1})
\]  \hspace{1cm} (2.25)

is the z-transform of y_i(k) which is the output of the ith path as shown in Fig. 2.6.

Substituting eqn. 2.17 into eqn. 2.25 and taking the inverse z-transform, we obtain

\[
y_i(k) = \sum_{l=0}^{K-1} h_i(lN\cdot i)_{E_X} [x(k-lN-i) \pm x(k-M+l+1-lN\cdot i)]
\]  \hspace{1cm} (2.26)

and taking the inverse z-transform of eqn. 2.24, we have

\[
y(k) = \sum_{i=0}^{N-1} y_i(k)
\]  \hspace{1cm} (2.27)

Let d(k) represent the desired output at discrete time k, the instantaneous squared error
is

\[ e^2(k) = (d(k) - y(k))^2 \]  \hspace{1cm} (2.28)

Using the LMS method, we define

\[ h_{k+N}(lN+i)_{EK} = h_k(lN+i)_{EK} + 2\mu e(k)\alpha(k, lN+i) \]  \hspace{1cm} (2.29)

for \( i = 0, 1, ..., N-1; \quad l = 0, 1, ..., K_i-1 \)

where \( \mu \) is the convergence constant, and

\[ \alpha(k, lN+i) = \frac{\partial y(k)}{\partial h_k(lN+i)_{EK}} \]  \hspace{1cm} (2.30)

Differentiating eqn. 2.26 and 2.27 with respect to \( h_k(lN+i)_{EK} \), we have

\[ \alpha(k, lN+i) = x(k-lN-i) \pm x(k-M+1+lN+i) \]  \hspace{1cm} (2.31)

### 2.2.3.2 Odd M DNALP-FIR Digital Filter

As shown in Fig. 2.6, we obtain

\[ Y(z^{-1}) = H_k(z^{-1})X(z^{-1}) \]

\[ = \sum_{i=0}^{N-1} H_{i,k}(z^{-N})_{OK}z^{-i}X(z^{-1}) \]  \hspace{1cm} (2.32)

\[ = \sum_{i=0}^{N-1} Y_i(z^{-1}) \]

where
\[ Y(z^{-1}) = H_{l, k}(z^{-1}) \rho_{ok} z^{-1} X(z^{-1}) \]  

(2.33)

Substituting eqn. 2.21 into eqn. 2.33 and taking the inverse z transform, we obtain

\[ y(k) = \sum_{i=0}^{K-1} h_k(lN+i)_{ok} \left[ x(k-lN-i) \pm x(k-M+1+lN+i) \right] \]  

(2.34)

Taking the inverse z-transform of eqn. 2.32, we have

\[ y(k) = \sum_{i=0}^{N-1} y_i(k) \]  

(2.35)

Define the instantaneous squared error as

\[ e^2(k) = [d(k) - y(k)]^2 \]  

(2.36)

Based on the LMS method, we have

\[ h_{k,M}(lN+i)_{ok} = h_k(lN+i)_{ok} + 2\mu e(k)\alpha(k, lN+i) \]  

for \( i = 0, 1, ..., N-1; \quad l = 0, 1, ..., K-1 \)  

(2.37)

where \( \mu \) is the convergence constant, and

\[ \alpha(k, lN+i) = \frac{\partial y(k)}{\partial h_k(lN+i)_{ok}} \]  

(2.38)

Hence from eqn. 2.34 and 2.35, eqn. 2.38 becomes

\[ \alpha(k, lN+i) = x(k-lN-i) \pm x(k-M+1+lN+i) \]  

(2.39)

We can see from the above derivations for both the even M and odd M cases that the updates of the filter coefficients are divided into N groups which are to be performed
by N different DSPs located in the N paths. Each sub-filter in a path has \(1/(2N)\) times (or less than) coefficients to be updated as compared to that of the total coefficients of the filter. Actually, each DSP is expected to realize both the variable coefficient filter and the adaptive algorithm. Hence, the maximum throughput rate of the overall adaptive digital filtering system can be increased to \(2N^2\) times compared to that of a conventional direct realization using one DSP.

2.2.4 Simulation Results

2.2.4.1 Application to Adaptive Noise Cancellation

In this section, simulation results are given on the use of the proposed filter structure for adaptive noise cancellation [7]. In many situations, a periodic signal of interest is corrupted by a broadband signal or white noise, while the reference signal is not available. In this circumstance, the block diagram of Fig. 2.6 can be employed which is capable of extracting a periodic signal from broadband noise. The periodic signal and broadband interference constitute the desired signal \(d(k)\) which is also the primary input to the canceller. A fixed delay \(c\) is inserted in a reference input drawn directly from the primary input, the output of which shall form the input signal \(x(k)\) to the adaptive filter. The output of the adaptive filter \(y(k)\) is expected to be a close replica of the input periodic signal after convergence.

*Example 1:* Fig. 2.8a shows the original sinusoidal signal and Fig. 2.8b shows the corrupted input signal which is the sinusoidal signal in Fig. 2.8a contaminated by
10% white noise; Fig. 2.8c shows the filtered sinusoidal signal; and Fig. 2.8d shows the squared output error curve.

In the simulations, an 11th-order filter with a delayed 4-path even symmetry structure was used as the self-tuning adaptive noise canceller. The delay was set to 4 and the convergence constant was $1.0 \times 10^{-5}$. The initial filter coefficients were set to 0.0. After 60000 iterations, the average squared output error over 2000 iterations fell below $1.435 \times 10^{-5}$.

**Example 2:** Fig. 2.9 shows another example based on a sawtooth signal. Fig. 2.9a is the original sawtooth signal and Fig. 2.9b shows the input sawtooth signal corrupted by 10% white noise; Fig. 2.9c shows the recovered sawtooth signal; and Fig. 2.9d shows the squared output error curve.

An 11th-order filter with a delayed 2-path even symmetry structure was used to perform adaptive noise cancellation. The delay was set to 4 and the convergence constant was $1.0 \times 10^{-5}$. The initial filter coefficients were set to 0.0. After 90000 iterations, the average squared output errors over 2000 samples fell below $3.08 \times 10^{-5}$. 
(a) Original sinusoidal signal
(b) Corrupted input signal
(c) Recovered sinusoidal signal
Fig. 2.8 Application of DNALP-FIR digital filter to adaptive noise cancellation of sinusoidal signal (11th-order, 4-path, even symmetry)
(a) Original sawtooth signal
(b) Corrupted input signal
(c) Recovered sawtooth signal
(d) Squared output error

Fig. 2.9 Application of DNALP-FIR digital filter to adaptive noise cancellation of sawtooth signal (11th-order, 2-path, even symmetry)
2.2.4.2 Application to Adaptive System Modelling

Fig. 2.10 Block diagram of DNALP-FIR digital filter for adaptive system modelling
(where J can be E for even M and O for odd M; K can be E for even symmetry and O for odd symmetry)
Adaptive system modelling, or adaptive system identification, is another important application area of adaptive filters. Fig. 2.10 shows the block diagram of DNALP-FIR digital filter for adaptive modelling of linear phase systems. In light of this application, \( d(k) \) represents the output of the unknown system with input signal \( x(k) \), which is also the input signal to the adaptive filter. \( e(k) \) represents the difference between \( d(k) \) and \( y(k) \) as shown in Fig. 2.10.

**Example 1:** An 11th-order even symmetry linear phase FIR digital filter

\[
H_1(z^{-1}) = 0.1159 + 0.0643z^{-1} - 0.4274z^{-3} - 0.0127z^{-5} \\
- 0.0750z^{-4} - 0.4331z^{-6} - 0.4331z^{-8} - 0.0750z^{-7} \\
- 0.0127z^{-8} - 0.4274z^{-9} + 0.0643z^{-10} + 0.1159z^{-11}
\]

is to be modelled by the DNALP-FIR digital filter with \( N=2 \). The output error curve is shown in Fig. 2.11. In this example, the input signal \( x(k) \) is a white random sequence with mean value of 0 and variance of 1/12. All the initial weight values were set to 0 and the convergence constant was 0.1. The estimated coefficients after 716 iterations with the output error falling below \( 1.0 \times 10^{-7} \) are

Path 1:

\[
\begin{align*}
h(0) &= 0.1159281143 \\
h(1) &= 0.0643419902 \\
h(2) &= -0.4273836326 \\
h(3) &= -0.0127506164 \\
h(4) &= -0.0750226942 \\
h(5) &= -0.4331130216
\end{align*}
\]
Path 2:

\[
\begin{align*}
    h(0) &= 0.1159250814 & h(1) &= 0.0643426474 \\
    h(2) &= -0.4273885084 & h(3) &= -0.0127460453 \\
    h(4) &= -0.0750265289 & h(5) &= -0.4331121956
\end{align*}
\]

Example 2: A 24th-order even symmetry linear phase FIR digital filter

\[
H_2(z^{-1}) = -0.075695 + 0.201699z^{-1} + 0.473032z^{-2} + 0.348487z^{-3} - 0.346237z^{-4} - 0.056987z^{-5} + 0.460028z^{-6} - 0.245313z^{-7} + 0.333599z^{-8} + 0.208192z^{-9} - 0.249571z^{-10} - 0.374330z^{-11} + 0.494087z^{-12} - 0.374330z^{-13} - 0.249571z^{-14} + 0.208192z^{-15} + 0.333599z^{-16} - 0.245313z^{-17} + 0.460028z^{-18} - 0.056987z^{-19} - 0.346237z^{-20} + 0.348487z^{-21} + 0.473032z^{-22} + 0.201699z^{-23} - 0.075695z^{-24}
\]

is to be modelled by a delayed 5-path structure. Fig. 2.12 shows the output error curve.

The input signal x(k) is a white random sequence with mean value of 0 and variance of 1/12. All the initial weight values were set to 0 and the convergence constant was 0.1. The final estimated coefficients after 4390 iterations with the output error falling below 1.0x10^{-7} are
Path 1:

\[
\begin{align*}
    h(0) &= -0.0756950123 & h(1) &= 0.2016992377 \\
    h(2) &= 0.4730319768 & h(3) &= 0.3484869265 \\
    h(4) &= -0.3462371581 & h(5) &= -0.0569867848 \\
    h(6) &= 0.4600277083 & h(7) &= -0.2453127287 \\
    h(8) &= 0.3335990980 & h(9) &= 0.2081918509 \\
    h(10) &= -0.2495708887 & h(11) &= -0.3743295497 \\
    h(12) &= 0.4940870675 & \\
\end{align*}
\]

Path 2:

\[
\begin{align*}
    h(0) &= -0.0756950077 & h(1) &= 0.2016993081 \\
    h(2) &= 0.4730320020 & h(3) &= 0.3484869469 \\
    h(4) &= -0.3462371597 & h(5) &= -0.0569867711 \\
    h(6) &= 0.4600277428 & h(7) &= -0.2453126940 \\
    h(8) &= 0.3335991076 & h(9) &= 0.2081918970 \\
    h(10) &= -0.2495708672 & h(11) &= -0.3743295503 \\
    h(12) &= 0.4940869750 & \\
\end{align*}
\]

Path 3:

\[
\begin{align*}
    h(0) &= -0.0756950178 & h(1) &= 0.2016992224 \\
    h(2) &= 0.4730320760 & h(3) &= 0.3484869266 \\
    h(4) &= -0.3462371568 & h(5) &= -0.0569867713 \\
\end{align*}
\]
\[ h(6) = 0.4600277785 \quad h(7) = -0.2453126650 \]
\[ h(8) = 0.3335990543 \quad h(9) = 0.2081918759 \]
\[ h(10) = -0.2495708260 \quad h(11) = -0.3743296161 \]
\[ h(12) = 0.4940869467 \]

**Path 4:**

\[ h(0) = -0.0756950755 \quad h(1) = 0.2016992002 \]
\[ h(2) = 0.4730318833 \quad h(3) = 0.3484868453 \]
\[ h(4) = -0.3462371354 \quad h(5) = -0.0569868757 \]
\[ h(6) = 0.4600276738 \quad h(7) = -0.2453126198 \]
\[ h(8) = 0.3335990719 \quad h(9) = 0.2081918534 \]
\[ h(10) = -0.2495708522 \quad h(11) = -0.3743295948 \]
\[ h(12) = 0.4940869292 \]

**Path 5:**

\[ h(0) = -0.0756950135 \quad h(1) = 0.2016992290 \]
\[ h(2) = 0.4730319805 \quad h(3) = 0.3484869112 \]
\[ h(4) = -0.3462371571 \quad h(5) = -0.0569867757 \]
\[ h(6) = 0.4600277196 \quad h(7) = -0.2453126627 \]
\[ h(8) = 0.3335990880 \quad h(9) = 0.2081918276 \]
\[ h(10) = -0.2495708969 \quad h(11) = -0.3743295746 \]
\[ h(12) = 0.4940869797 \]
Fig. 2.11  Output error of DNALP-FIR digital filter for adaptive system modelling

(11th-order, 2-path, even symmetry)
Fig. 2.12 Output error of DNALP-FIR digital filter for adaptive system modelling
(24th-order, 5-path, even symmetry)
2.2.5 Conclusions

A delayed N-path adaptive linear phase FIR (DNALP-FIR) digital filter structure has been presented in this paper. The proposed filter structure is very useful for high speed adaptive linear phase digital filtering for various applications such as communications, radar, geophysical and seismic processing, and spectrum and image analysis, etc. It can be constructed using $N^2$ DSPs. Based on this structure, an adaptive algorithm has been developed which is applicable to any N-path realization. The maximum throughput rate of the filter can be $2N^2$ times that of a conventional adaptive FIR digital filter realized by one DSP. Simulation results on the use of the proposed structure for adaptive noise cancellation and adaptive system modelling have also been presented.

2.3 Delayed N-Path Equation-Error based Adaptive IIR (DNEEBA-IIR) Digital Filter

2.3.1 Introduction

Considerable effort has been focused on the studies of adaptive IIR digital filtering because of efficiency in terms of reduced filter order [50-52]. However, adaptive IIR digital filters have two disadvantages compared to adaptive FIR digital filters: (1) they become unstable if poles move outside the unit circle during the adaptive process; and (2) their performance surfaces are generally nonquadratic and may even have local minima. So far some methods have been suggested to solve the stability problem inherent
in adaptive IIR digital filters, for examples, [53-55].

In this section, we will present a delayed N-path equation-error based adaptive IIR (DNEEBA-IIR) digital filter. In a DNEEBA-IIR digital filter, each of the numerator and the denominator transfer functions is decomposed into N paths, and each of the N paths is realized by N DSPs. Hence, the overall maximum throughput rate can be improved by $2N^2$ times. The equation-error based IIR digital filter structure [56-57] is used to formulate the DNEEBA-IIR digital filter because the stability problem can be avoided during adaptation.

In the following, we shall describe how a DNA-FIR digital filter structure developed in Section 2.1 can be adapted for the realization of the proposed DNEEBA-IIR digital filter structure. Fig. 2.13 shows the block diagram of equation-error based adaptive IIR digital filter. We can see from Fig. 2.13 that the DNA-FIR digital filter structure can be applied to each of the numerator polynomial $A(z^{-1})$ and the denominator polynomial $B(z^{-1})$ of an equation-error based IIR digital filter to form a DNEEBA-IIR digital filter. In the actual realization, each path has N sub-filters where N DSPs are used to realize both the variable coefficient sub-filter and its adaptive algorithm. In this case, $2N^2$ DSPs are needed in a DNEEBA-IIR digital filter structure, where $N^2$ DSPs are used for $A(z^{-1})$ and other $N^2$ DSPs are used for $B(z^{-1})$.

A simple variable step algorithm is adopted here instead of the conventional LMS
algorithm where the step parameter $\mu$ is fixed. The step parameter $\mu$ controls the convergence rate of the filter coefficients and also determines the final excess mean square error as compared to the optimal Wiener solution [2. 7-8]. While convergence speed is increased when a large $\mu$ is selected, the misadjustment or error residual is also increased. By using this variable step algorithm, the step parameter $\mu$ is adjusted according to the output equation error. It is initially selected large enough which would result in fast convergence at first, and then it is reduced gradually as output error decreases. Finally a small misadjustment is reached due to a small $\mu$ at the final stage.

![Diagram](image)

**Fig. 2.13** Equation-error based adaptive IIR digital filter
2.3.2 Structure and Adaptive Algorithm of DNEEBAB-IIR Digital Filter

Fig. 2.13 shows the block diagram of an equation-error based adaptive IIR digital filter. \( x(k) \) is the input signal which is to be processed by an unknown plant \( G(z^{-1}) \). The output signal \( d(k) \) of the unknown plant \( G(z^{-1}) \) plus the measurement noise \( v(k) \), and the input signal \( x(k) \) are to be processed, respectively, by the denominator adaptive polynomial, \( B(z^{-1}) \), and the numerator adaptive polynomials, \( A(z^{-1}) \), where

\[
A(z^{-1}) = \sum_{m=0}^{M_a-1} a(m)z^{-m} \tag{2.40a}
\]

and

\[
B(z^{-1}) = 1 + \sum_{m=1}^{M_a-1} b(m)z^{-m} \tag{2.40b}
\]

The squared equation error signal is defined as

\[
e^2(k) = [y(k) - z'(k)]^2 \tag{2.41}
\]

The associated adaptive algorithm adapts the polynomials \( A(z^{-1}) \) and \( B(z^{-1}) \) or the modelling filter \( A(z^{-1})/B(z^{-1}) \) in such a way that \( e^2(k) \) is minimized.

For high speed computation, delayed N-path FIR digital filter structures are used to realize the polynomials \( A(z^{-1}) \) and \( B(z^{-1}) \). Let us rewrite the polynomials \( A(z^{-1}) \) and \( B(z^{-1}) \) at a discrete time \( k \) as

\[
A_k(z^{-1}) = \sum_{m=0}^{M_k-1} a_k(m)z^{-m} \tag{2.42a}
\]

and
\[ B_k(z^{-1}) = \sum_{m=0}^{M_k-1} b_k(m)z^{-m} \]  

(2.42b)

where \( b_k(0) = 1 \). Eqn. 2.42a and 2.42b can be decomposed into the following forms which are suitable for delayed N-path realization, i.e.,

\[ A_k(z^{-1}) = \sum_{i=0}^{N-1} A_{l_k}(z^{-N})z^{-i} \]  

(2.43a)

and

\[ B_k(z^{-1}) = \sum_{i=0}^{N-1} B_{l_k}(z^{-N})z^{-i} \]  

(2.43b)

The expressions of \( A_{l_k}(z^N) \) and \( B_{l_k}(z^N) \) for \( i = 0, 1, \ldots, N-1 \) are given by

\[ A_{l_k}(z^{-N}) = \sum_{j=0}^{L_{l_k}} a_k((N+i)z^{-IN}) \]  

(2.44a)

and

\[ B_{l_k}(z^{-N}) = \sum_{j=0}^{L_{l_k}} b_k((N+i)z^{-IN}) \]  

(2.44b)

where

\[ L_{l_k} = \lfloor M_k/N \rfloor \quad \text{for } i = 0, 1, \ldots, J_A - 1 \]  

(2.45a)

\[ L_{l_k} = \lfloor M_k/N \rfloor - 1 \quad \text{for } i = J_A, J_A + 1, \ldots, N-1 \]  

(2.45b)

\[ J_A = (M_A)_N \]  

(2.45c)

and
\[ L_{bi} = \begin{bmatrix} M_i / N \end{bmatrix}^* \quad \text{for } i = 0, 1, \ldots, J_B - 1 \]  

(2.46a)

\[ L_{ri} = \begin{bmatrix} M_i / N \end{bmatrix}^* - 1 \quad \text{for } i = J_B, J_B + 1, \ldots, N - 1 \]  

(2.46b)

\[ J_B = \left( \begin{bmatrix} M_B \end{bmatrix} \right)_N \]  

(2.46c)

The resultant delayed N-path equation-error based adaptive IIR digital filter structure is shown in Fig. 2.14.

Denoting the z-transform of \( x(k), v(k), d(k), y(k), \) and \( z(k) \) as \( X(z^{-1}), V(z^{-1}), D(z^{-1}), Y(z^{-1}), \) and \( Z(z^{-1}) \), respectively, we have the following relationships

\[ Y(z^{-1}) = B_k(z^{-1})(D(z^{-1}) + V(z^{-1})) \]

\[ = \sum_{i=0}^{N-1} B_{k,i}(z^{-1})z^{-i}(D(z^{-1}) + V(z^{-1})) \]

\[ = \sum_{i=0}^{N-1} Y_i(z^{-1}) \]  

(2.47)

where

\[ Y_i(z^{-1}) = B_{k,i}(z^{-1})(D(z^{-1}) + V(z^{-1}))z^{-i} \]  

(2.48)

is the z-transform of \( y_i(k) \) which is the output of the ith path in \( B_k(z^{-1}) \) as shown in Fig. 2.14. Similarly, we have
Fig. 2.14 DNEEBA-IIR digital filter structure
\[ Z(z^{-1}) = A(z^{-1})X(z^{-1}) \]
\[ = \sum_{i=0}^{N-1} A_{i,k}(z^{-i})z^{-i}X(z^{-1}) \]
\[ = \sum_{i=0}^{N-1} Z_i(z^{-1}) \]

where

\[ Z_i(z^{-1}) = A_{i,k}(z^{-i})X(z^{-1})z^{-i} \]

is the z-transform of \( z_i(k) \) which is the output of the ith path in \( A_k(z^{-1}) \) as shown in Fig. 2.14.

Substituting eqns. 2.44b and 2.44a into eqns. 2.48 and 2.50, respectively, and then taking their inverse z-transforms, we obtain

\[ y_i(k) = \sum_{i=0}^{L_w} b_k(iN+i)(d(k-iN+i) + v(k-iN+i)) \]

(2.51)

and

\[ z_i(k) = \sum_{i=0}^{L_w} a_k(iN+i)x(k-iN+i) \]

(2.52)

Taking the inverse z-transform of eqns. 2.47 and 2.49, we obtain

\[ y(k) = \sum_{i=0}^{N-1} y_i(k) \]

(2.53)

and
\[ z(k) = \sum_{i=0}^{N-1} z_i(k) \]  
\[ (2.54) \]

Substituting eqns. 2.53 and 2.54 into eqn. 2.41, we get the instantaneous equation error as

\[ e^2(k) = \sum_{i=0}^{N-1} [y_i(k) - z_i(k)]^2 \]  
\[ (2.55) \]

Define the changes of the coefficients, \( \Delta a_k(lN+i) \) and \( \Delta b_k(lN+i) \), as

\[ \Delta a_k(lN+i) = -\mu \frac{\partial e^2(k)}{\partial a_k(lN+i)} \]  
\[ (2.56a) \]

and

\[ \Delta b_k(lN+i) = -\mu \frac{\partial e^2(k)}{\partial b_k(lN+i)} \]  
\[ (2.56b) \]

where \( \mu \) is the convergence constant or step parameter. From eqns. 2.56a and 2.41, we obtain

\[ a_k(lN+i) = a_k(lN+i) + 2\mu e(k) \alpha(k, lN+i) \]  
\[ for \ i = 0, 1, ..., N-1; \ l = 0, 1, ..., L_{\alpha} \]  
\[ (2.57a) \]

and from eqns. 2.56b and 2.41, we obtain

\[ b_k(lN+i) = b_k(lN+i) - 2\mu e(k) \beta(k, lN+i) \]  
\[ for \ i = 0, 1, ..., N-1; \ l = 0, 1, ..., L_{\beta} \]  
\[ (2.57b) \]

where
\[ \alpha(k, \ lN-i) = \frac{\partial z(k)}{\partial a_k(lN+i)} \]  
\hfill (2.58a)

and

\[ \beta(k, \ lN+i) = \frac{\partial y(k)}{\partial b_k(lN+i)} \]  
\hfill (2.58b)

From eqns. 2.54 and 2.52, and eqns. 2.53 and 2.51, we obtain

\[ \alpha(k, \ lN+i) = x(k-lN-i) \]  
\hfill (2.59a)

and

\[ \beta(k, \ lN+i) = d(k-lN-i) + v(k-lN-i) \]  
\hfill (2.59b)

2.3.3 Variable Step Adaptive Algorithm

The conventional LMS algorithm uses a fixed step parameter constant \( \mu \), which controls the convergence rate of the filter coefficients but also determines the final excess mean-square error as compared to the optimal Wiener solution [2, 7-8]. A trade-off is usually necessary to select a constant \( \mu \) so that the convergence speed is not too slow and also the final misadjustment is not too large. However, this does not necessarily work well in all cases. In the following, we suggest a simple variable step method.

In this method, we always fix the step parameter of the numerator polynomial \( A_k(z^{-1}) \) but allow the step parameter of the denominator polynomial \( B_k(z^{-1}) \) to vary. Hence, eqns. 2.57a and 2.57b can be rewritten as follows:
\[ a_{k, l}(IN+1) = a_{k}(IN+1) - 2\mu_{k}c(k)\alpha(k, IN+i) \] 

for \( i = 0, 1, \ldots, N-1; \ l = 0, 1, \ldots, L_{nl} \) (2.60a)

and

\[ b_{k, l}(IN+1) = b_{k}(IN+1) + 2\mu_{k}(k, i)c(k)\beta(k, IN-i) \] 

for \( i = 0, 1, \ldots, N-1; \ l = 0, 1, \ldots, L_{nl} \) (2.60b)

where \( \mu_{k} \) is a constant step parameter for \( A_{k}(z^{i}) \), and \( \mu_{k}(k, i) \) is a variable step parameter for \( B_{k}(z^{i}) \). Initially, we select a sufficiently large parameter for the denominator \( B_{k}(z^{i}) \) as \( \mu_{0}(0, i) = \mu_{0} \), for \( i = 0, 1, \ldots, N-1 \), and then we reduce it gradually as the equation error decreases. This method can be summarized as follows:

\[ \mu_{k}(k, i) = \frac{\mu_{0}(k-1, i)}{2^{i}} \quad \& \quad T_{j+1} = T_{j} + 1 \] 

if \( k = 10j + i \) \quad \& \quad EE_{j} \leq EE_{j-1}/10 \quad (2.61a)

\[ \mu_{k}(k, i) = \mu_{0}(k-1, i) \quad \& \quad T_{j+1} = T_{j} \] 

otherwise (2.61b)

where

\[ EE_{j} = \sum_{i=0}^{9} e^{2}(10j-i) \] 

and \( i = 0, 1, \ldots, N-1; j = 1, 2, \ldots; EE_{0} = 0 \) and \( T_{1} = 1 \).
2.3.4 Simulation Results

Three plants, each represented by a 5th-order IIR digital filter transfer function, are to be modelled by delayed 1-path (i.e., the direct form structure), delayed 2-path, delayed 3-path, and delayed 4-path equation error based adaptive IIR (EEBA-IIR) digital filters. In all the simulations, the input signal x(k) was a white random sequence with a mean value of 0 and a variance of 1/12, and initial coefficients were all set to zeroes.

The first plant to be identified is

\[ H_1(z^{-1}) = \frac{1.0 - 0.5z^{-1} + 0.7z^{-2} + 1.1z^{-3} - 1.3z^{-4} + 0.9z^{-5}}{1.0 - z^{-1} + 0.58z^{-2} - 0.164z^{-3} + 0.0285z^{-4} - 0.0025z^{-5}} \]

The poles of the plant transfer function reside at (0.1±0.2j), (0.3±0.4j), and 0.2.

The second plant is represented by

\[ H_2(z^{-1}) = \frac{1.0 - 0.5z^{-1} + 0.7z^{-2} + 1.1z^{-3} - 1.3z^{-4} + 0.9z^{-5}}{1.0 - 1.6z^{-1} + 1.25z^{-2} - 0.54z^{-3} + 0.1344z^{-4} - 0.01664z^{-5}} \]

The poles of the plant transfer function reside at (0.2±0.3j), (0.4±0.4j), and 0.4.

The third plant has the transfer function

\[ H_3(z^{-1}) = \frac{1.0 - 0.5z^{-1} + 0.7z^{-2} + 1.1z^{-3} - 1.3z^{-4} + 0.9z^{-5}}{1.0 - 1.9z^{-1} + 1.84Z^{-2} - 1.016Z^{-3} + 0.3255Z^{-4} - 0.05125Z^{-5}} \]

with poles residing at (0.3±0.4j), (0.4±0.5j), and 0.5.
Tables 2.6 and 2.7 summarize the obtained simulation results, without and with measurement noise respectively, in terms of the number of iterations needed to converge to the specified stopping criterion. In Table 2.6, the stopping criterion was set to $1.5 \times 10^{-3}$ which measured the average squared output equation error over 20 samples. The convergence constants were set to $\mu_A = 1.0 \times 10^{-1}$, $\mu_{100} = 1.0 \times 10^{-2}$ for $H_1(z)$, $\mu_A = \mu_{100} = 1.0 \times 10^{-2}$ for $H_2(z)$ and $H_3(z)$ respectively. In Table 2.7, due to the presence of the measurement noise, the value of the stopping criterion was increased to $1.5 \times 10^{-2}$, which measured the average squared output error over 20 samples. From Tables 2.6 and 2.7, we can observe that the number of iterations needed for a DNEEBA-IIR structure was larger than that of the conventional equation error based adaptive IIR (CEEBA-IIR) structure. This could be at most $N$ times more than that of the CEEBA-IIR structure. As the maximum throughput rate of a DNEEBA-IIR structure (realized by $2N^2$ DSPs) can be $2N^2$ faster than that of a CEEBA-IIR structure (realized by one DSP), the convergence time needed by the DNEEBA-IIR structure can be $2N$ times less than that of the CEEBA-IIR structure.

Table 2.6: Convergence performance in terms of number of iterations of DNEEBA-IIR structures without measurement noise.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Stopping Criterion</th>
<th>1-path</th>
<th>2-path</th>
<th>3-path</th>
<th>4-path</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1(z^4)$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>1000</td>
<td>1000</td>
<td>1044</td>
<td>1220</td>
</tr>
<tr>
<td>$H_2(z^4)$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>2120</td>
<td>4080</td>
<td>5400</td>
<td>7560</td>
</tr>
<tr>
<td>$H_3(z^4)$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>2240</td>
<td>4060</td>
<td>5940</td>
<td>7560</td>
</tr>
</tbody>
</table>
Table 2.7: Convergence performance in terms of number of iterations of DNEEBA-IIR structures with measurement noise.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Stopping Criterion</th>
<th>1-path</th>
<th>2-path</th>
<th>3-path</th>
<th>4-path</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1(z^{-1})$</td>
<td>$1.5 \times 10^{-2}$</td>
<td>1700</td>
<td>2720</td>
<td>2718</td>
<td>2720</td>
</tr>
<tr>
<td>$H_2(z^{-1})$</td>
<td>$1.5 \times 10^{-2}$</td>
<td>3020</td>
<td>3020</td>
<td>8046</td>
<td>8640</td>
</tr>
<tr>
<td>$H_3(z^{-1})$</td>
<td>$1.5 \times 10^{-2}$</td>
<td>3020</td>
<td>8640</td>
<td>8046</td>
<td>9280</td>
</tr>
</tbody>
</table>

For illustration, Figs. 2.15-2.17 show, respectively, the average squared error versus the number of iterations $k$ for the delayed 2-path modelling of $H_1(z^{-1})$, the delayed 3-path modelling of $H_2(z^{-1})$, and the delayed 4-path modelling of $H_3(z^{-1})$ of Table 2.7. Both the equation-error curve and the real output error curve are shown for each case. Other average squared error curves are similar and are not shown here.

With a measurement noise $v(k)$ added to the output of a plant, a DNEEBA-IIR would result in a biased estimate which is also true in a conventional equation-error based IIR structure. On the other hand, increasing the adaptive filter order could reduce the number of iterations required to converge to the same specified difference between equation error and real error. Table 2.8 summarizes the comparison results where $H_1(z^{-1})$, $H_2(z^{-1})$, and $H_3(z^{-1})$ of Tables 2.6 and 2.7 were modelled respectively by delayed 2-path, delayed 3-path, and delayed 4-path EEBA-IIR digital filter structures of orders 5, 11, and 17. The stopping criteria were set to an average squared error difference between
Fig. 2.15a Average squared equation-error of D2EEBA-IIR modelling of $H_1(z^1)$
Fig. 2.15b  Average squared real output error of D2EEBA-IIR modelling of $H_1(z^T)$
Fig. 2.16a  Average squared equation-error of D3EBA-IIR modelling of $H_2(z^*)$. 
Fig. 2.16b  Average squared real output error of D3EEBA-IIR modelling of $H_2(z)$
Fig. 2.17a  Average squared equation-error of D4EEBA-IIR modelling of $H_5(z^1)$. 
Fig. 2.17b  Average squared real output error of D4EEBA-IIR modelling of $H_3(z^{-1})$
the equation error and real error of 1.0x10^-3, 5.0x10^-3, and 1.8x10^-2 over 40 samples for $H_1(z^{-1})$, $H_2(z^{-1})$, and $H_3(z^{-1})$ respectively. The values of $\mu_A$ and $\mu_{in}$ used were 1.0x10^-2 and 1.0x10^-2 for $H_1(z^{-1})$ and $H_2(z^{-1})$, and 1.0x10^-2 and 1.0x10^-1 for $H_3(z^{-1})$, respectively. We can observe from Table 2.8 that when a higher order DNEEBA-IIR structure was used, the difference between the equation error and the real output error could be reduced.

Table 2.8: Effect of increased filter order on number of convergent iterations of DNEEBA-IIR structures.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Stopping Criterion</th>
<th>No. of Paths</th>
<th>5th-order</th>
<th>11th-order</th>
<th>17th-order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1(z^{-1})$</td>
<td>1.0x10^-3</td>
<td>2</td>
<td>35040</td>
<td>2000</td>
<td>1240</td>
</tr>
<tr>
<td>$H_2(z^{-1})$</td>
<td>5.0x10^-3</td>
<td>3</td>
<td>163449</td>
<td>163098</td>
<td>163098</td>
</tr>
<tr>
<td>$H_3(z^{-1})$</td>
<td>1.8x10^-2</td>
<td>4</td>
<td>1053680</td>
<td>330680</td>
<td>7120</td>
</tr>
</tbody>
</table>

A comparison of the convergence performance between the DNA-FIR and the DNEEBA-IIR structures was also carried out. In this comparison, the three plants $H_1(z^{-1})$, $H_2(z^{-1})$, and $H_3(z^{-1})$ of Tables 2.6 and 2.7 were modelled, respectively, by delayed 2-path, delayed 3-path, and delayed 4-path adaptive FIR and EEBA-IIR structures. Simulation results were summarized in Table 2.9 in terms of the number of iterations to converge to the same specified average squared error. In simulations, both DNA-FIR and DNEEBA-IIR structures had the same number of adjustable coefficients. The DNA-FIR structures used in Table 2.9 were 22th-order and the DNEEBA-IIR structures were 11th-
order. The stopping criteria for modelling $H_1(z^{-1})$, $H_2(z^{-1})$, and $H_3(z^{-1})$ were $3.0 \times 10^{-2}$, $5.0 \times 10^{-2}$, and $6.0 \times 10^{-2}$ respectively, each gave a measure of the average squared error over 40 samples. Average squared real output error was used for the DNA-FIR digital filter structure. For the DNEEBA-IIR structures, average squared real output error was measured in the first column while the average squared equation error was measured in the second column. For the DNA-FIR structures, the convergence constant, $\mu_c$ was set to $1.0 \times 10^{-2}$, $2.0 \times 10^{-2}$, and $5.0 \times 10^{-3}$ for modelling $H_1(z^{-1})$, $H_2(z^{-1})$, and $H_3(z^{-1})$, respectively. For the DNEEBA-IIR structures, the values of $\mu_A$ and $\mu_{m0}$ were set to $2.0 \times 10^{-2}$, $1.0 \times 10^{-2}$, $1.0 \times 10^{-2}$ and $1.0 \times 10^{-3}$, and $1.0 \times 10^{-2}$ and $1.0 \times 10^{-3}$ for modelling $H_1(z^{-1})$, $H_2(z^{-1})$, and $H_3(z^{-1})$, respectively. It can be observed from Table 2.9 that the DNEEBA-IIR structures require fewer numbers of iterations than those of the corresponding DNA-FIR structures.

Table 2.9: Convergence performance in terms of number of iterations of 22nd-order DNA-FIR and 11th-order DNEEBA-IIR structures.

<table>
<thead>
<tr>
<th>Plant</th>
<th>Stopping Criterion</th>
<th>No. of Paths</th>
<th>DNA-FIR</th>
<th>DNEEBA-IIR (real err)</th>
<th>DNEEBA-IIR (eqn. err)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1(z^{-1})$</td>
<td>$3.0 \times 10^{-2}$</td>
<td>2</td>
<td>4840</td>
<td>4160</td>
<td>1240</td>
</tr>
<tr>
<td>$H_2(z^{-1})$</td>
<td>$5.0 \times 10^{-2}$</td>
<td>3</td>
<td>5109</td>
<td>4758</td>
<td>2106</td>
</tr>
<tr>
<td>$H_3(z^{-1})$</td>
<td>$6.0 \times 10^{-2}$</td>
<td>4</td>
<td>27520</td>
<td>26280</td>
<td>4040</td>
</tr>
</tbody>
</table>
2.3.5 Conclusions

An IIR digital filter realization, called DNEEBA-IIR digital filter structure, has been formulated in which the problem of stability can be avoided. In the DNEEBA-IIR digital filter structure, a simple variable step adaptive algorithm has been developed to improve the speed of convergence. In this DNEEBA-IIR digital filter structure, $2N^2$ DSPs can be used with a maximum throughput rate of up to $2N^2$ times higher than that of the direct form IIR adaptive digital filter structure realized using one DSP. Simulation results have been given to show the performances of the proposed IIR digital filter structure for system modelling.

2.4 Conclusions

In this chapter, a family of linear delayed N-path adaptive digital filters have been presented. They are

(i) Delayed N-path adaptive FIR (DNA-FIR) digital filter,

(ii) Delayed N-path adaptive linear phase FIR (DNALP-FIR) digital filter,

(ii) Delayed N-path equation-error based adaptive IIR (DNEEBA-IIR) digital filter.

By using $N^2$ DSPs in parallel, the maximum throughput rate of a DNA-FIR digital filter can be increased by $N^2$ times compared with the conventional adaptive FIR digital filter using one such DSP. Based on the DNA-FIR structure, the DNALP-FIR digital filter has been contrived in a similar manner. By exploiting the symmetry property of a
linear phase digital filter, the maximum throughput rate of a DNALP-FIR digital filter can be further improved by a factor of 2, compared with the DNA-FIR digital filter. The same technique can also be applied to an equation-error based adaptive IIR digital filter to obtain the DNEEBA-IIR digital filter structure. In a DNEEBA-IIR digital filter, each of the numerator and the denominator polynomials can be realized by two DNA-FIR digital filter structures respectively. By using $2N^2$ DSPs in parallel, the maximum throughput rate can be improved by $2N^2$ times compared with a conventional equation-error based adaptive IIR digital filter using one DSP. However, the convergence performance of this type of delayed N-path adaptive digital filters has been degraded by a factor of N, as will be discussed in detail in the following chapter. Even considering this fact, the speed gains of N, 2N, and 2N times can still be achieved for the DNA-FIR digital filter, the DNALP-FIR digital filter, and the DNEEBA-IIR digital filter, respectively.
Chapter 3

COMPARISONS BETWEEN BLOCK IMPLEMENTATION OF ADAPTIVE FIR DIGITAL FILTER AND DELAYED N-PATH ADAPTIVE FIR DIGITAL FILTER

Based on the conventional adaptive FIR digital filter first presented by Widrow [7], comparison studies have been conducted in the time domain between the block implementation of adaptive FIR digital filters and the delayed N-path adaptive FIR digital filters, in which both structures are realized by parallel digital signal processors. Both structures feature improvements in the system throughput rate compared with the conventional adaptive FIR digital filter, however, the speed gains have been degraded by a certain factor because of the slow convergence of the adaptive algorithm. Simulation results were performed to verify the conclusions obtained through theoretical analyses.

3.1 Introduction

Signal processing tasks vary considerably in nature and purpose. However, one common element is the need for performing a very large number of operations very quickly. One approach to achieve high speed digital signal processing is to increase the parallelism in the structure and algorithm and to employ many processing elements for
concurrent operations. This case is also true in the area of adaptive digital signal processing. Block implementation of adaptive FIR (BIA-FIR) digital filtering has been presented in [21] to increase the throughput rate. One direct way to realize the BIA-FIR digital filter is to use L parallel processors, where L is the input and output block length. In this structure, the throughput rate can be improved by a factor of L. The principle of the block adaptive digital filter is based on parallel processing in which each of the L parallel processors computes one output based on one block of L consecutive inputs.

In Chapter 2, a family of linear delayed N-path adaptive digital filters has been presented for high speed digital signal processing. Among them, the basic structure is the delayed N-path adaptive FIR (DNA-FIR) digital filter. In a DNA-FIR digital filter, the transfer function is decomposed into N paths and each path consists of N parallel sub-filters realized by N processors. Each of these N parallel processors in a path is allowed to operate at a sampling rate N times slower than that of the input signal; the number of coefficients to be updated in each of the N^2 processors is 1/N times that of the total number of the coefficients. Therefore, the maximum throughput rate of the DNA-FIR digital filter can be improved by N^2 times compared with the conventional adaptive FIR (CA-FIR) digital filter [21] using only one such processor.

In the context of adaptive digital signal processing, the convergence rate of the adaptive algorithm is another important fact which also determines the system's processing speed. The adaptive algorithms used in both the BIA-FIR and DNA-FIR
digital filters are the extended version of least-mean-square (LMS) algorithm. In this dissertation, we have shown by theoretical analyses and simulation results that the convergence rate of the BIA-FIR digital filter of block length L using parallel processors or DNA-FIR digital filter has degraded by a factor of L or N, respectively. Our comparison studies have also revealed that the performance index used in the BIA-FIR digital filter cause unnecessary computation when the input signal is stationary and the successive input vectors are independent over time.

3.2 Analyses and Comparisons between Block Implementation of Adaptive FIR (BIA-FIR) Digital Filter and Delayed N-Path Adaptive FIR (DNA-FIR) Digital Filter

In this section, comparison studies are performed analytically based on the conventional adaptive FIR (CA-FIR) digital filter. In the following, we first introduce the basic concepts on the CA-FIR digital filter developed in [21]. Then the BIA-FIR and DNA-FIR digital filters are analyzed and compared in terms of computation complexity, system throughput rate, convergence speed of adaptive algorithm, system convergence time, and the number of processors used.

3.2.1 CA-FIR Digital Filter

Shown in Fig. 3.1 is the diagram of a conventional adaptive FIR (CA-FIR) digital
filter. This CA-FIR digital filter is of order M-1, the output signal y(k) of which at
discrete time instant k is given as the convolution sum of the input x(k) and the filter
weights h_k(m), i.e.,

\[ y(k) = \sum_{m=0}^{M-1} h_k(m)x(k-m) \quad \text{for } k = 1, 2, 3 \ldots \]  \hspace{1cm} (3.1)

The performance index is the mean-square-error (MSE) \( \Phi \) which is defined as

\[ \Phi = E[e^2(k)] \]  \hspace{1cm} (3.2)

where \( E \) is a mean value operator, and

\[ e(k) = d(k) - y(k) \]  \hspace{1cm} (3.3)
The LMS algorithm of Widrow-Hoff [7] adjusts the filter weights in accordance with

\[ h_{k+1}(m) = h_k(m) + 2\mu e(k)x(k-m) \quad \text{for } m = 0, 1, \ldots, M-1 \]  

(3.4)

where \( \mu \) is the convergence constant. Alternatively, (4) can be represented in matrix format:

\[ H_{k+1} = H_k + 2\mu e(k)X_k \]  

(3.5)

where \( H_k \) and \( X_k \) are the Mx1 weight vector and the Mx1 input vector, respectively, i.e.,

\[ H_k = [h_k(0), h_k(1), \ldots, h_k(M-1)]^T \]  

(3.6)

\[ X_k = [x(k), x(k-1), \ldots, x(k-M+1)]^T \]  

(3.7)

Assuming that successive input vectors are independent over time, hence \( H_k \) is independent of \( X_k \). For the stationary input process meeting this condition, the expected value of the weight vector \( E[H_k] \) after a sufficient number of iterations can be shown to converge to the Wiener optimal solution, i.e.,

\[ H^* = R^{-1}P \]  

(3.8)

where \( R \) is the input correlation matrix defined as

\[ R = E[X_kX_k^T] = E \begin{bmatrix} x^2(k) & x(k)x(k-1) & \ldots & x(k)x(k-M+1) \\ x(k-1)x(k) & x^2(k-1) & \ldots & x(k-1)x(k-M+1) \\ \vdots & \vdots & \ddots & \vdots \\ x(k-M+1)x(k) & x(k-M+1)x(k-1) & \ldots & x^2(k-M+1) \end{bmatrix} \]  

(3.9)

and \( P \) is the vector of cross correlations between the desired response \( d(k) \) and the input...
components obtained as

\[
P = E[d(k)X_k] = E[d(k)x(k), d(k)x(k-1), \ldots, d(k)x(k-M+1)]^T
\] (3.10)

The time constant \( \tau^p \) for pth mode of the difference equation describing the adaptation process has been shown as

\[
\tau^p = \frac{1}{4\mu \sigma_p} \quad p = 1, 2, \ldots, M
\] (3.11)

where \( \sigma_p \) is the pth eigenvalue of \( R \). For the special case in which all eigenvalues of the input autocorrelation matrix \( R \) are equal, the M time constants can be lumped into one, i.e.,

\[
\tau = \frac{M}{4\mu \text{tr}R}
\] (3.12)

where \( \text{tr}R \) is the trace of \( R \) or the sum of the diagonal elements of \( R \).

3.2.2 BIA-FIR Digital Filter

Block implementation of adaptive FIR (BIA-FIR) digital filters can be obtained by extending the conventional Widrow-Hoff LMS adaptive algorithm to the block implementation of digital filters, which allows efficient use of parallel processors and hence results in speed gains [21-22,58-60]. Shown in Fig. 3.2 is a diagram of a general configuration of BIA-FIR digital filters. S/P represents a serial-in and parallel-out register which breaks a continuous data stream into blocks before processing. P/S stands for a parallel-in and serial-out register which reassembles the resulting data blocks into a
continuous data stream after processing. The adaptive algorithm has been developed to allow a whole block of outputs to be calculated without modifying the filter parameters and adjusting filter weights once per block of data.

Fig. 3.2 Block implementation of adaptive FIR digital filter

As shown in Fig. 3.2, $x(k)$, $y(k)$, and $d(k)$ represent, respectively, the input, output, and desired signals. For the time-invariant case, eqn. 3.1 can be written in matrix format as

$$y(k) = H^T X_k = X_k^T H$$  (3.13)

where $H$ is the same as eqn. 3.6 except for the drop of time index $k$. Assuming $L$ represents block length and letting $L=3$ and $M=3$, eqn. 3.13 can be expressed in a convenient form as follows:
Actually, the format of eqn. 3.14 can be extended to the general L and M as

\[ Y_{k'} = U_k \cdot H \quad \text{for } k' = 1, 2, 3, \ldots \]  \hspace{1cm} (3.15)

where \( k' \) is the block index, \( Y_k \) and \( U_k \) are, respectively, the \( k' \)th output vector of length \( L \) and the \( L \times M \) matrix of input vectors, i.e.,

\[ Y_k = [y((k'-1)L+1), y((k'-1)L+2), \ldots, y(k'L)]^T \]  \hspace{1cm} (3.16)

\[ U_k = [X_{(k'-1)L+1}, X_{(k'-1)L+2}, \ldots, X_{k'L}]^T \]  \hspace{1cm} (3.17)

Define the \( L \times 1 \) vector of desired responses for block \( k' \) as

\[ D_{k'} = [d((k'-1)L+1), d((k'-1)L+2), \ldots, d(k'L)]^T \]  \hspace{1cm} (3.18)

and the \( L \times 1 \) vector of errors for block \( k' \) as
\[ \varepsilon_k = [e((k'-1)L+1), e((k'-1)L+2), \ldots, e(k'L)]^T \]  

(3.19)

The performance index is chosen to be as follows

\[ \Phi_R = \frac{1}{L} E[\varepsilon_k^T \cdot \varepsilon_k] = E\left[ \frac{1}{L} \sum_{k=1}^{k' L} e^2(k) \right] \]  

(3.20)

It has been shown that the optimal set of filter weights \( H_n^* \) for the block Wiener filter is the same as for the conventional Wiener filter, i.e.,

\[ H_n^* = R^{-1} P \]  

(3.21)

During the adaptive process, the weight vector is adjusted once per data block rather than once per data sample. The algorithm then becomes

\[ H_{k+1} = H_k - \mu \delta_k^B \]  

(3.22)

where \( \mu \) is the convergence constant and \( \delta_k^B \) is the Mx1 index gradient at block \( k' \). The gradient is taken with respect to the weights as follows

\[ \delta_k^B = \frac{1}{L} \frac{\partial E[\varepsilon_k^T \cdot \varepsilon_k]}{\partial H} \bigg|_{H=H_k} \]  

(3.23)

Because the computation of an ensemble average is difficult, \( \varepsilon_k^T \cdot \varepsilon_k \) is used to estimate \( E[\varepsilon_k^T \cdot \varepsilon_k] \) in eqn. 3.23. Then eqn. 3.23 becomes

\[ \delta_k^B = \frac{1}{L} \frac{\partial (\varepsilon_k^T \cdot \varepsilon_k)}{\partial H} \bigg|_{H=H_k} \]  

(3.24)

Use of this unbiased block gradient estimate in the weight adjustment equation eqn. 3.22
gives the block least-mean-square (BLMS) algorithm

\[ H_{k+1} = H_k + \frac{2\mu_R}{L} U_k^T e_k. \]

\[ = H_k + \frac{2\mu_R}{L} \sum_{k+q'=1}^{k+L} e(k)X_{k'} \]  \hspace{1cm} (3.25)

Adaptation speed is given in terms of time constants which indicate how fast the weight vector converges to the optimal weight vector [61]. The time constant \( \tau_p \) for \( p \)th mode has been shown as

\[ \tau_p = \frac{L}{4\mu_R \sigma_p} \quad p = 1, 2, ..., M \]  \hspace{1cm} (3.26)

and for the special case in which all eigenvalues of the input autocorrelation matrix \( R \) are equal, the \( N \) time constants are the same, i.e.,

\[ \tau = \frac{ML}{4\mu_R \text{tr}R} \]  \hspace{1cm} (3.27)

where \( \text{tr}R \) is the trace of \( R \) or the sum of the diagonal elements of \( R \).

3.2.3 DNA-FIR Digital Filter

3.2.3.1 Structure of DNA-FIR Digital Filter

In Section 2.1 of Chapter 2, the derivation of the structure is started from the transfer function concerned with the input-output relationship of eqn. 3.1, i.e.,
Fig. 3.3 Delayed N-path adaptive FIR digital filter
\[ H_k(z^{-1}) = \sum_{m=0}^{M-1} h_k(m)z^{-m} \]  

(3.28)

Eqn. 3.28 can be decomposed into the following format which is suitable for delayed \(N\)-path realization, i.e.,

\[ H_k(z^{-1}) = \sum_{i=0}^{N-1} H_{i,k}(z^{-N})z^{-i} \]  

(3.29)

where

\[ H_{i,k}(z^{-N}) = \sum_{l=0}^{L_i} h_k(lN+i)z^{-lN} \]  

(3.30)

and

\[ L_i = \lfloor M/N \rfloor \quad \text{for } i = 0, 1, ..., J-1 \]  

(3.31a)

\[ L_i = \lfloor M/N \rfloor + 1 \quad \text{for } i = J, J+1, ..., N-1 \]  

(3.31b)

\[ J = (M)_N \]  

(3.31c)

where \([M/N]^+\) represents the least integer greater than or equal to \(M/N\) and \((M)_N\) means \(M\) mode \(N\). Fig. 3.3 shows the structure of \(N\) parallel paths represented by eqns. 3.29 and 3.30. Denote the input signal, \(x(k)\), and the output signal, \(y(k)\), respectively, we have the following input-output relationships

\[ y_i(k) = \sum_{l=0}^{L_i} h_k(lN+i)x(k-lN-i) \]  

(3.32)
\[ y(k) = \sum_{i=0}^{N-1} y_i(k) \]  \hspace{1cm} (3.33)

where \( y_i(k) \) is the output of the \( i \)th path as shown in Fig. 3.3.

In Fig. 3.3, two types of switches are used to connect the input signal to the parallel sub-filters and the output of each parallel sub-filter to the overall output signal. Each path has two switches of the two different types and each switch has \( N \) different positions to connect the \( N \) sub-filters within the same path. The switches change their positions from the first sub-filter to the last sub-filter within the same path sequentially at the sampling rate of the input signal, and repeats this procedure all the time during the adaptive process. In fact, the coefficients of each sub-filter within the same path are to be changed individually at different time instants. They may have different sets of intermediate values during the adaptive process even though they finally will arrive at the same set of values after convergence of the adaptive process. In order to carry on the following analyses, we add one extra subscript \( j \) to each sub-filter transfer function \( H_{i,k}(z^{-n}) \). As can be proved later, each set of coefficients within the same path has the same theoretical optimal values.

Rewriting eqn. 3.30, the transfer function of each sub-filter can now be expressed as
\[ H_{k,j,k}(z^{-N}) = \sum_{i=0}^{l_i} h_{j,k}(iN+i)z^{-IN} \]  

(3.34)

where \( i \) and \( j \), from 0 to \( N-1 \), represent the path number and the number of sub-filter in each path, respectively.

Defining

\[ y(k_j) = \begin{cases} 
  y(k) & \text{when } (k)_N = j \\
  0 & \text{otherwise}
\end{cases} \]  

(3.35)

for \( j = 0, 1, \ldots, N-1 \), then we have

\[ y(k) = \sum_{j=0}^{N-1} \delta((k)_N-j)y(k_j) \]  

(3.36)

and

\[ y(k_j) = \sum_{i=0}^{l_i} \sum_{i=0}^{l_i} h_{j,k}(iN+i)x(k-lN-i) \]  

(3.37)

\[ = \sum_{m=0}^{M-1} h_{j,k}(m)x(k-m) \]

where \( \delta((k)_N-j) \) in eqn. 3.36 is a unit impulse function with argument \( (k)_N-j \). Substituting eqn. 3.37 into eqn. 3.36, we get

\[ y(k) = \sum_{j=0}^{N-1} \delta((k)_N-j) \sum_{m=0}^{M-1} h_{j,k}(m)x(k-m) \]  

(3.38)

\[ = \sum_{j=0}^{N-1} \delta((k)_N-j)X_k^TH_{j,k} \]

where \( X_k \) is defined by eqn. 3.7 and
for \( j = 0, 1, \ldots, N-1 \). Let \( d(k) \) represent the desired output at discrete time \( k \), the output error \( e(k) \) is

\[
e(k) = d(k) - y(k)
\]

\[
= d(k) - \sum_{j=0}^{N-1} \delta((k)_N-j)X_{j}^T H_{j,k}
\]

3.2.3.2 Adaptive Algorithm of DNA-FIR Digital Filter

The performance index is defined as

\[
\Phi_D = E[e^2(k)]
\]

The aim of the adaptive algorithm is to search the optimal sets of weight values of \( H_j \) for \( j = 0, 1, \ldots, N-1 \), to minimize the performance index. Arguing along the same lines, we use \( e^2(k) \) to estimate \( E[e^2(k)] \) in deriving the adaptive algorithm. Because every switch is changing its position at every sample interval, the set of weight values of each sub-filter is updated every \( N \) sample intervals as

\[
H_{j,k-N} = H_{j,k} - \mu_D \delta^p_k \quad \text{when (}k\text{)_N = } j
\]

where \( \mu_D \) is the convergence constant and \( \delta^p_k \) is the estimated \( M \times 1 \) gradient vector of performance index at discrete time \( k \), i.e.,
\[ \delta^p_j = \frac{\partial e^2(k)}{\partial H_j} \quad \text{for } j = 0, 1, \ldots, N-1 \]  

Here we drop the time subscript \( k \) for weight vectors, since they are assumed constant vector when performing partial derivatives. Substituting eqn. 3.40 into eqn. 3.43, we obtain

\[ \delta^p_j = 2e(k) \left[ \frac{\partial e(k)}{\partial h_j(0)}, \frac{\partial e(k)}{\partial h_j(1)}, \ldots, \frac{\partial e(k)}{\partial h_j(M-1)} \right] \]

\[ = -2e(k)X_k \]

Then eqn. 3.42 becomes

\[ H_{j, k+N} = H_{j, k} + 2\mu e(k)X_k \quad \text{when } (k)_N = j \]

for \( j = 0, 1, \ldots, N-1 \).

3.2.3.3 Optimal Weight Vector

It can be proved in the following that each weight vector \( H_{j,k} \), for \( j = 0, 1, \ldots, N-1 \), in different sub-filters will arrive at the same optimal weight vector after convergence, which is also the same as that obtained by using a CA-FIR digital filter, provided the same input and desired signals are presented.

Squaring both sides of eqn. 3.40, we get
\[ e^2(k) = d^2(k) + \sum_{j_1=0}^{N-1} \sum_{j_2=0}^{N-1} \delta((k)_n-j_1)\delta((k)_n-j_2)H_j^TX_kX_k^TH_j \]
\[ - 2d(k) \sum_{j=0}^{N-1} \delta((k)_n-j)X_k^TH_j \]
\[ = d^2(k) + \sum_{j=0}^{N-1}\delta((k)_n-j)H_j^TX_kX_k^TH_j - 2d(k) \sum_{j=0}^{N-1}\delta((k)_n-j)X_k^TH_j \]
\[ = d^2(k) + \sum_{j=0}^{N-1}\delta((k)_n-j)(H_j^TX_kX_k^TH_j - 2d(k)X_k^TH_j) \]  
(3.46)

In eqn. 3.46, we drop the subscript k of \( H_{jk} \) in eqn. 3.40 for the same reason mentioned above. The performance index \( \Phi_\beta \) now becomes

\[
\Phi_\beta = E[e^2(k)]
\]
\[
= E[d^2(k)] + \sum_{j=0}^{N-1}\delta((k)_n-j)(H_j^TE[X_kX_k^TH_j] - 2E[d(k)X_k^TH_j])
\]
\[
= E[d^2(k)] + \sum_{j=0}^{N-1}\delta((k)_n-j)(H_j^TRH_j - 2P^TH_j)
\]  
(3.47)

where \( R \) and \( P \) are defined in eqn. 3.9 and eqn. 3.10. The real \( M \times 1 \) gradient vector \( \delta^D_{k} \) of the performance index can be obtained by differentiating eqn. 3.47 with respect to weight vector \( H_j \) as follows

\[
\delta^D_{k} = \frac{\partial \Phi_\beta}{\partial H_j} = 2RH_j - 2P \quad \text{for } j = 0, 1, ..., N-1
\]  
(3.48)

To obtain the minimum mean square error, the weight vector \( H_j \), for \( j = 0, 1, \ldots, N-1 \), is set at its optimal value \( H_j^* \), where the gradient is zero.
\[ \delta^{p_{k}} = 0 = 2RH_{j} - 2P \]  

(3.49)

then, the optimum weight vector is

\[ H_{j}^* = R^{-1}P \]  

for \( j = 0, 1, \ldots, N-1 \)  

(3.50)

which is the same as the Wiener optimal solution in eqn. 3.8.

### 3.2.3.4 Time Constants

In the following, we will find out time constants for the DNA-FIR digital filter.

From eqn. 3.45, it follows that

\[ E[H_{j, k+n}] = E[H_{j, k}] + 2\mu_{D}E[e(k)X_{k}] \]  

(3.51)

Substituting eqn. 3.40 and eqn. 3.38 into eqn. 3.51 we have

\[ E[H_{j, k+n}] = E[H_{j, k}] + 2\mu_{D}(E[d(k)X_{k}] - E[X_{k}y(k)]) \]

\[ = E[H_{j, k}] + 2\mu_{D}(E[d(k)X_{k}] - E[X_{k} \sum_{n=0}^{N-1} \delta((k)_{N}-n)X_{k}^T H_{n, k}]) \]  

(3.52)

\[ = E[H_{j, k}] + 2\mu_{D}(E[d(k)X_{k}] - \sum_{n=0}^{N-1} \delta((k)_{N}-n)E[X_{k}X_{k}^T H_{n, k}]) \]

Using the foregoing assumption that \( X_{k} \) and \( H_{j, k} \) are independent, it follows from eqn. 3.52 that

\[ E[H_{j, k+n}] = E[H_{j, k}] + 2\mu_{D}(P - R \sum_{n=0}^{N-1} \delta((k)_{N}-n)E[H_{n, k}]) \]  

(3.53)

Because the subscript \( k \) in eqn. 3.53 must satisfy the relationship


\[ (k)_N = j \]

hence, eqn. 3.53 can be reduced to

\[
E[H_{j, k-N}] = E[H_{j, k}] + 2\mu_p (P - RE[H_{j, k}])
\]

\[ = (I - 2\mu_p R)E[H_{j, k}] + 2\mu_p RH_j^- \]  

Let

\[
V_{j, k} = H_{j, k} - H_j^- \quad \text{for } j = 0, 1, \ldots, N-1
\]

By subtracting \( H_j^- \) from both sides of eqn. 3.55, we have

\[
E[V_{j, k-N}] = (I - 2\mu_p R)E[V_{j, k}]
\]

By the similar derivations as in the case of CA-FIR digital filters, we arrive at

\[
E[V_{j, k-N}] = (I - 2\mu_p \Gamma)E[V_{j, k}]
\]

where

\[
V_{j, k-N} = Q^{-1}V_{j, k-N}
\]

\( \Gamma \) is the diagonal eigenvalue matrix, in which all the elements are zero except for the main diagonal, whose elements are the set of eigenvalues of \( R \), i.e., \( \sigma_1, \sigma_2, \ldots, \sigma_M \). \( Q \) is called the eigenvector matrix of \( R \), because its columns are the eigenvectors of \( R \). Both \( \Gamma \) and \( Q \) are square with dimensions \( M \times M \), like \( R \).

By reasoning inductively, the solution to eqn. 3.58 must be
\[
\begin{align*}
E[V_{j,N}] &= (I - 2\mu_p \Gamma)^{(1+C_{jN})N}E[V_{j,j}] \\
&= (I - 2\mu_p \Gamma)^{KN}(I - 2\mu_p \Gamma)^{(1+C_{jN})N}E[V_{j,j}] \\
&\text{for } j = 0, 1, \ldots, N-1 
\end{align*}
\] (3.60)

The individual weight relaxation time \( t_p \), for \( p = 1, 2, \ldots, M \), can be obtained as follows

\[
e^{-\lambda t_p} = (1 - 2\mu_p \sigma_p)^{1/N} = r_p^{1/N}
\] (3.61)

By mathematical approximation provided that \( t_p \) is large and \( r_p \) is small, as was made in [7] for the derivation of time constants of the CA-FIR digital filter, we have

\[
t_p \approx \frac{N}{2\mu_p \sigma_p}
\] (3.62)

Therefore, the corresponding time constants \( \tau_p^D \), for \( p = 1, 2, \ldots, M \), are

\[
\tau_p^D = \frac{t_p}{2} = \frac{N}{4\mu_p \sigma_p}
\] (3.63)

If all the eigenvalues \( \sigma_p \), for \( p = 1, 2, \ldots, M \) are of the same value, then we get only one time constant \( \tau^D \) as

\[
\tau^D = \frac{MN}{4\mu_{tr} R}
\] (3.64)

3.2.4 Comparisons between BIA-FIR and DNA-FIR Digital Filters

3.2.4.1 Computation Complexity

In the following discussions, we will define the computation complexity of
multiplications while ignoring additions for simplicity. This is reasonable because the number of additions is approximately the same as the number of multiplications and an adding operation usually takes less time than a multiplying operation.

Define the computation complexity as the number of multiplications performed per data sample by one processor, i.e.,

\[
CC = \frac{Multiplications}{Per \ data \ sample \cdot Per \ Processor} \quad (3.65)
\]

This definition can be justified in that, if CC is bigger, then the computation load borne by each processor is heavier, and the maximum throughput rate of the system will become lower. Eqn. 3.65 can actually be decomposed into two parts if each processor is assumed to finish both filtering task and adaptive coefficient adjustments, i.e.,

\[
CC = CC_1 + CC_2 \quad (3.66)
\]

where \(CC_1\) and \(CC_2\) correspond to the multiplications performed for filtering and adaptive algorithm, respectively.

The output of the BIA-FIR digital filter is computed once for every \(L\) samples in a vector format as expressed in eqn. 3.15 which represents a set of linear convolutions and can actually be implemented using parallel processors in time domain. For a block length of \(L\), one simplest and direct way of doing this is to use \(L\) parallel processors to compute each element of the output vector \(Y_k\). Then each processor is responsible for \(M\) multiplications at every \(L\) sample intervals, i.e.,
\[ \text{CC}^\text{R}_i = \frac{M}{L} \quad (3.67) \]

We can see from eqn. 3.25 that the weight vector is adjusted once per data block and L multiplications are needed for each element of the weight vector. A total of L \cdot M multiplications would be performed by L processors for every L input samples. Then we have

\[ \text{CC}^\text{R}_i = \frac{L \cdot M}{L \cdot L} = \frac{M}{L} \quad (3.68) \]

It follows from eqn. 3.67 and eqn. 3.68 that

\[ \text{CC}^\text{R}_i = \text{CC}^\text{R}_i + \text{CC}^\text{R}_i = \frac{2M}{L} \quad (3.69) \]

As for the case of DNA-FIR digital filters, each sub-filter block in Fig. 3.3 can readily be implemented by one processor for both filtering task and adaptive coefficient adjustments and a total of N^2 processors would be used in parallel for this structure. Arguing along the same lines as the case of BIA-FIR digital filters, the computation complexity for DNA-FIR digital filters can also be split into two parts as

\[ \text{CC}^\text{D} = \text{CC}^\text{D}_1 + \text{CC}^\text{D}_2 \quad (3.70) \]

where \text{CC}^\text{D}_1 and \text{CC}^\text{D}_2 correspond to the multiplications performed for filtering and adaptive algorithm, respectively. Actually, eqn. 3.32 represents the filtering task borne by each processor in every N sample intervals, where \( L_{i+1} \), \( i = 0, 1, ..., N-1, \)
multiplications are involved. For clear comparisons, we use $M/N$ to approximate $L_i+1$ in the following calculation of $CC^D_i$, as can be justified by eqn. 3.31a and 3.31b. It follows, therefore, that

$$CC^{D_i} = \frac{M/N}{N} = \frac{M}{N^2} \quad (3.71)$$

From eqn. 3.45 we can observe that only one multiplication is necessary to update one coefficient, and hence $M$ multiplications would be performed by $N$ processors for every $N$ input samples, i.e.,

$$CC^{D_i} = \frac{M}{N \cdot N} = \frac{M}{N^2} \quad (3.72)$$

Hence, we have from eqn. 3.71 and 3.72 that

$$CC^D = CC^{D_i} + CC^{D_i} = \frac{2M}{N^2} \quad (3.73)$$

Comparing eqn. 3.73 with eqn. 3.69 we can see that the computation complexity of the DNA-FIR digital filter is $N$ times less than that of the BIA-FIR digital filter when $L=N$, which implies that the maximum throughput rate of DNA-FIR digital filters could be $N$ times higher than that of the BIA-FIR digital filter.

### 3.2.4.2 System Throughput Rate

Owing to the advances of VLSI technology, more and more adaptive digital systems are realized by digital signal processors (DSPs) instead of discrete digital
elements or general purpose microprocessors. Although there exist some high speed DSPs, upper limits always exist on their throughput rates due to the limitation of manufacturing technology. On the other hand, the maximum throughput rate of a given processor is also determined by the number of instruction steps in a given signal processing program, and hence, it is directly associated with the complexity of the algorithm, or the computation complexity we discussed above. In the following, the comparison of system throughput rates (STR) between the BIA-FIR and DNA-FIR adaptive systems is carried out under the assumption that the same type of DSPs are used in both systems, and hence it is determined by adaptive algorithms and system structures.

Define the system throughput rate as

\[
STR = \frac{\text{Number of input data samples}}{\text{Seconds needed to process the input data samples}} \quad (3.74)
\]

Assuming \( t_m \) seconds are needed for each DSP to finish a multiplying and an adding operations. Then, for every input data sample, each DSP needs \( CC \cdot t_m \) seconds to finish the multiplications. Hence, we have

\[
STR = \frac{1}{CC \cdot t_m} \quad (3.75)
\]

Substituting eqn. 3.69 into eqn. 3.75, we have \( STR^B \) for the BIA-FIR adaptive digital filter as
\[ STR^B = \frac{L}{2M \cdot t_m} \]  \hspace{1cm} (3.76)

and \( STR^D \) for the DNA-FIR adaptive digital filter as

\[ STR^D = \frac{N^2}{2M \cdot t_m} \]  \hspace{1cm} (3.77)

We can see from eqn. 3.76 and eqn. 3.77 that the throughput rate of the DNA-FIR adaptive system is \( N \) times higher than that of the BIA-FIR adaptive system when \( N \) and \( L \) are set to the same value.

### 3.2.4.3 Convergence Speed of Adaptive Algorithm

Convergence speed of adaptive algorithm is measured by time constants which indicate how fast the weight vector converges to the optimal weight vector. In other words, time constants reflect proportionally the number of data samples needed for the adaptive process to converge. For an easy reference, we rewrite eqns. 3.26, 3.63, 3.27 and 3.64 in the following

\[ \tau_p^B = \frac{L}{4\mu_p \sigma_p} \]  \hspace{1cm} for \( p = 1, 2, \ldots, M \) \hspace{1cm} (3.78a)

\[ \tau_p^D = \frac{N}{4\mu_p \sigma_p} \]  \hspace{1cm} for \( p = 1, 2, \ldots, M \) \hspace{1cm} (3.78b)

\[ \tau^B = \frac{ML}{4\mu_p \tau R} \]  \hspace{1cm} (3.79a)
\[
\tau^D = \frac{MN}{4\mu_DtrR}
\]  

(3.79b)

If the block length L of the BIA-FIR digital filter equals the path number N of the DNA-FIR digital filter, then \(\tau^B_p\) would equal \(\tau^D_p\) when \(\mu_B\) and \(\mu_D\) are selected the same, as is also true for \(\tau^B\) and \(\tau^D\). From this point of view, we can see that both adaptive algorithms are equivalently efficient in terms of adaptation speed.

3.2.4.4 System Convergence Time

In the previous three sub-sections, we discussed three different measurements of the adaptive systems, i.e., computation complexity, system throughput rate, and convergence speed of adaptive algorithm. For an adaptive system, it is important to preserve a high system throughput rate as well as to obtain an efficient adaptive algorithm. An efficient adaptive algorithm would need fewer input data samples for the adaptive process to converge. Hence, we introduce a more comprehensive concept to measure the adaptive system, i.e., system convergence time (SCT) which is the time needed to finish an adaptive process. It is defined as

\[
SCT = \frac{\text{Number of input data samples needed to converge}}{\text{STR}}
\]

(3.80)

where STR is the system throughput rate defined in eqn. 3.74. The numerator item in eqn. 3.80 can be approximated by \(q\tau\) where \(\tau\) is the time constant assuming all the eigenvalues of R are the same. \(q\) is a certain constant, the value of which would depend on different requirements on adaptation accuracy for different practical situations.
Substituting eqns 3.79a, 3.76 and eqns. 3.79b, 3.77 into eqn. 3.80 respectively, we get $SCT^B$ and $SCT^D$ for both systems as follows

$$SCT^B = \frac{qT^B}{STR^B} = \frac{qT^B_m M^2}{2\mu_g \tau R}$$  \hspace{1cm} (3.81)

$$SCT^D = \frac{qT^D}{STR^D} = \frac{qT^D_m M^2}{2\mu_d \tau tr R}$$  \hspace{1cm} (3.82)

If $\mu_n = \mu_d$, then

$$SCT^B = N \cdot SCT^D$$  \hspace{1cm} (3.83)

which means the DNA-FIR system is $N$ times faster than the BIA-FIR system. It can also be observed from eqn. 3.81 and eqn. 3.82 that increasing the block length $L$ would not affect the system convergence time $SCT^B$ of the BIA-FIR system, while increasing the path number $N$ does reduce the system convergence time $SCT^D$ of the DNA-FIR system.

### 3.2.4.5 Performance Index

The performance index of the BIA-FIR digital filter is defined in eqn. 3.20, which is a combination of the standard MSE and the sum square error. Eqn. 3.41 gives the performance index of the DNA-FIR digital filter which is defined as the standard MSE. Despite different performance index definitions and different filter structures, however, they both arrive at the same optimal weight vector which is also the optimal solution to the conventional Wiener adaptive digital filter. In this regard, both BIA-FIR digital filtering and DNA-FIR digital filtering can be considered as two different approaches to
the conventional adaptive filtering problem which have significantly improved maximum system throughput rate. On the other hand, the different definitions on performance indexes of the BIA-FIR digital filter and the DNA-FIR digital filter did cause differences on computation complexities, which can be observed from eqn. 3.69 and eqn. 3.73. As can be proved in the following that eqn. 3.25 is equivalent to eqn. 3.45 statistically under the assumptions made above, i.e., the input signal is stationary and the successive input vectors are independent of each other.

Taking the expectation values of both sides of eqn. 3.25, we have

\[ E[H_{k-1}] = E[H_k] + \frac{2\mu_p}{L} \sum_{k=(k-1)\lambda+1}^{k\lambda} E[e(k)X_k] \]  \hspace{1cm} (3.84)

Substituting eqn. 3.3 into eqn. 3.84, we get

\[ E[H_{k-1}] = E[H_k] + \frac{2\mu_u}{L} \sum_{k=(k-1)\lambda+1}^{k\lambda} (E[d(k)X_k] - E[X_k^\top X_k]) E[H_k] \]

\[ = E[H_k] + \frac{2\mu_u}{L} \sum_{k=(k-1)\lambda+1}^{k\lambda} (P - RE[H_k]) \]  \hspace{1cm} (3.85)

\[ = E[H_k] + 2\mu_u(P - RE[H_k]) \]

for \( k' = 1, 2, \ldots \). Similarly, we have the following relationship by taking the expectation values of both sides of eqn. 3.45

\[ E[H_{j, k+n}] = E[H_{j, k}] + 2\mu_p E[e(k)X_k] \]  \hspace{1cm} (3.86)

Substituting eqn. 3.3 into eqn. 3.86, it follows that
\[ E[H_{j,k},n] = E[H_{j,k}] + 2\mu_p(E[d(k)X_n] - E[X_n^2]E[H_{j,k}]) \]
\[ = E[H_{j,k}] + 2\mu_p(P - RE[H_{j,k}]) \]

for \( j = 0, 1, \ldots, N-1 \) and \( k = 0, 1, 2, \ldots \).

We can observe that both eqn. 3.85 and eqn. 3.87 feature the exact same recursive relationship when \( \mu_b = \mu_p \). Viewing from the statistical point under the above mentioned conditions, the summation in eqn. 3.25 introduces extra multiplications and additions, and hence increases the computation complexity and reduces system throughput rate.

3.2.4.6 Summary

It is obvious that both the BIA-FIR and DNA-FIR digital filters are reduced to the CA-FIR digital filter when \( L \) or \( N \) is set to 1. For an easy review, the above comparison results are summarized in Table 3.1, where the items of the CA-FIR digital filter are obtained by simply setting \( L \) or \( N \) to 1 in the items of the BIA-FIR or DNA-FIR digital filters.
Table 3.1 Analytical Comparison Results

<table>
<thead>
<tr>
<th>Compared Items</th>
<th>CA-FIR</th>
<th>BIA-FIR</th>
<th>DNA-FIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Index</td>
<td>$E[c^2(k)]$</td>
<td>$E[\varepsilon_k^T \varepsilon_k]/L$</td>
<td>$E[c^2(k)]$</td>
</tr>
<tr>
<td>Optimal Weights</td>
<td>$R^{-1}P$</td>
<td>$R^{-1}P$</td>
<td>$R^{-1}P$</td>
</tr>
<tr>
<td>Time Constants</td>
<td>$1/(4\mu \sigma_P)$</td>
<td>$L/(4\mu_n \sigma_P)$</td>
<td>$N/(4\mu_o \sigma_P)$</td>
</tr>
<tr>
<td>Computation Complexity</td>
<td>$2M$</td>
<td>$2M/L$</td>
<td>$2M/N^2$</td>
</tr>
<tr>
<td>System Throughput Rate</td>
<td>$1/(2Mt_m)$</td>
<td>$L/(2Mt_m)$</td>
<td>$N^2/(2Mt_m)$</td>
</tr>
<tr>
<td>System Convergence Time</td>
<td>$qt_m M^2/(2\mu trR)$</td>
<td>$qt_m M^2/(2\mu_n trR)$</td>
<td>$qt_m M^2/(2\mu_o NtrR)$</td>
</tr>
<tr>
<td>No. of Processors Used</td>
<td>1</td>
<td>L</td>
<td>$N^2$</td>
</tr>
</tbody>
</table>

3.3 Simulation Results

Two sets of simulation examples have been performed to verify the theoretical analyses obtained in Section 3.2.

Example 1: The first example problem is chosen from [21] which is very simple and features a good standard for comparisons. It is a system identification problem in which the goal is to model a plant consisting of a fixed delay of two sample periods. Its transfer function is

$$ H(z^{-1}) = z^2 $$
Both the BIA-FIR and DNA-FIR adaptive digital filters were used to model this plant respectively. Both systems were fed with the same input signal $x(k)$ which was a software generated random numbers as an approximation to a white noise sequence with 0 mean value and 1/12 variance. The convergence constants $\mu_b$ and $\mu_d$ were chosen with the same value of 0.1 through all the simulations, and $L$ and $N$ were always selected with the same values for comparisons. Besides, the two systems had the same stopping criterion $1.0 \times 10^{-10}$, which was the average squared error over 100 samples. All the initial coefficients for both cases were set to 0.

Firstly, we set $L=N=1$. Then both cases were reduced to the CA-FIR digital filtering. They all converged after being fed with 700 input samples. For both cases, the finally obtained filter coefficients were

\[
\begin{align*}
    h(0), h_d(0) &= -0.0000006943 \\
    h(1), h_d(1) &= -0.0000047278 \\
    h(2), h_d(2) &= 0.9999929278
\end{align*}
\]

Secondly, we chose $L=N=2$. The BIA-FIR digital filter converged after processing 1300 input data samples and the finally obtained coefficients were

\[
\begin{align*}
    h(0) &= 0.0000070330 \\
    h(1) &= -0.0000038548 \\
    h(2) &= 0.9999862601
\end{align*}
\]

The DNA-FIR digital filter converged after processing 1400 input data samples and the
filter coefficients obtained after convergence were

\[
\begin{align*}
    h_0(0) &= 0.0000018187 \\
    h_0(1) &= -0.0000023574 \\
    h_0(2) &= 0.9999956937
\end{align*}
\]

Path 0:

\[
\begin{align*}
    h_1(0) &= 0.0000030431 \\
    h_1(1) &= -0.0000021115 \\
    h_1(2) &= 0.9999902541
\end{align*}
\]

Path 1:

\[
Example 2: \text{ The second example is to model a 9th-order FIR digital filter of transfer function as follows:}
\]

\[
H(z) = 2.3 - z^{-1} + 0.3 z^{-2} + 1.1 z^{-3} - z^{-4} + 0.1 z^{-5} + 0.2 z^{-6} + 3.1 z^{-7} + 0.4 z^{-8} - 1.2 z^{-9}
\]

The input signal \(x(k)\), convergence constants \(\mu_a\) and \(\mu_b\), and the stopping criterion were the same as used in the first example. All the initial coefficients for both cases were set to 0.

Firstly, we set \(L=N=1\). Then both cases were reduced to the CA-FIR digital filtering. They all converged after being fed with 900 input samples. For both cases, the finally obtained filter coefficients were

\[
\begin{align*}
    h(0), h_0(0) &= 2.3000004151 \\
    h(1), h_0(1) &= -1.0000001761 \\
    h(2), h_0(2) &= 0.3000000567 \\
    h(3), h_0(3) &= 1.1000000708 \\
    h(4), h_0(4) &= -0.9999991841 \\
    h(5), h_0(5) &= -0.0999989791
\end{align*}
\]
h(6), h_d(6) = 0.1999998496
h(7), h_d(7) = 3.0999995559
h(8), h_d(8) = 0.3999988030
h(9), h_d(9) = -1.20000094748

Secondly, we chose L=N=2. The BIA-FIR digital filter converged after processing 1500 input data samples and the finally obtained coefficients were

\[ h(0) = 2.2999906775 \]
\[ h(1) = -0.999999534 \]
\[ h(2) = 0.3000012874 \]
\[ h(3) = 1.1000048088 \]
\[ h(4) = -0.9999926427 \]
\[ h(5) = -0.1000004838 \]
\[ h(6) = 0.1999959822 \]
\[ h(7) = 3.0999914706 \]
\[ h(8) = 0.3999966633 \]
\[ h(9) = -1.2000001598 \]

The DNA-FIR digital filter converged after processing 1600 input data samples and the filter coefficients obtained after convergence were

Path 0:
\[ h_0(0) = 2.2999959075 \]
\[ h_0(1) = -0.9999961041 \]

Path 1:
\[ h_1(0) = 2.3000114172 \]
\[ h_1(1) = -1.0000045553 \]
\[ h_0(2) = 0.2999999949 \quad h_1(2) = 0.2999917603 \]
\[ h_0(3) = 1.0999963920 \quad h_1(3) = 1.1000025703 \]
\[ h_0(4) = -0.9999982067 \quad h_1(4) = -0.9999887589 \]
\[ h_0(5) = -0.0999949760 \quad h_1(5) = -0.1000048193 \]
\[ h_0(6) = 0.1999987037 \quad h_1(6) = 0.1999920427 \]
\[ h_0(7) = 3.0999932433 \quad h_1(7) = 3.0999986078 \]
\[ h_0(8) = 0.3999974457 \quad h_1(8) = 0.3999974457 \]
\[ h_0(9) = -1.1999920597 \quad h_1(9) = -1.1999920597 \]

We tried the cases for \( L=N=5 \), \( L=N=10 \), \( L=N=20 \), \( L=N=50 \) and \( L=N=100 \) for the above two examples as well. The major results are summarized in Table 3.2 where NOS stands for the number of input samples. Each entry in Table 3.2 is an average value obtained in 100 trials with different input signals generated with different seeds.

As can be observed from Table 3.2 that the BIA-FIR digital filters converged slightly faster than the corresponding DNA-FIR digital filters. This is because the input signals \( x(k) \) used in the simulations were software generated pseudorandom sequences which were not strict stationary white noise processes. Hence the condition for holding eqn. 3.25 and eqn. 3.47 equivalent is not fully satisfied. The number of iterations needed for the structures of block length \( L \) or path number \( N \) were a little less than \( L \) or \( N \) times that needed by the CA-FIR digital filters. The reason for that also stemmed from the
input signals $x(k)$ and $d(k)$, which were computer generated pseudorandom sequences.

Table 3.2  Simulation Comparison Results

<table>
<thead>
<tr>
<th>$L \text{ or } N$</th>
<th>Example 1 (NOS)</th>
<th>Example 2 (NOS)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BIA-FIR</td>
<td>DNA-FIR</td>
</tr>
<tr>
<td>1</td>
<td>721</td>
<td>721</td>
</tr>
<tr>
<td>2</td>
<td>1358</td>
<td>1356</td>
</tr>
<tr>
<td>5</td>
<td>3172</td>
<td>3223</td>
</tr>
<tr>
<td>10</td>
<td>6228</td>
<td>6346</td>
</tr>
<tr>
<td>20</td>
<td>12330</td>
<td>12584</td>
</tr>
<tr>
<td>50</td>
<td>30621</td>
<td>31206</td>
</tr>
<tr>
<td>100</td>
<td>61052</td>
<td>62170</td>
</tr>
</tbody>
</table>

3.4. Conclusions

The BIA-FIR digital filter and the DNA-FIR digital filter have been developed to increase the processing speed of adaptive digital filtering. One direct way to realize the BIA-FIR digital filter is to use $L$ parallel DSPs with a block length of $L$. For a DNA-FIR digital filter, $N^2$ DSPs are used to obtain concurrent operations. In this chapter, comparison studies have been conducted in time domain between those two structures. Based on the concepts developed on the CA-FIR digital filter, theoretical analyses have been given for the DNA-FIR digital filter, and the two digital filters have been compared
based on the theoretical results obtained. It has been shown that both the BIA-FIR and DNA-FIR digital filters arrive at the same optimal weight vector, which is also the same as that of the CA-FIR digital filter. By using $L$ or $N^2$ DSPs in parallel, the maximum system throughput rate of the BIA-FIR digital filter or the DNA-FIR digital filter can be improved by $L$ or $N^2$ times, compared with the CA-FIR digital filter realized using one such DSP. However, the convergence speed of the adaptive algorithm for the BIA-FIR digital filter or the DNA-FIR digital filter is degraded by a factor of $L$ or $N$, respectively. Setting $L$ equals to $N$, the convergence time needed by a DNA-FIR digital filter would be $N$ times less than that needed by a BIA-FIR digital filter to obtain the same level of performance. The $N$ times speed gain of a DNA-FIR digital filter stems from the $N$ times more DSPs used in its structure.
Chapter 4

NONLINEAR DELAYED N-PATH
ADAPTIVE FIR DIGITAL FILTER

The structure and the adaptive algorithm of a new nonlinear adaptive FIR digital filter, called nonlinear delayed N-path adaptive FIR (NDNA-FIR) digital filter, is presented for cancelling broadband noise from signals containing sharp edges. The filter structure is obtained by decomposing a FIR digital filter into N delayed parallel sub-filters which facilitates high speed implementation. Adjustable bipolar sigmoid functions are placed at the output of each sub-filter as well as after the summation of all sub-filter outputs. Simulation results show that the NDNA-FIR digital filter outperforms those of the conventional linear adaptive FIR digital filter and the nonlinear median filter in broadband noise cancellation in terms of convergence speed and average squared difference between original and recovered signals.

4.1 Introduction

The basic advantage of linear digital filtering is its simplicity in design and implementation, especially for adaptive FIR digital filtering which has been utilized in many practical situations [2,7-8]. However, in some circumstances, the performance of
nonlinear digital filters is better than that of linear digital filters [19]. This is the case when an image with sharp edges is contaminated by broadband noise. Linear digital filtering would result in edge blurring along with noise removal. This can be a harmful quality degradation, because sharp edges are important image features and are essential for accurate motion estimation [32]. In speech signal processing and telecommunications, existing techniques of linear filtering are considered to be inadequate in applications for rejecting noise in a signal having an envelope with steep edges and that is corrupted by random noise [33]. Consider linear adaptive prediction which is used to extract a periodic signal from a broadband noise background. The order of the adaptive linear FIR digital filter used should be equal to or greater than two times that of the maximum frequency component of the predicted periodic signal [34]. When the signal to be predicted consists of high frequency components, such as a square wave corrupted by random noise as shown in Fig. 4.1, the performance of a linear adaptive FIR filter would not be satisfactory unless a sufficiently high filter order is used. A higher filter order implies a higher implementation cost. Moreover, it is always impossible to relate two signals in which their significant spectrum components do not overlap in the frequency domain by a linear filter [62]. It is inevitable, under such circumstances, that nonlinear filtering techniques are receiving more and more attention recently [19] [32-36] [62-64]. As seen from [19] and [32-35], nonlinear digital filters have played an important role in noise cancellation and edge preservation. Nonlinear order statistic digital filters have been presented in [32] and [35-36], and two types of nonlinear adaptive digital filters using neural networks have also been proposed in [33-34].
Fig. 4.1 Signal waveform with sharp edges corrupted by random noise
In this chapter, the structure and the adaptive algorithm of a nonlinear delayed N-path adaptive FIR (NDNA-FIR) digital filter is presented for cancelling broadband noise from signals containing sharp edges. The filter structure is obtained by decomposing a conventional FIR digital filter into N delayed parallel sub-filters. Adjustable bipolar sigmoid functions are placed at the output of each sub-filter as well as after the summation of all sub-filter outputs. This type of parallel structure lends itself to high speed realization and implementation by implementing the adaptive algorithm of each of the N sub-filters by one independent processor. Besides adjusting the filter coefficients, all the parameters of the two level sigmoid functions, which include gain, slope, and bias, are also adjusted in the adaptive algorithm. Due to high order nonlinearities, these two level adjustable nonlinear functions introduced play a significant role in cancelling noise from signals of sharp edges. The harmonic-rich spectral components in the sharp edges of an input signal appear to be more easily tracked by such a nonlinear adaptation. As demonstrated by simulation results, the proposed NDNA-FIR digital filter outperforms both the conventional linear adaptive FIR digital filter and the nonlinear median filter, for extracting signals with sharp edges corrupted by random noise.

4.2 Structure of Nonlinear Delayed N-Path Adaptive FIR (NDNA-FIR) Digital Filter

Fig. 4.2 shows a linear adaptive FIR (LA-FIR) digital filter, which can be used to extract a periodic input signal from a broadband noise background [7]. The input
signal \( x(k) \), which is also called the primary input, consists of a mixed periodic signal \( s(k) \) and a white noise \( n(k) \). The output signal \( y(k) \) is taken from the linear adaptive FIR digital filter, and is expected to be a close replica of the input periodic signal \( s(k) \) after convergence. The delay \( z^{-d} \) is chosen to be of sufficient length such that the broadband signal components in the reference input \( r(k) \) become uncorrelated with those in the primary input \( x(k) \).

![Block diagram of LA-FIR digital filter](image)

**Fig. 4.2** Block diagram of LA-FIR digital filter
This system works well for a periodic input signal which does not have rich high frequency components, for example, a sinusoidal signal of a modest frequency. When an input signal $x(k)$ contains sharp edges and also flat regions like a periodic rectangular signal shown in Fig. 4.2, the performances of such a linear adaptive filter will deteriorate. By the concept of linear adaptive filtering, edge preservation would imply that the filter should have some wide band property, which is, however, in general detrimental to the non-edge areas. Under normal circumstances, the tracking property of a linear adaptive filter is poor when dealing with signals consisting of sharp edges. A large step size can lead to a fast reaction on edges and also a large residual error in non-edge areas.

4.2.1 Structure of NDNA-FIR Digital Filter

Fig. 4.3 shows the structure of the NDNA-FIR digital filter when used in broadband noise cancellation. The transfer function of its $i$th sub-filter, $H_{ia}(z^{-N})$, is defined as

$$H_{ia}(z^{-N}) = \sum_{i=0}^{M-1} h_{ia}(i)z^{-IN} \quad \text{for } i = 0, 1, \ldots, N-1$$

(4.1)

where $k=0, 1, 2, \ldots, \infty$ represents the discrete time index. The signal $x(k)$, which is a combination of the periodic signal $s(k)$ and the broadband or white noise $n(k)$, shall form the input signal to the nonlinear adaptive filter. The difference between $x(k)$ and the output signal of the nonlinear adaptive filter $y(k)$ forms the error signal $e(k)$. 
Fig. 4.3  Block diagram of NDNA-FIR digital filter
The diamond blocks shown in Fig. 4.3 stand for nonlinear operators which are defined as shown in Fig. 4.4. The nonlinear function used here is a hyperbolic tangent which is also called the bipolar sigmoid function operation. Its mathematical expressions are as follows:

\[
v = F(u, \alpha, G, t) = G\frac{1 - e^{-\alpha(u+t)}}{1 + e^{-\alpha(u+t)}} \quad (4.2a)
\]

or

\[
v = F(z, \alpha, G) = G\frac{1 - e^{-\alpha z}}{1 + e^{-\alpha z}} \quad (4.2b)
\]

Fig. 4.4 Nonlinear operator of the sigmoid function
where $u$ represents the input signal to the nonlinear operator and $v$ stands for the output signal coming out from the nonlinear operator. $\alpha$, $G$, and $t$ are adjustable parameters.

Eqn. 4.2b is an alternative expression of eqn. 4.2a where $z = u + t$, which would facilitate derivations of the adaptive algorithm. The adaptive algorithm reduces the instantaneous squared error, $e^2(k)$, gradually by adaptively adjusting weights of $h_{ik}(l)$ and parameters of $\alpha_{ik}$, $G_{ik}$, $t_{ik}$, $\alpha_k$, $G_k$, and $t_k$, for $i = 0, 1, ..., N-1$; $k = 0, 1, 2, ...$; and $l = 0, 1, ..., M_i-1$.

### 4.2.2 Sigmoid Function

An example of the nonlinear function as expressed in eqn. 4.2 is shown in Fig. 4.5a with $\alpha = 3$, $G = 2$, and $t = 0$. It has a differentiable input-output characteristic which facilitates adaptability. Its nonsaturation and saturation regions are playing separate roles in noise cancellation in edge areas and non-edge (or flat) areas, respectively. The shape of this nonlinear function is governed by parameters $\alpha$, $G$, and $t$ as noted in Fig. 4.4. $\alpha$ and $G$ here are assumed to be positive values. This function is anti-symmetric to the straight line $v = -t$ (where $t = 0$) as shown in Fig. 4.5a. $t$ is a shift parameter which is introduced to bias the input signal to the nonlinear operator, and hence to improve adaptability of the nonlinear function. The maximum and minimum values of this function are $G$ and $-G$ when $z$ or $(u + t)$ approaches positive infinite and negative infinite, respectively. The parameter $\alpha$ controls the sharpness of the curve within the nonsaturation region. If a bigger $\alpha$ is selected, the nonsaturation region would become narrower, and the function increases faster within this region. When $\alpha$ is chosen smaller,
the whole curve would become flatter and the extreme case is that the nonlinear function becomes a straight line of \( v = 0 \) when \( \alpha = 0 \). Fig. 4.5a and Fig. 4.5b show curves of this nonlinear function with the same values of \( G \) and \( t \), but different values of \( \alpha \) within the same region of \([-2, 2]\). Another observation is that the nonlinear function will approximate a linear function \( v = u \) very closely within a given area when a proper combination of parameter values of \( \alpha \), \( G \), and \( t \) is made. Shown in Fig. 4.5c are the linear function \( v = u \) and the nonlinear function with \( \alpha = 0.5 \), \( G = 4.2 \), and \( t = 0 \). The average squared difference between them turns out to be \( 3.288857 \times 10^{-4} \) based on 150 samples evenly spaced over the interval of \([-1.5, 1.5]\). Another example is shown in Fig. 4.5d with \( \alpha = 0.1 \), \( G = 20 \), and \( t = 0 \). Its average squared difference is \( 1.284112 \times 10^{-4} \) based on 200 samples over the interval of \([-2, 2]\). Hence, to a certain extent, the linear adaptive digital filter shown in Fig. 4.2 can be viewed as a special case of this nonlinear adaptive digital filter when the nonlinear function in this system approaches the linear function of \( v = u \).

It can be expected from this point of view that with a proper adjustment of parameters \( \alpha_{i, k}, G_{i, k}, t_{i, k}, \alpha_k, G_k, \) and \( t_k \) together with weights \( h_{i, k}(l) \), for \( i = 0, 1, \ldots, N-1 \) and \( l = 0, 1, \ldots, M-1 \), this nonlinear system would have a better tracking property when the input signal has sharp edges and also flat areas. The nonlinear operator right before the output signal \( y(k) \) would further improve the tracking property which can be observed from our simulation results.
\[ v = F(u, 3, 2, 0) \]

(a) \( \alpha = 3, \ G = 2, \) and \( t = 0 \)
(b) $\alpha = 10$, $G=2$, and $t = 0$
(c) $\alpha = 0.5$, $G = 4.2$, and $t = 0$
Fig. 4.5 Examples of input-output characteristics of sigmoid function with different parameter values of $\alpha$, $G$, and $t$
4.3 Adaptive Algorithm of Nonlinear Delayed N-Path Adaptive FIR (NDNA-FIR) Digital Filter

We define the error signal as shown in Fig. 4.3 as

\[ e(k) = x(k) - y(k) \]  \hspace{1cm} (4.3)

The mean square error is

\[ \Phi = E[e^2(k)] \]  \hspace{1cm} (4.4)

where \( E \) is a mean value operator. The adaptive algorithm attempts to minimize the mean square error by searching the optimum weights and parameters along the direction of negative gradients of the error surface.

In a practical situation, \( \Phi \) is usually not available and gradients of \( e^2(k) \) are used instead to approximate real gradients of the error surface. The error surface in this case is not quadratic like the linear FIR case because of the nonlinearity involved. It may have local minima and hence special precautions on the choices of initial parameters must be taken. In our simulations, all weight and coefficient updates are being done once only after \( K \) samples of a certain length of the signal have been presented, so that the noise with the estimated gradients can be smoothed out to a certain degree. In the following, we will derive the gradient estimates of all the weights and parameters at each iteration in the adaptive process.
As shown in Fig. 4.3, the output signal $y_i(k)$ of each parallel sub-filter is

$$y_i(k) = F(z_i(k), \alpha_{i,k}, G_{i,k}) \quad (4.5)$$

where

$$z_i(k) = \sum_{l=0}^{M-1} h_{i,k}(l)x(k-lN-i) + t_{i,k} \quad (4.6)$$

for $i = 0, 1, ..., N-1$. The overall output of the nonlinear adaptive filter is

$$y(k) = F(z(k), \alpha_k, G_k) \quad (4.7)$$

where

$$z(k) = \sum_{i=0}^{N-1} y_i(k) + t_k \quad (4.8)$$

The squared output error is defined as

$$e^2(k) = (x(k) - y(k))^2 \quad (4.9)$$

The changes of weights and parameters in each iteration are defined as

$$\Delta h_{i,k}(l) = -\mu \frac{\partial e^2(k)}{\partial h_{i,k}(l)} \quad (4.10)$$

$$\Delta \alpha_{i,k} = -\mu \frac{\partial e^2(k)}{\partial \alpha_{i,k}} \quad (4.11)$$

$$\Delta G_{i,k} = -\mu \frac{\partial e^2(k)}{\partial G_{i,k}} \quad (4.12)$$
\[ \Delta t_{i,k} = -\mu \frac{\partial e^2(k)}{\partial t_{i,k}} \]  
(4.13)

\[ \Delta \alpha_k = -\mu \frac{\partial e^2(k)}{\partial \alpha_k} \]  
(4.14)

\[ \Delta G_k = -\mu \frac{\partial e^2(k)}{\partial G_k} \]  
(4.15)

and

\[ \Delta t_k = -\mu \frac{\partial e^2(k)}{\partial t_k} \]  
(4.16)

for \( i = 0, 1, \ldots, N-1 \), \( l = 0, 1, \ldots, M_l-1 \), \( k = 0, 1, 2, \ldots \), and \( \mu \) is the gain constant that regulates convergence speed of adaptation.

Before we derive the updates of these weights and parameters, we define

\[ \delta_k = \frac{-\partial e^2(k)}{\partial z(k)} \]

\[ = -\frac{\partial e^2(k)}{\partial y(k)} \frac{\partial y(k)}{\partial z(k)} \]  
(4.17)

\[ = 2e(k) \frac{\partial F(z(k), \alpha_k, G_k)}{\partial z(k)} \]

and
\[ \delta_{i,k} = \frac{\partial e^2(k)}{\partial z(k)} \]
\[ = -\frac{\partial e^2(k)}{\partial y_i(k)} \frac{\partial y_i(k)}{\partial z(k)} \]
\[ = -\frac{\partial e^2(k)}{\partial y_i(k)} \frac{\partial F(z_i(k), \alpha_{i,k}, G_{i,k})}{\partial z_i(k)} \] (4.18)

Noticing that
\[ \frac{\partial e^2(k)}{\partial y_i(k)} = \frac{\partial e^2(k)}{\partial z(k)} \frac{\partial z(k)}{\partial y_i(k)} = -\delta_k \] (4.19)

We have the following relation by substituting eqn. 4.19 into eqn. 4.18
\[ \delta_{i,k} = \delta_k \frac{\partial F(z_i(k), \alpha_{i,k}, G_{i,k})}{\partial z_i(k)} \] (4.20)

for \( i = 0, 1, \ldots, N-1 \) and \( k = 0, 1, \ldots \).

For simplicity in the following derivations, the subscript indexes \( i, l, k \) will always represent integers from 0 to \( N-1 \), 0 to \( M_l-1 \), and 0 to positive indefinite, respectively, unless stated otherwise.

4.3.1 Updates of Weights \( h_{i,k}(l) \)

From eqns. 4.10, 4.18, and 4.6, we have

\[ \Delta h_{i,k}(l) = -\mu \frac{\partial e^2(k)}{\partial z_i(k)} \frac{\partial z_i(k)}{\partial h_{i,k}(l)} \]
\[ = \mu \delta_{i,k} x(k - LN - i) \] (4.21)
Updating of $h_{i,k}(l)$, as well as other parameters, are not carried out at every discrete time $k$. Instead, they are performed at every K iterations by adding the total summation of increments over K consecutive iterations, when $k$ divided by $K$ gives an integer. Define a subset of time indexes of $k$ as

$$S = \{ k \mid k = 0, 1, \ldots, \text{and } k i K = \text{integer } \}$$  \hspace{1cm} (4.22)

then we have

$$h_{i,k+1}(l) = h_{i,k}(l) + \sum_{m=0}^{K-1} \Delta h_{i,k-m}(l)$$ \hspace{1cm} (4.23)

4.3.2 Updates of Parameters $\alpha_{i,k}$ and $\alpha_k$

In a similar manner as above, it follows from eqn. 4.11 and 4.19 that

$$\Delta \alpha_{i,k} = -\mu \frac{\partial e^2(k)}{\partial y(k)} \frac{\partial y(k)}{\partial \alpha_{i,k}} = \mu \delta_k \frac{\partial F(z(k), \alpha_{i,k}, G_{i,k})}{\partial \alpha_{i,k}}$$ \hspace{1cm} (4.24)

From eqns. 4.14 and 4.9, we have

$$\Delta \alpha_k = -\mu \frac{\partial e^2(k)}{\partial y(k)} \frac{\partial y(k)}{\partial \alpha_k} = 2 \mu \epsilon(k) \frac{\partial F(z(k), \alpha_k, G_i)}{\partial \alpha_k}$$ \hspace{1cm} (4.25)

The updates of $\alpha_{i,k}$ and $\alpha_k$ at every K iterations when $k$ belongs to $S$ defined in eqn. 4.22 are
\[
\alpha_{i, k+1} = \alpha_{i, k} + \sum_{m=0}^{K-1} \Delta \alpha_{i, k-m}
\]

(4.26)

and

\[
\alpha_{k+1} = \alpha_{k} + \sum_{m=0}^{K-1} \Delta \alpha_{k-m}
\]

(4.27)

while at other steps they remain unchanged.

### 4.3.3 Updates of Parameters $G_{i,k}$ and $G_k$

In the same way, we can find out from eqns. 4.12 and 4.19 that

\[
\Delta G_{i, k} = -\mu \frac{\partial e^2(k)}{\partial y_i(k)} \frac{\partial y_i(k)}{\partial G_{i, k}}
\]

\[
= \mu \delta_k \frac{\partial F(z_i(k), \alpha_{i, k}, G_{i, k})}{\partial G_{i, k}}
\]

(4.28)

Also from eqns. 4.15 and 4.9, we obtain

\[
\Delta G_k = -\mu \frac{\partial e^2(k)}{\partial y(k)} \frac{\partial y(k)}{\partial G_k}
\]

\[
= 2 \mu e(k) \frac{\partial F(z(k), \alpha_k, G_k)}{\partial G_k}
\]

(4.29)

$G_{i,k}$ and $G_k$ are not changed except at the discrete times when $k$ falls into the $S$ set in eqn. 4.22. They are updated according to

\[
G_{i, k+1} = G_{i, k} + \sum_{m=0}^{K-1} \Delta G_{i, k-m}
\]

(4.30)

and
\[ G_{z+1} = G_k + \sum_{m=0}^{K-1} \Delta G_{k-m} \quad (4.31) \]

### 4.3.4 Updates of Parameters \( t_{i,k} \) and \( t_k \)

From eqns 4.13, 4.18, and 4.6, we arrive at

\[
\Delta t_{i,k} = -\mu \frac{\partial e^2(k)}{\partial z(k)} \frac{\partial z(k)}{\partial t_{i,k}} = \mu \delta_{i,k} \quad (4.32)
\]

and from eqns. 4.16, 4.17, and 4.8, we obtain

\[
\Delta t_k = -\mu \frac{\partial e^2(k)}{\partial z(k)} \frac{\partial z(k)}{\partial t_k} = \mu \delta_k \quad (4.33)
\]

The updates of \( t_{i,k} \) and \( t_k \) are taken place at the same discrete times as above, i.e.,

\[ t_{i,k+1} = t_{i,k} + \sum_{m=0}^{K-1} \Delta t_{i,k-m} \quad (4.34) \]

and

\[ t_{k+1} = t_k + \sum_{m=0}^{K-1} \Delta t_{k-m} \quad (4.35) \]

while at other steps they remain unchanged. Knowing that the partial derivatives of function \( F(z, \alpha, G) \) in eqn. 4.2b with respect to \( z, \alpha, \) and \( G \) are as follows

\[
\frac{\partial F(z, \alpha, G)}{\partial z} = 2G\alpha \frac{e^{-\alpha}}{(1 + e^{-\alpha})^2} \quad (4.36a)
\]

\[
\frac{\partial F(z, \alpha, G)}{\partial \alpha} = 2Gz \frac{e^{-\alpha}}{(1 + e^{-\alpha})^2} \quad (4.36b)
\]
and
\[
\frac{\partial F(z, \alpha, G)}{\partial G} = \frac{1 - e^{-\alpha}}{1 + e^{-\alpha}} \tag{4.36c}
\]

Eqns. 4.17, 4.20, 4.24, 4.25, 4.28, and 4.29 can be evaluated respectively by choosing the corresponding formula from eqns. 4.36a-4.36c.

4.4 Simulation Results

Simulation results are presented in this section to illustrate the performance of the proposed NDNA-FIR digital filter as compared to those of the linear adaptive FIR (LAFIR) digital filter and nonlinear median (NLMED) filter.

Example 1: In this example, the original signal s(k) is a periodic trapezoidal signal of amplitude ±0.5 as shown in Fig. 4.6a. s(k) is corrupted by 10% white noise (i.e., noise distributed uniformly within ±0.05) to form an input signal x(k) as shown in Fig. 4.6b. The convergence criterion was set to 1.0x10^{-5} which represents the difference between the sums of e^2(k) over two consecutive intervals of 100 iterations.

In the NDNA-FIR digital filter, a delayed 6-path structure was used where M_0=11 and M_i=10 for i = 1 to 5. The learning rate parameter, \( \mu \), was chosen as 1.0x10^{-4} and K was selected as 100. The coefficients of \( h_{i,0}(l) \), for i=0 to 5 and l = 0 to M_i-1, were initially set to zero. The initial values of the parameters were
\( \alpha_0=\alpha_{i,0}=6.0 \), and \( g_0=g_{i,0}=0.65 \) for \( i=0 \) to 5. \( t_0 \) and \( t_{i,0} \) for \( i=0 \) to 5, were set to random values within the range of \( \pm 0.001 \). The adaptive process converged after 111700 iterations, and the average squared output error, \( e^2(k) \), over the last 100 iterations was 9.5544x10^{-4}. The average squared difference between \( y(k) \) and \( s(k) \) over the last 200 iterations was 4.2001x10^{-4}. Fig. 4.6c shows the converged output signal \( y(k) \) and Fig. 4.6d shows the output squared error \( e^2(k) \) in the adaptive process.

In the LA-FIR digital filter [7], the learning rate parameter of coefficients was set to 1.0x10^{-4} and the adaptive process was started from zero initial coefficients with delay \( d=4 \). Figs. 4.6e, 4.6f and 4.6g show, respectively, the converged output signals \( y(k) \) of the LA-FIR digital filter with filter orders of 61, 82 and 121. These three filters converged, respectively, after 390100, 744800 and 737400 iterations, and their respective average squared output errors \( e^2(k) \) over their last 100 iterations were 2.3613x10^{-3}, 1.2755x10^{-3} and 1.0389x10^{-3}. The average squared differences between \( y(k) \) and \( s(k) \) over the last 200 iterations were, respectively, 1.5620x10^{-3}, 5.5323x10^{-4} and 1.9502x10^{-4}.

Fig. 4.6h shows the output signal of the NLMED digital filter with a window length of 3 using the input signal \( x(k) \) shown in Fig. 4.6b. The average squared difference between this output signal, \( y(k) \), and the original signal, \( s(k) \), over the last 200 iterations was 5.9251x10^{-4}. We have also tried window lengths of all the odd numbers from 3 to 21, and the result for the window length of 3 was the best.
(a) Original signal $s(k)$
(b) Corrupted input signal $x(k)$
(c) Converged output signal $y(k)$ of NDNA-FIR digital filter
(d) Squared output error $e^2(k)$ of NDNA-FIR digital filter
(e) Converged output signal $y(k)$ of LA-FIR digital filter of order 61
(f) Converged output signal $y(k)$ of LA-FIR digital filter of order 82
(g) Converged output signal $y(k)$ of LA-FIR digital filter of order 121
(h) Output signal of NLMED digital filter

Fig. 4.6 Simulation results in Example 1
Example 2: The original signal \( s(k) \) used is a periodic rectangular signal of amplitude \( \pm 0.5 \) as shown in Fig. 4.7a. The input signal \( x(k) \) shown in Fig. 4.7b was obtained by combining \( s(k) \) with a 10% additive white noise (i.e., noise distributed uniformly within \( \pm 0.05 \)). The convergence criterion was \( 1.0 \times 10^{-4} \), which represented the difference between the sums of \( e^2(k) \) over two consecutive intervals of 1000 iterations.

In the NDNA-FIR digital filter, a delayed 6-path structure was again used in this example. The learning rate parameter was set to \( 5.0 \times 10^{-4} \) and \( K \) was chosen as 1000. The coefficients, \( h_{i,0}(l) \) for \( i=0 \) to 5 and \( l=0 \) to \( M-1 \), were all initially set to zero. The initial values of the parameters were \( \alpha_0=\alpha_{i,0}=1.0 \), and \( g_0=g_{i,0}=0.5 \), for \( i=0 \) to 5. \( t_0 \) and \( t_{i,0} \), for \( i=0 \) to 5, were set to random values within \( \pm 0.001 \). The adaptive process converged after 936000 iterations, and the average squared output error \( e^2(k) \) over the last 1000 iterations was \( 9.0601 \times 10^{-4} \). The average squared difference between \( y(k) \) and \( s(k) \) over the last 200 iterations was \( 2.0009 \times 10^{-4} \). Fig. 4.7c shows the converged output signal \( y(k) \) and Fig. 4.7d shows the squared output error \( e^2(k) \) in the adaptive process.

Figs. 4.7e, 4.7f and 4.7g show the converged output signals, \( y(k) \), of the LA-FIR digital filter with filter orders of 61, 82, and 121 respectively. In these three cases, the learning rate parameter of coefficients was set to \( 1.0 \times 10^{-3} \), and the adaptive processes were started with zero initial coefficients and delay \( d=4 \). The adaptive processes converged, respectively, after 1368000, 3458000, and 4920000 iterations. The average squared output errors \( e^2(k) \) over the last 1000 iterations for the three cases were,
respectively, $7.9461 \times 10^{-1}$, $6.7854 \times 10^{-1}$ and $4.8140 \times 10^{-2}$. The corresponding average squared differences between $y(k)$ and $s(k)$ over the last 200 iterations were, respectively, $3.9135 \times 10^{-2}$, $3.3323 \times 10^{-2}$ and $1.6613 \times 10^{-3}$.

Fig. 4.7h shows the converged output signal, $y(k)$, of the NLMED digital filter with a window length of 3. The average squared difference between this output signal, $y(k)$, and the original input signal, $s(k)$, over the last 200 iterations was $4.8360 \times 10^{-4}$. We have also tried window lengths of all the odd numbers from 3 to 21, and the result for the window length of 3 was the best.

Besides the above results, three other sets of simulations of the above two examples were carried out under different initial conditions. For the cases of the NDNA-FIR digital filter, different $g_{i,0}$, $g_0$, $\alpha_{i,0}$, and $\alpha_0$ were used. For the cases of the LA-FIR digital filter, different initial coefficients were used. The average results of the four sets of simulations are summarized in Tables 4.1 and 4.2. In the tables, NOC and NOP represent, respectively, the number of adjustable coefficients, and the number of adjustable parameters (for NDNA-FIR digital filters only). NOI stands for the number of iterations required to reach convergence. $E_{av}$ and $D_{av}$ represent, respectively, the average squared output error $e^2(k)$ and the average squared difference between $y(k)$ and $s(k)$. 
(a) Original signal $s(k)$
Corrupted input signal $x(k)$
(c) Converged output signal $y(k)$ of NDNA-FIR digital filter
(d) Squared output error $e^2(k)$ of NDNA-FIR digital filter
(e) Converged output signal $y(k)$ of LA-FIR digital filter of order 61
(f) Converged output signal \( y(k) \) of LA-FIR digital filter of order 82
(g) Converged output signal $y(k)$ of LA-FIR digital filter of order 121
(h) Output signal of NLMED digital filter

Fig. 4.7 Simulation results in Example 2
From the Tables 4.1 and 4.2 we can see that the performances of the NDNA-FIR digital filter with 61 coefficients and 21 parameters are better than those of the LA-FIR digital filters with 61, 82, and 121 coefficients and the NLMED digital filter in terms of $E_w$ and $D_w$, obtained under the same convergence criterion. The numbers of iterations needed in the NDNA-FIR digital filter are less than those in the LA-FIR digital filters, which means that the NDNA-FIR digital filter is more efficient in reducing the squared output error. The performances of the NDNA-FIR digital filters are much better as compared to those of the LA-FIR digital filters and the NLMED digital filters in the second example in which the original signal has much sharper edges. For signals containing smoother edges (for example, a sinusoidal signal), no obvious differences have been observed among the three types of filtering methods. In the simulations of a NDNA-FIR digital filter, $\alpha_0$ and $\alpha_{i,0}$ for $i=1$ to 5 should be chosen according to the sharpness of the input signal, and $g_0$ and $g_{i,0}$ for $i=1$ to 5 should not be too small to avoid limiting the output signal to a false magnitude value. As observed from simulations, the nonlinearity at the output does play a role in adjusting the output amplitude. We also observed from simulations that an added delay of $z^{-d}$ in the NDNA-FIR digital filter would degrade its performances in NOI, $E_w$, and $D_w$. In general, the results become worse as $d$ is getting larger. Hence, $d$ was set to zero in the simulations. Nevertheless, a trivial convergence could hardly happen in the NDNA-FIR digital filter as its output is obtained from a sum of $N$ outputs of $N$ parallel nonlinear sub-filters and coefficient updating is performed only once at every $K$ iterations. For a complete absence of a trivial convergence, the value of at least one of $h_{0,\alpha}(l)$ for $l=1$ to $M_\alpha-1$ can be set to
nonzero.

Table 4.1  Simulation results of example 1

<table>
<thead>
<tr>
<th>Structure</th>
<th>NOC</th>
<th>NOP</th>
<th>NOI</th>
<th>$E_{av}$</th>
<th>$D_{av}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDNA-FIR</td>
<td>61</td>
<td>21</td>
<td>139425</td>
<td>$9.5115 \times 10^{-4}$</td>
<td>$4.2590 \times 10^{-4}$</td>
</tr>
<tr>
<td>LA-FIR</td>
<td>61</td>
<td>535200</td>
<td>2.6066 \times 10^{-3}</td>
<td>$1.6903 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>LA-FIR</td>
<td>82</td>
<td>458025</td>
<td>1.7513 \times 10^{-3}</td>
<td>$9.5801 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>LA-FIR</td>
<td>121</td>
<td>324725</td>
<td>1.3686 \times 10^{-3}</td>
<td>$6.0080 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>NLMED</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$5.9251 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 4.2  Simulation results of example 2

<table>
<thead>
<tr>
<th>Structure</th>
<th>NOC</th>
<th>NOP</th>
<th>NOI</th>
<th>$E_{av}$</th>
<th>$D_{av}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDNA-FIR</td>
<td>61</td>
<td>21</td>
<td>950750</td>
<td>$9.3531 \times 10^{-4}$</td>
<td>$1.9246 \times 10^{-4}$</td>
</tr>
<tr>
<td>LA-FIR</td>
<td>61</td>
<td>2833000</td>
<td>7.8163 \times 10^{-2}</td>
<td>$3.8111 \times 10^{2}$</td>
<td></td>
</tr>
<tr>
<td>LA-FIR</td>
<td>82</td>
<td>14796000</td>
<td>6.6789 \times 10^{-2}</td>
<td>$3.3001 \times 10^{2}$</td>
<td></td>
</tr>
<tr>
<td>LA-FIR</td>
<td>121</td>
<td>3692000</td>
<td>7.6604 \times 10^{-3}</td>
<td>$3.0060 \times 10^{3}$</td>
<td></td>
</tr>
<tr>
<td>NLMED</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$4.8360 \times 10^{4}$</td>
</tr>
</tbody>
</table>
4.5 Conclusions

A new nonlinear adaptive FIR digital filter, called NDNA-FIR digital filter, has been presented. The nonlinear sigmoid functions adopted play an important role in cancelling broadband noise while preserving the sharp edges of a signal. The parallel structure adopted here lends itself to high speed implementation. The associated adaptive algorithm has also been developed to minimize the squared output error by adapting the coefficients and parameters. Performance comparisons among the proposed NDNA-FIR digital filter, the LA-FIR digital filter, and the NLMED digital filter indicate that the NDNA-FIR digital filter compares favourably with the LA-FIR digital filter and the NLMED digital filter in terms of convergence speed and the average squared difference between the original signal and the recovered signal.
Chapter 5

A NEW NONLINEAR ADAPTIVE IIR DIGITAL FILTER

The new structure and its adaptive algorithm of a nonlinear adaptive IIR digital filter is presented. With the use of a nonlinear sigmoid function at the output, this IIR digital filter is bounded input bounded output (BIBO) stable. Therefore, it does not need stability monitoring in the adaptive process, which has always been a computational burden and disturbs the adaptive process. The stability analysis has been conducted together with studies on time domain behaviour of filter parameters and coefficients. To improve the convergence speed, the individual parameter adaptation scheme is developed into the adaptive algorithm to optimally adjust each parameter at every iteration. Based on the application in adaptive system identifications of linear IIR digital filters, simulation results obtained show that the new nonlinear adaptive IIR digital filters outperform those of linear adaptive IIR digital filters in terms of convergence speed and final output error residuals.

5.1 Introduction

Much research effort has been directed to the development of adaptive infinite impulse response (IIR) digital filters, because of their reduced computational complexity
compared to adaptive finite impulse response (FIR) digital filters for the same level of performance. However, there are some disadvantages in adaptive IIR digital filters: 1. They become unstable if the poles move outside the unit circle during the adaptive process; 2. Their performance surfaces are generally nonquadratic and may have local minima [7]. While the second disadvantage may vanish by adding filter weights [65], the first one becomes a serious disadvantage which has caused adaptive IIR digital filters to have very limited applications.

There have emerged some techniques to prevent instability by restricting the poles or denominator coefficients of a transfer function. For the adaptive recursive least mean square filter, stability monitoring is carried out by finding the roots of a nonlinear algebraic equation in which its solution complexity increases rapidly with filter order [66]. Also, a parallel form comprised of a number of first-order sections for adaptive IIR filtering has been presented in [67], which provides robust stability monitoring with less complexity than that of the direct form. The stability of the adaptive lattice digital filter can be guaranteed by ensuring that all filter coefficients remain bounded by unit during coefficient adaptations [68]. However, the need to provide a real-time stability check for all these techniques is a significant computational burden in many situations. Of more concern is that the adaptive process may be disturbed so that the search for the minimum value could be misled or the adaptive algorithm would be likely to lock up [69]. As is also known that the family of hyperstable filters, such as the hyperstable adaptive recursive filter (HARF) [69] and the simplified hyperstable adaptive recursive filter
(SHARF) [70], allows for monitoring the filter stability by finding a polynomial which satisfies the strictly positive real condition at all times. Not only it is difficult to find such a polynomial in the absence of specific knowledge about the source model, but also the polynomial found needs to be updated when the source model varies with time. It seems, so far, that the stability problem still remains an issue in linear adaptive IIR digital filtering and more effort is required to develop new approaches featuring implementation feasibility.

Recently nonlinear adaptive digital filtering techniques have received much attention and found many applications such as in [71-75] where problems involved feature nonlinear characteristics. However, it is also of interest to solve linear problems by means of nonlinear approaches. In this paper, a stable nonlinear adaptive IIR digital filter which has an adaptively adjustable nonlinear function at its output is presented. Unlike the linear adaptive IIR digital filters (LAIIRD) mentioned above, this nonlinear adaptive IIR digital filter (NAIIRD) does not need any stability monitoring and hence the adaptive process would not be interrupted by the stability problem. It has been proved that this NAIIRD is stable in the sense that the filter output is always bounded with bounded input signals. The adaptive scheme of individual parameter adaptation [51] is developed for the case of the NAIIRD structure. Hence, instead of using a fixed convergence constant \( \mu \) for all the filter coefficients through the whole adaptive process, optimally tailored individual convergence parameters at every single iteration are used to adapt each filter parameter or coefficient. Each individual convergence parameter is
adjusted in real time to be kept optimum for a new set of input samples. The advantages of the structure and adaptive algorithm of the proposed NAIIRDF are demonstrated by applications in adaptive system identifications, where unknown linear IIR systems are to be modelled. Simulation results obtained are very satisfactory in terms of convergence speed and the output error residuals.

5.2 Structure and Adaptive Algorithm of Nonlinear Adaptive IIR Digital Filter (NAIIRDF)

5.2.1 Structure of NAIIRDF

![Block diagram of adaptive digital system identification](image)

Fig. 5.1 Block diagram of adaptive digital system identification
Fig. 5.1 shows the general block diagram of adaptive system modelling. In this case, the unknown system to be modelled is a linear IIR digital filter. Instead of a linear IIR digital filter structure as shown in Fig. 5.2a, the adaptive digital filter here is constructed by the proposed nonlinear IIR digital filter structure as shown in Fig. 5.2b.

For the linear IIR digital filter structure shown in Fig. 5.2a, the system input and output relationship satisfies the following difference equation

\[ y(k) = \sum_{i=0}^{M} a_i x(k-i) + \sum_{j=1}^{M} b_j y(k-j) \]  

(5.1)

It can be seen from eqn. 5.1 that when the coefficients are not properly selected, the output signal \(y(k)\) may increase without bound to infinite when positive feedback occurs. However the proposed nonlinear adaptive IIR digital filter structure in Fig. 5.2b does not have this stability problem. The diamond in Fig. 5.2b represents the nonlinear sigmoid function

\[ y = F(u, G, t) = G \frac{1 - e^{tu}}{1 + e^{tu}} \]  

(5.2)

where \(u\) is the input to the operator and \(y\) is the output from the operator as shown in Fig. 5.3. \(G\) and \(t\) are the parameters of the nonlinear sigmoid function. The corresponding difference equation of the input and output of the structure can be expressed as follows:
(a) Linear IIR digital filter

(b) Nonlinear IIR digital filter

Fig. 5.2 Structures of two IIR digital filters
$u(k) = \sum_{i=0}^{M} a_i \cdot x(k-i) + \sum_{j=1}^{M} b_j \cdot y(k-j)$  \hspace{1cm} (5.3)

$y(k) = F(u(k), G, t)$

$= G \frac{1 - e^{u(k) \cdot t}}{1 + e^{u(k) \cdot t}}$  \hspace{1cm} (5.4)

Because of the saturation characteristic of the nonlinear function, the output signal will never exceed G. During the adaptive process, the parameters of the nonlinear sigmoid function G and t are updated accordingly together with the filter weights $a_i$ and $b_j$, for $i = 0, 1, \ldots, M$ and $j = 1, 2, \ldots, M$, to reduce the output error. The whole adaptive procedure would not be disturbed in contrast to the case of the LAIIRD mentioned above where the poles or denominator coefficients are forced to be projected into a certain region in order to maintain the stability of the adaptive system.
For simplicity in the following discussions, the subscript indexes $i$, $j$, and $k$ will always represent integers from 0 to $M$, 1 to $M$, and 0 to positive infinite, respectively, unless stated otherwise.

5.2.2 Adaptive Algorithm of NAIIRDf

The proposed nonlinear adaptive IIR digital filter structure is obtained by replacing the "Adaptive Filter" in Fig. 5.1 with the nonlinear IIR digital filter structure shown in Fig. 5.2b. Then, the output signal $y(k)$ of the adaptive digital filter with the input signal $x(k)$ in Fig. 5.1 is

$$y(k) = F(u(k), G(k), t(k))$$

$$= G(k) \frac{1 - e^{u(k)+t(k)}}{1 + e^{u(k)+t(k)}}$$

(5.5)

in which

$$u(k) = \sum_{i=0}^{M} a_i(k) x(k-i) + \sum_{j=1}^{M} b_j(k) y(k-j)$$

(5.6)

where $G(k)$ and $t(k)$ are the parameter values of the nonlinear sigmoid function at discrete time $k$, $a_i(k)$ and $b_j(k)$ are the feedforward and feedback coefficient values at discrete time $k$.

Let $d(k)$ represent the output signal of the unknown system at discrete time $k$, the instantaneous squared error is
\[ \tau^2(k) = [d(k) - y(k)]^2 \]  

(5.7)

Considering the LMS algorithm, we define the parameter and coefficient changes as follows:

\[ \Delta G(k) = -\mu \frac{\partial e^2(k)}{\partial G} \]  

(5.8a)

\[ \Delta \tau(k) = -\mu \frac{\partial e^2(k)}{\partial \tau} \]  

(5.8b)

\[ \Delta a_i(k) = -\mu \frac{\partial e^2(k)}{\partial a_i} \]  

(5.8c)

and

\[ \Delta b_j(k) = -\mu \frac{\partial e^2(k)}{\partial b_j} \]  

(5.8d)

where \( \mu \) is the convergence constant. The index \( k \) of the parameters and coefficients in eqn. 5.8 after the partial derivative operators is not used because they are assumed to be fixed when partial derivatives are performed. Then we have the corresponding updating equations as

\[ G(k+1) = G(k) + \Delta G(k) \]  

(5.9a)

\[ \tau(k+1) = \tau(k) + \Delta \tau(k) \]  

(5.9b)

\[ a_i(k+1) = a_i(k) + \Delta a_i(k) \]  

(5.9c)

and
\[
\Delta G(k) = 2\mu e(k) \frac{\partial y(k)}{\partial G} = 2\mu e(k)F^*_{\sigma}(u(k), G(k), \imath(k))
\]

Substituting eqns 5.7 and 5.5 into eqns. 5.8a and 5.8b respectively, we have

\[
\Delta t(k) = 2\mu e(k) \frac{\partial y(k)}{\partial \imath} = 2\mu e(k)F^*_{\imath}(u(k), G(k), \imath(k))
\]

Substituting eqns. 5.7, 5.5 and 5.6 into eqns. 5.8c and 5.8d respectively, we get

\[
\Delta a_i(k) = 2\mu e(k) \frac{\partial y(k)}{\partial a_i} = 2\mu e(k)\frac{\partial F(u(k), G(k), \imath(k))}{\partial u(k)} \frac{\partial u(k)}{\partial a_i}
\]

\[
= 2\mu e(k)F^*_{a_i}(u(k), G(k), \imath(k)) \frac{\partial u(k)}{\partial a_i}
\]

and

\[
\Delta b_j(k) = 2\mu e(k) \frac{\partial y(k)}{\partial b_j} = 2\mu e(k)\frac{\partial F(u(k), G(k), \imath(k))}{\partial u(k)} \frac{\partial u(k)}{\partial b_j}
\]

\[
= 2\mu e(k)F^*_{b_j}(u(k), G(k), \imath(k)) \frac{\partial u(k)}{\partial b_j}
\]

The partial derivatives \(F^*_{\sigma}, F^*_{\imath}, \) and \(F^*_{a_i}\) can be obtained from eqn. 5.5 as follows:

\[
F^*_{\sigma}(u(k), G(k), \imath(k)) = \frac{1 - e^{u(k)\sigma}}{1 + e^{u(k)\sigma}}
\]
\[ F'(u(k), G(k), t(k)) = -2G(k) \frac{e^{u(k)+t(k)}}{(1 + e^{u(k)+t(k)})^2} \]  
(5.15)

and

\[ F'(u(k), G(k), t(k)) = -2G(k)\frac{e^{u(k)+t(k)}}{(1 + e^{u(k)+t(k)})^2} \]  
(5.16)

\( \partial u(k)/\partial a_i \) and \( \partial u(k)/\partial b_j \) in eqns. 5.12 and 5.13 can be obtained as follows:

\[
\frac{\partial u(k)}{\partial a_i} = x(k-i) + \sum_{m=1}^{M} \frac{\partial}{\partial a_i} F'(u(k-m), G(k-m), t(k-m)) \frac{\partial u(k-m)}{\partial a_i} \]  
(5.17)

\[
\frac{\partial u(k)}{\partial b_j} = y(k-j) + \sum_{m=1}^{M} \frac{\partial}{\partial b_j} F'(u(k-m), G(k-m), t(k-m)) \frac{\partial u(k-m)}{\partial b_j} \]  
(5.18)

5.3 Analyses of Stability and Time Domain Performance of Nonlinear Adaptive IIR Digital Filter (NAIIRDF)

The stability problem has always been a concern of linear adaptive IIR digital filters, in which the output signal may go to infinite once its poles or denominator coefficients move outside the region of stability. However, the NAIIRDF presented in this paper does not have this problem. In fact, its output signal \( y(k) \) would not increase without bound if \( G(k) \) remains bounded during the adaptive process. In this section, stability analysis is conducted to show that the parameter \( G(k) \) would not blow up based on our adaptive algorithm. While we cannot demonstrate the whole picture of this NAIIRDF's behavior during the adaptive process, we can display some interesting and
valuable aspects.

Before we go into the following discussions, we introduce two theorems on sequences and series in advanced calculus [76].

**Theorem 1:** Suppose \( c_n \geq 0 \) for all \( n \). If

\[
\lim_{n \to \infty} (c_n)^{1/n} < 1
\]  \hfill (5.19)

then the series \( \sum_n c_n \) converges.

**Theorem 2:** Let \( \{\Phi_k\} \) and \( \{\phi_k\} \) be two sequences and related by

\[
\Phi_k = \max_{1 \leq n \leq k} \{|\phi_n|\}
\]  \hfill (5.20)

Then the following results are true:

1. \( \Phi_k \) is a positive and monotone increasing sequence, and \( \Phi_k \geq |\phi_k| \)

2. If \( \phi_k \) is unbounded, then \( \lim_{n \to \infty} \Phi_k = \infty \)

3. If \( \Phi_k \) is bounded, then \( \phi_k \) is bounded

### 5.3.1 Performance Analysis of G(k) and y(k)

In this section, we will prove that the NAIIRDF is stable in the sense that the output signal \( y(k) \) would always be bounded with the bounded input signals \( x(k) \) and \( d(k) \).

From eqns. 5.7 and 5.5, we obtain
\[ e(k) = d(k) - y(k) = d(k) - G(k) \frac{1 - e^{u(k) + u(k)}}{1 + e^{u(k) + u(k)}} \]  
\[ = d(k) - G(k)P(k) \]  

where

\[ P(k) = \frac{1 - e^{u(k) + u(k)}}{1 + e^{u(k) + u(k)}} \]  

has absolute value always less than 1. From eqns. 5.10 and 5.14, we get the following formula for updating parameter G(k), i.e.

\[ G(k+1) = G(k) + 2\mu e(k)P(k) \]  

In fact, eqn. 5.23 implies a negative feedback adjustment which would prevent G(k) from increasing to infinite. Let us consider the following two cases in detail: (i) G(k) is a positive number with sufficiently large value, and (ii) G(k) is a negative number with sufficiently large absolute value. We will prove for both cases that the absolute value of G(k+1) would not exceed G(k).

(i) G(k) is a positive number with sufficiently large value.

In this case, we have to consider three possibilities, i.e., P(k) < 0, P(k) = 0, and P(k) > 0, respectively.

If P(k) < 0, we get

\[ e(k) = d(k) - y(k) = d(k) - G(k)P(k) > 0 \]  
\[ \text{(5.24a)} \]

and
\[ G(k+1) = G(k) + 2 \mu e(k) P(k) < G(k) \]  \hspace{1cm} (5.24b)

If \( P(k) = 0 \), we have

\[ G(k+1) = G(k) + 2 \mu e(k) P(k) = G(k) \]  \hspace{1cm} (5.25)

If \( P(k) > 0 \), we obtain

\[ e(k) = d(k) - y(k) = d(k) - G(k) P(k) < 0 \]  \hspace{1cm} (5.26a)

and

\[ G(k+1) = G(k) + 2 \mu e(k) P(k) < G(k) \]  \hspace{1cm} (5.26b)

(ii) \( G(k) \) is a negative number with sufficiently large absolute value.

Similarly, we also have to consider three possibilities, i.e., \( P(k) < 0 \), \( P(k) = 0 \), and \( P(k) > 0 \), respectively.

If \( P(k) < 0 \), we get

\[ e(k) = d(k) - y(k) = d(k) - G(k) P(k) < 0 \]  \hspace{1cm} (5.27a)

and

\[ G(k+1) = G(k) + 2 \mu e(k) P(k) > G(k) \]  \hspace{1cm} (5.27b)

If \( P(k) = 0 \), we have

\[ G(k+1) = G(k) + 2 \mu e(k) P(k) = G(k) \]  \hspace{1cm} (5.28)

If \( P(k) > 0 \), we obtain
\[ e(k) = d(k) - y(k) = d(k) - G(k)P(k) > 0 \quad (5.29a) \]

and

\[ G(k+1) = G(k) + 2\mu e(k)P(k) > G(k) \quad (5.29b) \]

The above analysis states that the parameter \( G(k) \) would not increase without bound if the input signal \( x(k) \) and the desired signal \( d(k) \) are always bounded. Therefore, it is obvious from eqn. 5.5 that the output signal \( y(k) \) would stay bounded as well. Hence this NAIIRDF is always stable in the sense of bounded input - bounded output.

5.3.2 Performance Analysis of \( t(k) \)

In the following, we will prove that \( t(k) \) would not increase to infinite independently at the rate of or higher than \( \alpha k \) when \( k \) goes to infinite, where \( \alpha \neq 0 \) and \( \tau \geq 1 \). The word 'independently' excludes the possibility of \( t(k) \) increasing to infinite at the same time as one or more other filter coefficients increasing to infinite.

Substituting eqn. 5.15 into eqn. 5.11, we arrive at

\[ \Delta t(k) = -4\mu e(k)G(k) \frac{e^{\alpha(k) + t(k)}}{(1 + e^{\alpha(k) + t(k)})^2} \quad (5.30) \]

Then we can obtain
\[ t(k+1) = t(k) - \Delta t(k) = t(k-1) - \Delta t(k-1) - \Delta t(k) \]

\[ \ldots \]

\[ = t(0) - \sum_{n=0}^{k} 4\mu e(n)G(n) \frac{e^{u(n) + l(n)}}{(1 + e^{u(n) + l(n)})^2} \]

Because \( G(k) \) is always bounded, then \( e(k) \) would also remain bounded during the adaptive process as can be seen from eqn. 5.21. Therefore, we have

\[ |e(k)| \leq E \] (5.32a)

and

\[ |G(k)| \leq G \] (5.32b)

where \( E \) and \( G \) are certain positive real numbers. Based on eqns. 5.31 and 5.32, the following relationship can be obtained

\[ |t(k+1)| \leq |t(0)| + \sum_{n=0}^{k} 4\mu |e(n)| |G(n)| \frac{e^{u(n) + l(n)}}{(1 + e^{u(n) + l(n)})^2} \]

\[ \leq |t(0)| + 4\mu EG \sum_{n=0}^{k} \frac{e^{u(n) + l(n)}}{(1 + e^{u(n) + l(n)})^2} \] (5.33)

Let us assume

\[ T(k) = \sum_{n=0}^{k} \frac{e^{u(n) + l(n)}}{(1 + e^{u(n) + l(n)})^2} = \sum_{n=0}^{k} c_n \] (5.34)

where

\[ c_n = \frac{e^{u(n) + l(n)}}{(1 + e^{u(n) + l(n)})^2} \] (5.35)
In the following, the reductio ad absurdum method is used to show that $T(k)$ is bounded during the adaptive process under certain conditions. Assume $t(k)$ would increase independently without bound to infinite at the rate of $\alpha k'$ ($\alpha \neq 0$ and $\tau \geq 1$), i.e.,

$$\lim_{k \to \infty} t(k) = \lim_{k \to \infty} \alpha k' = \infty \quad \text{when } \alpha \neq 0 \text{ and } \tau \geq 1$$

(5.36)

On the other hand, we have from eqn. 5.35 that

$$\lim_{n \to \infty} (c_n)_{\text{lim}} = \lim_{n \to \infty} \left( \frac{e^{u(n)+r(n)}}{(1 + e^{u(n)+r(n)})^2} \right)^{1/n}$$

(5.37)

When $\alpha > 0$ and $\tau \geq 1$, eqn. 5.37 becomes

$$\lim_{n \to \infty} \left( \frac{e^{u(n)+r(n)}}{(1 + e^{u(n)+r(n)})^2} \right)^{1/n} = \lim_{n \to \infty} (e^{-r(n)})^{1/n}$$

(5.38a)

$$= \lim_{n \to \infty} (e^{-\alpha\tau})^{n^{-1}} = e^{-\alpha} < 1$$

Otherwise, when $\alpha < 0$ and $\tau \geq 1$, eqn. 5.37 becomes

$$\lim_{n \to \infty} \left( \frac{e^{u(n)+r(n)}}{(1 + e^{u(n)+r(n)})^2} \right)^{1/n} = \lim_{n \to \infty} (e^{r(n)})^{1/n}$$

(5.38b)

$$= \lim_{n \to \infty} (e^{\alpha\tau})^{n^{-1}} = e^\alpha < 1$$

Based on Theorem 1, we have

$$\lim_{k \to \infty} T(k) = \lim_{k \to \infty} \sum_{n=0}^{k} c_n = \Sigma c_n < \infty \quad \text{when } \alpha \neq 0 \text{ and } \tau \geq 1$$

(5.39)

It is then obvious from eqn. 5.33 that $t(k)$ would be bounded when $\alpha \neq 0$ and $\tau \geq 1$. This conclusion conflicts with the assumption we made previously that $t(k)$ would go to
infinite without bound at the rate of $\alpha k^\tau$ ($\alpha=0$ and $\tau \geq 1$). It can also be observed from the above proof that $t(k)$ would not increase to infinite at a rate higher than $\alpha k^\tau$ ($\alpha=0$ and $\tau \geq 1$).

5.3.3. Performance Analysis of $a_i(k)$ and $b_j(k)$

In this section, we can first obtain the following two properties:

(i) $a_i(k)$ would not increase to infinite independently because of the blowing up of $\partial u(k)/\partial a_i$.

(ii) $a_i(k)$ would not increase to infinite independently at the rate of or higher than $\alpha k^\tau$ when $k$ goes to infinite, where $\alpha=0$ and $\tau \geq 1$.

Substituting eqn. 5.16 into eqn. 5.12, we can obtain

$$\Delta a_i(k) = -4\mu e(k)G(k)\frac{e^{u(k)+u(k)}}{1 + e^{u(k)+u(k)}} \frac{\partial u(k)}{\partial a_i}$$  (5.40)

where $\partial u(k)/\partial a_i$ can be calculated from eqn. 5.17. In the following, we will show that $a_i(k)$ would not increase without bound independently because of the blowing up of $\partial u(k)/\partial a_i$. The reductio ad absurdum method is still used to serve this purpose.

Assume that $a_i(k)$ would go to infinite independently because of the blowing up of $\partial u(k)/\partial a_i$, and hence as a result, $u(k)$ would go to infinite and $F^u_i$ would go to 0. For simplicity, we use $\phi_i^k$ and $F^u_i(k)$ to represent $\partial u(k)/\partial a_i$ and $F^u_i(u(k), G(k), t(k))$ respectively, then eqn. 5.17 can be rewritten as
\begin{equation}
\phi'_k = x(k-i) - \sum_{m=1}^{M} b_m(k) F \cdot u(k-m) \phi'_{k-m} \tag{5.41}
\end{equation}

Let us construct a sequence \( \Phi'_k \) such that

\begin{equation}
\Phi'_k = \max_{1 \leq \eta \leq k} \{ |\phi'_\eta| \} = |\phi'_{n_k}| \tag{5.42}
\end{equation}

where \( n_k \) is a certain index number between and including 1 and \( k \). Based on Theorem 2, if \( \{\Phi'_k\} \) can be proved bounded, then \( \{\phi'_k\} \) is bounded. Substituting eqn. 5.41 into eqn. 5.42, we have

\begin{equation}
\Phi'_k = |\phi'_{n_k}| = |x(n_k-i) + \sum_{m=1}^{M} b_m(n_k) F \cdot u(n_k-m) \phi'_{n_k-m}| \leq |x(n_k-i)| + \sum_{m=1}^{M} |b_m(n_k)| \cdot F \cdot u(n_k-m) \cdot |\phi'_{n_k-m}| \tag{5.43}
\end{equation}

Based on Theorem 2.1, we can obtain

\begin{equation}
\Phi'_k \leq |x(n_k-i)| + \sum_{m=1}^{M} |b_m(n_k)| \cdot F \cdot u(n_k-m) \Phi'_{k-m} \tag{5.44}
\end{equation}

Because of the assumption we made and Theorem 2.2, there must exist a positive integer number \( N \), such that when \( k > N \) we have

\begin{equation}
\frac{|x(n_k-i)|}{\Phi'_{k-1}} < \frac{1}{M + 2} \tag{5.45a}
\end{equation}

\begin{equation}
|b_i(n_k)| \cdot F \cdot u(n_k-1) < \frac{1}{M + 2} \tag{5.45b}
\end{equation}

and
\[ |b_m(n_i)| F^{\cdot}(n_k-m) \frac{\Phi^i_{k-m}}{\Phi^i_{k-1}} < \frac{1}{M - 2} \quad \text{for } m = 2, \ldots, M \] (5.45c)

Dividing two sides of eqn. 5.44 by \( \Phi^i_{k-1} \) and using eqn. 5.45, we arrive at

\[
\frac{\Phi^i_k}{\Phi^i_{k-1}} \leq \frac{|x(n_k-i)|}{\Phi^i_{k-1}} - |b_i(n_i)| F^{\cdot}(n_k-i) + \sum_{m=2}^{M} |b_m(n_i)| F^{\cdot}(n_k-m) \frac{\Phi^i_{k-m}}{\Phi^i_{k-1}} \quad \text{(5.46)}
\]

\[
\leq \frac{(M+1)}{(M+2)} < 1 \quad \text{when } k > n
\]

From eqn. 5.46 we can see that \( \{\Phi^i_k\} \) is a monotone decreasing sequence starting from a certain number \( N \) with low bound 0. Hence, \( \{\Phi^i_k\} \) is bounded and therefore \( \{\phi^i_k\} \) is bounded based on Theorem 2.3. This conclusion conflicts with the assumption that \( \partial u(k)/\partial a_i \) (\( \phi^i_k \)) would go to infinite to cause \( a_i(k) \) to blow up. Then the first property exists.

If \( \partial u(k)/\partial a_i \) stays bounded, then the transient performance of \( a_i(k) \) would be similar to \( t(k) \), as can be observed by comparing eqn. 5.40 with eqn. 5.30. Hence, the second property is true because the first property exists.

By comparing eqns. 5.13 and 5.18 with eqns. 5.12 and 5.17 respectively, we can obtain that the transient behaviour of \( b_j(k) \) is similar to that of \( a_i(k) \). Therefore, the following two properties hold true for \( b_j(k) \) as well:

(i) \( b_j(k) \) would not increase to infinite independently because of the blowing up of \( \partial u(k)/\partial b_j \).

(ii) \( b_j(k) \) would not increase to infinite independently at the rate of or higher than \( \alpha k^\tau \) when \( k \) goes to infinite, where \( \alpha \geq 0 \) and \( \tau \geq 1 \).
In summary, the above discussions can be outlined in the following statements:

(i) The NAIIRDF is stable in the sense that the output signal $y(k)$ is always bounded with the bounded input signals $x(k)$ and $d(k)$. The reason for this is that the parameter $G(k)$ is always bounded during the adaptive process.

(ii) The parameters $t(k)$, $a_i(k)$, and $b_i(k)$ would not increase to infinite independently at the rate of or higher than $\alpha k^\tau$ when $k$ goes to infinite, where $\alpha = 0$ and $\tau \geq 1$.

(iii) $a_i(k)$ and $b_i(k)$ would not increase to infinite independently because of the blowing up of $\frac{\partial u(k)}{\partial a_i}$ and $\frac{\partial u(k)}{\partial b_i}$, respectively.

While only very conservative conclusions have been proved through theoretical analyses due to nonlinearity involved, simulation results have shown that this NAIIRDF works well under different circumstances, as can be seen in Section 5.5. In practical situations, it is usually possible to estimate the magnitude of the desired signal $d(k)$. Therefore, when a sufficiently large $G(0)$ is selected such that $G(0) > \max \{ |d(k)|, k=0,1,2,\ldots\}$, the output signal $y(k)$ has little chance to be limited by the nonlinear saturation function. This is because the clipped output signal would mean a bigger error between $d(k)$ and $y(k)$ while the adaptive algorithm is aimed to reduce the difference between $d(k)$ and $y(k)$ in each step. In fact, it did not ever happen through our extensive simulation experiments that filter parameters and coefficients blew up or the filter output equalled the limiting value of the nonlinear sigmoid function.
5.4 Individual Parameter Adaptation Scheme for Nonlinear Adaptive IIR Digital Filter (NAIIRDF)

Conventional adaptation techniques are using the fixed convergence constant $\mu$, which controls the convergence rate of the filter coefficients but also determines the final excess mean square error as compared to the optimal Wiener solution. A trade-off is usually necessary to select a constant $\mu$ so that the convergence speed is not too slow and also the final misadjustment is not too large. However, this does not necessarily work well in all the cases. [57] and [77-81] proposed an adaptation scheme with individual convergence factors which are optimally tailored to adapt individual filter coefficients for the recursive-like adaptive filters. This idea can also be applied to the NAIIRDF structure to adjust the individual convergence parameters in real time, so that their values are kept optimum for a new set of input samples to reduce the squared output error $e^2(k)$ more efficiently.

Let us rewrite eqn. 5.8 as follows

$$\Delta G(k) = -\mu_c(k) \frac{\partial e^2(k)}{\partial G} \quad (5.47a)$$

$$\Delta t(k) = -\mu_t(k) \frac{\partial e^2(k)}{\partial t} \quad (5.47b)$$

$$\Delta a_i(k) = -\mu_{a_i}(k) \frac{\partial e^2(k)}{\partial a_i} \quad (5.47c)$$
and

$$\Delta h_j(k) = -\mu_{h_j}(k) \frac{\partial e^2(k)}{\partial h_j} \quad (5.47d)$$

Based on the Taylor series expansion, the error $e(k+1)$ at the $(k+1)$th step can be approximated in terms of the first order derivatives of $e(k)$ as

$$e(k+1) = e(k) + \sum_{i=0}^{M} \frac{\partial e(k)}{\partial a_i} \Delta a_i(k) + \sum_{j=1}^{M} \frac{\partial e(k)}{\partial b_j} \Delta b_j(k)$$

$$+ \frac{\partial e(k)}{\partial G} \Delta G(k) + \frac{\partial e(k)}{\partial t} \Delta t(k) \quad (5.48)$$

Substituting eqn. 5.47 into eqn. 5.48 and squaring, we have

$$e^2(k+1) = e^2(k)[1 - 2 \sum_{i=0}^{M} \mu_{a_i}(k)(\partial e(k)/\partial a_i)^2$$

$$- 2 \sum_{j=1}^{M} \mu_{h_j}(k)(\partial e(k)/\partial h_j)^2 - 2 \mu_{a}(k)(\partial e(k)/\partial G)^2$$

$$- 2 \mu_{t}(k)(\partial e(k)/\partial t)^2]^2 \quad (5.49)$$

Based on the concept of steepest descent, a suitable set of parameters and coefficients are found to yield the minimum value of $e^2(k+1)$ by taking partial derivatives with respect to each convergence parameter and they are set to zero as follows:

$$\frac{\partial e^2(k+1)}{\partial \mu_{a}} = 0 \quad (5.50a)$$

$$\frac{\partial e^2(k+1)}{\partial \mu_{t}} = 0 \quad (5.50b)$$
\[ \frac{\partial e^2(k+1)}{\partial \mu_{a_i}} = 0 \quad (5.50c) \]

\[ \frac{\partial e^2(k-1)}{\partial \mu_{b_j}} = 0 \quad (5.50d) \]

Substituting eqn. 5.49 into eqn. 5.50 and knowing that \( e(k), \frac{\partial e(k)}{\partial G}, \frac{\partial e(k)}{\partial t}, \frac{\partial e(k)}{\partial a}, \) and \( \frac{\partial e(k)}{\partial b_j} \) would not equal zero at the same time (otherwise, no adaptation is necessary any more), then we have

\[
\sum_{i=0}^{M} \mu_{a_i}(k)\left(\frac{\partial e(k)}{\partial a_i}\right)^2 + \sum_{j=1}^{M} \mu_{b_j}(k)\left(\frac{\partial e(k)}{\partial b_j}\right)^2 \\
+ \mu_{c}(k)\left(\frac{\partial e(k)}{\partial G}\right)^2 + \mu_{t}(k)\left(\frac{\partial e(k)}{\partial t}\right)^2 = 0.5 
\] (5.51)

Eqn. 5.51 is actually a constraint on the optimum values of the convergence parameters.

For an easy realization of the adaptive algorithm, we set

\[ \mu_{a_i}(k) = \mu_{a}(k) \quad (5.52a) \]

\[ \mu_{b_j}(k) = \mu_{a}(k) \quad (5.52b) \]

and

\[ \mu_{c}(k)\left(\frac{\partial e(k)}{\partial G}\right)^2 = 0.5p_{c} \quad (5.53a) \]

\[ \mu_{t}(k)\left(\frac{\partial e(k)}{\partial t}\right)^2 = 0.5p_{t} \quad (5.53b) \]

\[ \sum_{i=0}^{M} \mu_{a_i}(k)\left(\frac{\partial e(k)}{\partial a_i}\right)^2 = 0.5p_{a} \quad (5.53c) \]
\[
\sum_{j=1}^{M} \mu_j(k) (\partial e(k)/\partial b_j)^2 = 0.5 p, \quad (5.53d)
\]

where \( p_G, p_t, p_a \) and \( p_b \) are positive numbers which satisfy

\[
p_G + p_t + p_a + p_b = 1.0 \quad (5.54)
\]

Then eqn. 5.51 can be split into the following equations

\[
\mu_G(k) = \frac{0.5 p_G}{(\partial e(k)/\partial G)^2} \quad (5.55a)
\]

\[
\mu_t(k) = \frac{0.5 p_t}{(\partial e(k)/\partial r)^2} \quad (5.55b)
\]

\[
\mu_a(k) = \frac{0.5 p_a}{\sum_{j=0}^{M} (\partial e(k)/\partial a_j)^2} \quad (5.55c)
\]

\[
\mu_b(k) = \frac{0.5 p_b}{\sum_{j=0}^{M} (\partial e(k)/\partial b_j)^2} \quad (5.55d)
\]

Arguing along the same lines as before, eqns. 5.55a and 5.55b can be further expressed as

\[
\mu_G(k) = \frac{0.5 p_G}{F_G^2(u(k), G(k), \nu(k))} \quad (5.56)
\]

\[
\mu_t(k) = \frac{0.5 p_t}{F_t^2(u(k), G(k), \nu(k))} \quad (5.57)
\]

Neglecting the recursive parts in eqns. 5.17 and 5.18 to simplify the algorithm without significant performance degradation, eqns. 5.55c and 5.55d can be represented as follows:
\[ \mu_a(k) = \frac{0.5p_a}{F_a^2(u(k), G(k), t(k)) \sum_{m=0}^{M} x^2(k-m)} \]  
(5.58)

\[ \mu_b(k) = \frac{0.5p_b}{F_a^2(u(k), G(k), t(k)) \sum_{m=1}^{M} y^2(k-m)} \]  
(5.59)

5.5 Simulation Results

In this section, simulation results are given for the application in adaptive system identifications of linear IIR digital filters. For the individual parameter adaptation scheme formulated in eqns. 5.56-5.59, the denominators of these equations may cause the overflow problem when they become very small or even zero. In order to deal with this problem, a positive bias constant \( \sigma \) has been introduced in our simulations which changes eqns. 5.56-5.59 into the following equations

\[ \mu_c(k) = \frac{0.5p_c}{F_c^2(u(k), G(k), t(k)) + \sigma} \]  
(5.60)

\[ \mu_r(k) = \frac{0.5p_r}{F_r^2(u(k), G(k), t(k)) + \sigma} \]  
(5.61)

\[ \mu_a(k) = \frac{0.5p_a}{(F_a^2(u(k), G(k), t(k)) + \sigma)(\sum_{m=0}^{M} x^2(k-m) + \sigma)} \]  
(5.62)
\[ \mu_b(k) = \frac{0.5p_b}{(f_w^2(u(k), G(k), r(k)) + \sigma)(\sum_{m=1}^{M} y_m^2(k-m) + \sigma)} \]  (5.63)

Because of neglect of the higher order terms when performing the Taylor series expansion in eqn. 5.48 and neglect of the recursive parts in eqns. 5.58 and 5.59 as well as introduction of the bias constant \( \sigma \) into eqns. 5.60-5.63, the constraint of eqn. 5.54 does not actually hold, and hence \( p_a, p_r, p_a \) and \( p_b \) may be chosen without satisfying eqn. 5.54 but yet producing good simulation results.

For comparison studies, two groups of examples are first given in the following. In each group, both the NAIIRD and the LAIIIRD were used to model the same linear IIR systems. The input signal used is white noise with zero mean value and variance of 1/12.

**Example 1:** A second order linear IIR filter

\[ H(z^{-1}) = \frac{1.2 + 0.7z^{-1} - 1.0z^{-2}}{1.0 - 1.7z^{-1} + 0.89z^{-2}} \]

is to be modelled in this example. Its poles (0.85 \( \pm \) 0.41j) locate quite near to the unit circle. Simulation results obtained by using the NAIIRD are shown in Fig. 5.4. Fig. 5.4a shows the squared output error (in dB) curve after 162160 iterations when the summation of squared output error over last 20 steps fell below 1.0x10^{-11}. The impulse responses of both the unknown plant and the adaptive filter after convergence are shown in Fig. 5.4b and Fig. 5.4c, respectively. The average squared error between the two
responses was $2.4545 \times 10^{-4}$ over those 200 samples. The initial parameter $G(0)$ was set to 23.0 and $t(0)$ was set to a very small random number with an absolute value of less than $1.0 \times 10^{-3}$. The initial coefficients of $a_i(k)$ and $b_j(k)$ were assigned random numbers with their absolute values less than 0.5. The step parameters $p_0$, $p_1$, $p_a$, and $p_b$ were selected as $1.125 \times 10^{-1}$, $7.5 \times 10^{-4}$, $3.75 \times 10^{-4}$, and $3.75 \times 10^{-4}$ respectively and $\sigma$ was set to 10.0. We can see from Fig. 5.4 that the adaptive process converged faithfully. The impulse response of the adaptive filter after convergence resembles closely that of the unknown plant in shape as is stemmed from the small output error residuals finally obtained.

Fig. 5.5 shows the corresponding simulation results obtained by using the LAIIRD. Because the poles are quite near to the unit circle, the convergence parameter should be carefully selected so that the adaptive process could converge well. In this example, we set the convergence constant equal to $1.0 \times 10^{-5}$. Fig. 5.5a shows the squared output error (in dB) curve after 797620 iterations when the summation of squared output error of last 20 steps fell below $1.0 \times 10^{-11}$. The impulse response of the unknown plant is shown in Fig. 5.4b and that of the adaptive filter after convergence is shown in Fig. 5.5b. The average squared error between the two responses was $1.6666 \times 10^{-4}$ over those 200 samples.
(a) Squared output error
(b) Impulse response of the unknown plant
(c) Impulse response of the adaptive filter after convergence

Fig. 5.4 Simulation results of modelling a 2nd-order linear IIR digital filter of Example 1 using NAIIRDF
(a) Squared output error
(b) Impulse response of the adaptive filter after convergence

Fig. 5.5 Simulation results of modelling a 2nd-order linear IIR digital filter of Example 1 using LAIIRDF in direct form
**Example 2:** A fourth order linear IIR filter

\[
H(z^{-1}) = \frac{1.2 + 0.7z^{-1} - 1.0z^{-2} + 0.5z^{-3} + 1.0z^{-4}}{1.0 - 1.8z^{-1} + 2.06z^{-2} - 1.138z^{-3} + 0.3965z^{-4}}
\]

is to be modelled which has poles residing at \((0.5 \pm 0.6j)\) and \((0.4 \pm 0.7j)\). Fig. 5.6 shows the simulation results obtained by using the NAIIRDF. Fig. 5.6a shows the squared output error (in dB) curve after 989600 iterations when the summation of the squared output error of the last 50 steps fell below \(1.0 \times 10^{-11}\). Fig. 5.6b and Fig. 5.6c show the impulse responses of the unknown plant and the adaptive filter, respectively, and the average squared error over those 200 samples between the two responses was \(2.7256 \times 10^5\). The initial parameter \(G(0)\) was set to 20.0 and \(t(0)\) was set to a very small random number with an absolute value of less than \(1.0 \times 10^3\). The initial coefficients of \(a_i(k)\) and \(b_j(k)\) were assigned random numbers with their absolute values less than 0.5. The step parameters \(p_a\), \(p_t\), \(p_a\) and \(p_b\) were selected as \(5.625 \times 10^3\), \(4.5 \times 10^3\), \(1.125 \times 10^3\) and \(1.125 \times 10^3\) respectively.

Fig. 5.7 shows the corresponding simulation results obtained by using the LAIIRDF. In this example, we set the convergence constant equal to 0.0001. Fig. 5.7a shows the squared output error (in dB) curve after 1600700 iterations when the summation of squared output error of last 50 steps fell below \(1.0 \times 10^{-11}\). The impulse response of the unknown plant is shown in Fig. 5.6b and that of the adaptive filter after convergence is shown in Fig. 5.7b. The average squared error over those 200 samples between the two responses was \(4.9316 \times 10^5\).
(a) Squared output error
(b) Impulse response of the unknown plant
(c) Impulse response of the adaptive filter after convergence

Fig. 5.6 Simulation results of modelling a 4th-order linear IIR digital filter of Example 2 using NAIIRDF
(a) Squared output error
(b) Impulse response of the adaptive filter after convergence

Fig. 5.7 Simulation results of modelling a 4th-order linear IIR digital filter of Example 2 using LAIIRDF in direct form
For a more comprehensive comparison study, we tried 10 sets of initial values for the NAIIRDF and the LAIIRDF of each example respectively. The results are summarized in Table 5.1, where each number shown is actually an average value over 10 trials. In Table 5.1, NOI stands for the number of iterations and $E_d$ represents the average squared differences over 200 samples between the responses of both the unknown plant and the adaptive filter after convergence. It can be seen from these simulation results that the proposed NAIIRDFs outperform those of LAIIRDFs in terms of convergence speed and final output error residuals. The advantage of this NAIIRDF becomes more significant, when the filter order becomes larger and therefore the computational burden of stability monitoring of the LAIIRDF becomes heavier. Besides the impulse responses, we also examined the differences between the responses of both the unknown plant and the adaptive filter after convergence with other types of input signals, such as unit step signal, sinusoidal signal, sawtooth signal and square wave signal. The experiment results obtained agree with that of impulse responses.

Table 5.1 Simulation results of comparison studies between NAIIRDF and LAIIRDF

<table>
<thead>
<tr>
<th></th>
<th>Example 1</th>
<th></th>
<th>Example 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NOI</td>
<td>$E_d$</td>
<td>NOI</td>
<td>$E_d$</td>
</tr>
<tr>
<td>NAIIRDF</td>
<td>420354</td>
<td>3.2635x10^4</td>
<td>455560</td>
<td>3.0121x10^4</td>
</tr>
<tr>
<td>LAIIRDF</td>
<td>673336</td>
<td>4.3326x10^3</td>
<td>1205280</td>
<td>3.6097x10^4</td>
</tr>
</tbody>
</table>
Since the nonlinear sigmoid function has been involved in this structure, the adaptive algorithm would adjust the parameters of the nonlinear sigmoid function and the feedforward and feedback coefficients at the same time. The same unknown plant could be modelled by different sets of parameters and coefficients. Tables 5.2 and 5.3 list some simulation results of finally obtained parameters and coefficients of the above two examples using different initial values of G(0), t(0), and other coefficients' values. It is interesting to observe that even considering

\[ 1 - \sum_{j=0}^{M} b_j(k)z^{-j} \]

as a denominator polynomial like the situation in a linear IIR digital filter, those obtained coefficients of \( b_j(k) \) still make the zeros of the above polynomial inside the unit circle, which can be verified by using Jury's stability criterion [82].

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 5</th>
<th>Set 6</th>
<th>Set 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G(k) )</td>
<td>23.0190</td>
<td>46.0034</td>
<td>68.9852</td>
<td>91.6284</td>
<td>23.0120</td>
<td>22.9690</td>
<td>22.7554</td>
</tr>
<tr>
<td>( t(k) )</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0000</td>
<td>-0.00001</td>
<td>0.0000</td>
<td>0.0001</td>
<td>-0.00001</td>
</tr>
<tr>
<td>( a_0(k) )</td>
<td>0.1180</td>
<td>0.0603</td>
<td>0.0378</td>
<td>0.0275</td>
<td>0.1179</td>
<td>0.1263</td>
<td>0.1208</td>
</tr>
<tr>
<td>( a_1(k) )</td>
<td>0.0352</td>
<td>0.0154</td>
<td>0.0136</td>
<td>0.0129</td>
<td>0.0362</td>
<td>0.0079</td>
<td>0.0330</td>
</tr>
<tr>
<td>( a_2(k) )</td>
<td>-0.0695</td>
<td>-0.0343</td>
<td>-0.0244</td>
<td>-0.0204</td>
<td>-0.0703</td>
<td>-0.0446</td>
<td>-0.0688</td>
</tr>
<tr>
<td>( b_1(k) )</td>
<td>0.1484</td>
<td>0.0740</td>
<td>0.0493</td>
<td>0.0371</td>
<td>0.1484</td>
<td>0.1489</td>
<td>0.1501</td>
</tr>
<tr>
<td>( b_2(k) )</td>
<td>-0.0779</td>
<td>-0.0389</td>
<td>-0.0259</td>
<td>-0.0194</td>
<td>-0.0778</td>
<td>-0.0785</td>
<td>-0.0788</td>
</tr>
</tbody>
</table>
Table 5.3 Parameters and coefficients of NAIIRDF of Example 2 after convergence

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 5</th>
<th>Set 6</th>
<th>Set 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t(k))</td>
<td>0.0000</td>
<td>-0.0001</td>
<td>0.0003</td>
<td>0.0055</td>
<td>0.0001</td>
<td>0.0001</td>
<td>-0.0003</td>
</tr>
<tr>
<td>(a_0(k))</td>
<td>0.1215</td>
<td>0.0609</td>
<td>0.2747</td>
<td>0.6505</td>
<td>0.1217</td>
<td>0.1215</td>
<td>0.3298</td>
</tr>
<tr>
<td>(a_1(k))</td>
<td>0.0729</td>
<td>0.0375</td>
<td>0.2146</td>
<td>1.4055</td>
<td>0.0850</td>
<td>0.1217</td>
<td>0.2977</td>
</tr>
<tr>
<td>(a_2(k))</td>
<td>-0.0832</td>
<td>-0.0333</td>
<td>-0.1415</td>
<td>0.5745</td>
<td>-0.0614</td>
<td>-0.0538</td>
<td>-0.1484</td>
</tr>
<tr>
<td>(a_3(k))</td>
<td>0.0244</td>
<td>-0.0002</td>
<td>-0.0518</td>
<td>-0.1926</td>
<td>-0.0176</td>
<td>-0.0629</td>
<td>-0.1290</td>
</tr>
<tr>
<td>(a_4(k))</td>
<td>0.1126</td>
<td>0.0630</td>
<td>0.2981</td>
<td>0.2148</td>
<td>0.1330</td>
<td>0.1481</td>
<td>0.3777</td>
</tr>
<tr>
<td>(b_1(k))</td>
<td>0.1742</td>
<td>0.0840</td>
<td>0.3583</td>
<td>0.1002</td>
<td>0.1617</td>
<td>0.1427</td>
<td>0.4069</td>
</tr>
<tr>
<td>(b_2(k))</td>
<td>-0.1958</td>
<td>-0.0926</td>
<td>-0.3786</td>
<td>-0.1240</td>
<td>-0.1737</td>
<td>-0.1369</td>
<td>-0.4063</td>
</tr>
<tr>
<td>(b_3(k))</td>
<td>0.1046</td>
<td>0.0475</td>
<td>0.1785</td>
<td>-0.2877</td>
<td>0.0849</td>
<td>0.0500</td>
<td>0.1672</td>
</tr>
<tr>
<td>(b_4(k))</td>
<td>-0.0356</td>
<td>-0.0158</td>
<td>-0.0530</td>
<td>0.0387</td>
<td>-0.0266</td>
<td>-0.0089</td>
<td>-0.0426</td>
</tr>
</tbody>
</table>

Example 3: The plant to be modelled in this example is

\[
H(z^{-1}) = \frac{1.2 + 0.7z^{-1} - 1.0z^{-2} + 0.5z^{-3} - 1.0z^{-4}}{1.0 - 2.7z^{-1} + 3.2z^{-2} - 1.927z^{-3} + 0.5429z^{-4}}
\]

It has poles residing at \((0.5 \pm 0.6j)\) and \((0.85 \pm 0.41j)\). Fig. 5.8 shows the simulation results obtained by using the NAIIRDF. Fig. 5.8a shows the squared output error (in dB) curve of the NAIIRDF after 1303650 iterations when the summation of the squared output error of the last 50 steps fell below \(1.0 \times 10^{-11}\). Fig. 5.8b and Fig. 5.8c show the impulse responses of the unknown plant and the NAIIRDF, respectively, and the average squared error over those 200 samples between the two responses was \(1.4383 \times 10^{-2}\). The initial parameter \(G(0)\) was set to 20.0 and \(t(0)\) was set to a very small random number with an absolute value of less than 0.001. The initial coefficients of \(a_i(k)\) and \(b_i(k)\) were
assigned random numbers with their absolute values less than 0.5. The step parameters $p_c$, $p_r$, $p_a$ and $p_b$ were selected as $3.125 \times 10^4$, $2.5 \times 10^4$, $6.25 \times 10^5$ and $6.25 \times 10^5$ respectively. Because the poles of the plant transfer function are close to the unit circle, the LAIIRDF failed to identify the system. The adaptive process either went to unstable or did not converge at all.
(a) Squared output error
(b) Impulse response of the unknown plant
(c) Impulse response of the adaptive filter after convergence

Fig. 5.8 Simulation results of modelling a 4th-order linear IIR digital filter of Example 3 using NAIIRDF
5.6 Conclusions

In this chapter, we have proposed a new nonlinear adaptive IIR digital filter, namely, the NAIIRD. Because of the nonlinear operator involved in this structure, this recursive digital filter is BIBO stable and hence does not need stability monitoring during the adaptive process. The analyses of stability and time domain performance of the NAIIRD have been conducted, and several properties of the behavior of filter parameters and coefficients have been achieved. Based on this structure, an individual adaptation scheme to improve the convergence speed is incorporated into the adaptive algorithm, which can adjust each different parameter at every iteration so that their values are kept at an optimum for a new set of input samples. While only very conservative conclusions have been proved through theoretical analyses due to nonlinearity involved, simulation results for the applications in linear adaptive IIR system identifications have been given to demonstrate the performance of the proposed structure and algorithm. Simulation experiments performed showed that this NAIIRD worked well with different filter orders and pole locations. However, it should be pointed out that even with the individual parameter adaptation scheme, the convergence speed of the adaptive algorithm is yet to be improved.
Chapter 6

CONCLUSIONS AND
SUGGESTIONS FOR FUTURE RESEARCH

This chapter concludes the whole dissertation presented in the previous five chapters. We also discuss some future research topics which can be considered as extensions of the research work conducted in this dissertation.

6.1 Conclusions of this Dissertation

With the rapid advances in VLSI technology and the availability of mass-produced digital signal processors (DSPs), the use of multiple processing elements to considerably increase the processing speed of a digital signal processing system beyond the limit imposed by device technology is becoming practical. The first part of this dissertation (Chapter 2 and Chapter 3) deals with high speed linear adaptive digital signal processing with parallel structures, which can be realized by multiple DSPs. Firstly, we presented a family of high speed linear adaptive digital filters, whose structures are suitable for parallel realization. They are (1) Delayed N-path adaptive finite impulse response (DNA-FIR) digital filters; (2) Delayed N-path adaptive linear phase finite impulse response (DNALP-FIR) digital filters; (3) Delayed N-path equation-error based adaptive
infinite impulse response (DNEEBA-IIR) digital filters. The processing speed of the DNA-FIR digital filter, the DNALP-FIR digital filter, and the DNEEBA-IIR digital filter has been improved by N, 2N, and 2N times, respectively. The price for these speed gains is the using of multiple DSPs in each filter structure, where $N^2$ DSPs are used in both DNA-FIR digital filter and DNALP-FIR digital, and $2N^2$ DSPs are used in a DNEEBA-IIR digital filter. This type of digital filters is contrived to be useful for general applications in adaptive digital signal processing. Simulation examples were provided in the applications to system modelling and noise cancellation. Secondly, comparison studies were conducted among the proposed DNA-FIR digital filter (the basic structure used for the family of linear delayed N-path digital filters), the BIA-FIR digital filter, and the CA-FIR digital filter. It has been shown that the processing speed of the proposed DNA-FIR digital filter is N times that of the BIA-FIR digital filter.

As a subsequent of the above work, Chapter 4 and Chapter 5 describe research work on nonlinear adaptive digital filtering. We first presented a nonlinear delayed N-path adaptive FIR (NDNA-FIR) digital filter, the parallel structure of which lends itself to high speed implementation. This NDNA-FIR digital filter compares favorably with the CA-FIR digital filter and the nonlinear median filter in the application to broadband noise cancellation. Then studies were conducted on nonlinear adaptive IIR digital filtering. The structure and its adaptive algorithm of a new nonlinear adaptive IIR digital filter was presented in Chapter 5. This recursive digital filter is BIBO stable. Based on this structure, an individual adaptation scheme is incorporated into the adaptive algorithm to
improve the convergence speed. Simulation results for the application in linear adaptive IIR system identifications were given to demonstrate the performance of the proposed nonlinear adaptive IIR digital filter.

6.2 Suggestions for Future Research

In this final section, the author would like to mention a number of aspects worthy of future investigations.

The implementation of the proposed delayed N-path structures is suggested to be carried out using commercially available DSP chips. It can be expected that some design problems must be solved before the adaptive digital filters can be put into practical use. For examples, how the switches can be implemented efficiently and how the multiple DSPs can be connected without losing too much speed gain. In fact, the real implementation of the proposed structures could open a gateway to numerous other problems which are worthy of further studies.

In this dissertation, a new nonlinear adaptive IIR digital filter which has an adaptively adjustable nonlinear function at its output is presented. Unlike the linear adaptive IIR digital filter, this nonlinear adaptive IIR digital filter does not need any stability monitoring and hence the adaptive process will not be interrupted by the stability problem. It has been proved that the filter output is always bounded with bounded input
signals. Analysis on time domain performance has been conducted and several properties of the behaviour of filter parameters and coefficients have been achieved. However, there is still much work left to be studied. While some conclusions on the time domain performance have been achieved and simulation results have also shown good time domain behavior during the adaptive process, it is very important to conduct more theoretical analyses to obtain a whole picture of the time domain performance of this nonlinear adaptive digital filter. This kind of adaptive digital filters has performed well for linear system modelling. It is expected that some more applications can be found and subsequently their associated problems will have to be solved. At the present stage, the adaptive algorithm used for this nonlinear adaptive digital filter is based on LMS algorithm. It is of practical importance to find some fast adaptive algorithms which suit this nonlinear structure. Finally, it is suggested that this nonlinear adaptive IIR digital filter to be implemented by using VLSI technique.
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