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Abstract

Existing approaches for logical topology design and routing for multi-hop optical networks become intractable for large networks. One approach which has been used is to treat the logical topology design problem separately from the routing problem which can be solved as a LP problem. The straightforward formulation of the LP problem has been reported but this is also feasible only for relatively smaller networks since the basis size for the simplex method is $O(n^2)$ where $n$ is the number of nodes in the network. In this paper, by exploiting the special structure of the routing problem, we present an efficient column generation scheme embedded into the revised simplex method. This approach makes it feasible to handle networks with relatively large number of nodes. To study the approach experimentally we have used a number of traffic based heuristics for generating the logical topologies. These include a variation of the well known HLDA heuristic and two simple traffic based heuristics to generate logical topologies based on regular graphs. Many researchers feel that regular graphs are not well suited for wide area optical networks. The interesting result is that logical topologies based on regular graphs perform quite well compared to others. This suggests that it is useful to consider regular graphs as possible topologies for wide area networks and should be included as potential candidates for large wide area networks.
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Chapter 1

Introduction

The 21st century has already been labeled by some as 'the century of light'. This label is very appropriate considering the current growth rate of optical networks. The rapid growth and advancement of optical fiber technology has opened the door for WDM (Wavelength Division Multiplexing) based optical networks. This will allow us to enjoy a very high speed data transmission with a huge bandwidth. The demands of a variety of multimedia services ranging from digitized voice, video, high-resolution graphics to distributed database requires secure and fast transmission of high volume of traffic over a large area. Optical fiber is the premiere medium to satisfy these needs, because of its huge bandwidth, low signal distortion, low signal attenuation and low power requirement. All optical wavelength division multiplexed networks using wavelength routing are considered to be the potential candidates for the next generation of wide area optical networks [24].

1.1 Motivation
The problem of determining a good logical topology for a given network and finding the corresponding routes between any s-d pair has been the focus of considerable research. This is an important problem because it determines the traffic load on the links and of the network and thus helps determining the maximum traffic a network can handle. Most previous approaches have used optimization techniques to solve this problem. This usually results in a logical topology which is an arbitrary graph, constructed in such a way as to
minimize the congestion of the network. The main drawback of this approach is that as the number of nodes in the network grows, the problem quickly becomes intractable. The result is that even for moderate sized networks the approach is infeasible. In this thesis we have proposed a new approach for logical topology design and flow assignment. We separate the problem into two parts. First we design the logical topology using a greedy heuristic. However, instead of an arbitrary graph, we ensure that our logical topology is a regular graph with attractive properties such as low diameter and rich interconnections. We expect to get a lower value of congestion by exploiting these properties. We have used the GEMNET shuffle exchange network as our target architecture in this thesis. Once the logical topology has been designed, we formulate the associated optimal routing for the given topology by developing an efficient implementation of the simplex method for the corresponding linear program. This is done by exploiting the special structure of this linear program, allowing us to solve the routing problem for much larger networks. We present an efficient column generation scheme embedded into the revised simplex method. This approach makes it feasible to handle networks with relatively large number of nodes.

1.2 Thesis Organization
In chapter 2, we provide a literature review of optical networks to give an overview of the concepts used in wavelength routed multi-hop optical network. In chapter 3, we outline the existing problem specification and briefly discuss the existing approaches to logical topology design and their limitations. In Chapter 4, we discuss our approach in detail. In
Chapter 2

Review of Optical Network Concepts

Much of the developments in the telecommunication and internet industry is made possible by huge bandwidth of fiber optics technology. Demand for bandwidth is increasing day by day. Lightwave technology has influenced our expectation for meeting the high bandwidth demands in telecommunication networks and modern internet world. Optical fiber can operate at a much higher rate than any other communication medium at present. Many attractive features like low cross talk, immunity to electromagnetic interference, short delay, high security have made it a potential candidate for the backbone of the next generation high-speed network.

The logical topology design problem based on Wavelength Division Multiplexing (WDM) technology in optical networks has been studied extensively in last decade and there is ongoing research in this area. In this chapter, we give a brief introduction to Optical Networks and its basic components. We also discuss single hop and multi hop networks, WDM, Wavelength Routed Optical Network (WRON), logical and physical topologies. One of the main objectives of this thesis is to exploit the structural properties of regular graphs as logical topologies. We have chosen GEMNET as the target regular topology and we give a brief review of this architecture in section 2.8.1.
2.1 Components of Optical Network
Following is a brief description of optical devices used for optical transmissions [31]:

**LASER**: LASER is an acronym for *Light Amplification by Stimulated Emission of Radiation*. It produces intense high-powered beams of coherent light (light which contains one or more distinct frequencies). [31]

![Diagram of a Laser](image)

Figure 2.1: The General Structure of a Laser

**Optical Amplifier**: This device boosts the amplitude of the optical signal without converting optical signal to electrical domain.

**Router**: A router determines the next node to which a packet should be forwarded in order to reach its destination.

**Multiplexer**: A wavelength division multiplexer combines individual light signals coming from various ports into a single outgoing port.

**Demultiplexer**: Wavelength division demultiplexer receives a composite light signal from an incoming port and routes it to several outgoing ports. Multiplexers and Demultiplexers are mainly used in routers [26, 27].
2.2 Wavelength Division Multiplexing

A WDM system uses a multiplexer at the source to multiplex several wavelengths on to a single fiber and demultiplexes the composite signal at the receiving end with the help of a demultiplexer [10]. When the demand on a link exceeds its capacity, WDM turns out to be a more cost effective solution compared to laying new fibers [11]. Due to reuse of each channel, the relative positions of each nodes (each user) can be changed dynamically based on the traffic fluctuations [12]. In figure 2.2 wavelengths $\lambda_1$, $\lambda_2$ and $\lambda_3$ are combined at multiplexer and carried over on a single fiber where optical amplifier has been used to maintain the purity of the signal and at the demultiplexer end those distinct wavelengths are recovered.

![Diagram of WDM system]

*Figure 2.2: Wavelength Division Multiplexing (WDM)*

Wavelength can be termed as the distance between points on corresponding phases of two consecutives cycles of a wave. The wavelength corresponding to a signal is related to its velocity, $v$, and frequency $f$, by $\lambda = v / f$. 
2.3 Lightpath and Wavelength Conversion

A lightpath consists of a path through the network between end nodes and a wavelength on that path [24]. A light path can be viewed as a pipeline between two communicating end nodes with a particular wavelength associated with it. A lightpath provides a single hop communication between two nodes. Two light paths that share a link must necessarily use different wavelengths [24].

To establish a lightpath, it is required that the same wavelength be allocated to all the links in the path. This requirement is known as the *Wavelength-continuity constraint*. Converting data arriving on one wavelength along a link into another wavelength at an intermediate node and forwarding it along the next link is referred to as wavelength conversion. The device which is used for wavelength conversion is known as wavelength-converter.

Consider the example in Figure 2.3(a). Two lightpaths have been established in the network: (i) between Node 1 and Node 2 on wavelength $\lambda_1$, and (ii) between Node 2 and Node 3 on wavelength $\lambda_2$. Now suppose a lightpath between Node 1 and Node 3 needs to be set up. Establishing such a lightpath is impossible (note that from node 1 to node 2 $\lambda_2$ is available and from node 2 to node 3 $\lambda_1$ is available) even though there is a free wavelength on each of the links along the path from Node 1 to Node 3. This is because the available wavelengths on the two links are different. In the figure 2.3(b), a wavelength converter at Node 2 is employed to convert wavelength from $\lambda_2$ to $\lambda_1$. The new lightpath between Node 1 and Node 3 can now be established by converting the wavelength $\lambda_2$ into
λ1 using wavelength converter at node 2 and use the λ1 wavelength from node 2 to node 3 to complete the lightpath. Notice that a single lightpath in such a wavelength-convertible network can use a different wavelength along each of the links in its path. Thus, a network without wavelength converter may suffer from higher blocking as compared to network which allows wavelength conversion. Most optical networks do not allow wavelength conversion (in the optical domain) due to the high cost of optical wavelength converters.

We also assume that there is no (optical) wavelength conversion when we design our networks.

Free Wavelength

____________________________________________________
Wavelength being used

(a) without converter

(b) with converter

Figure 2.3: Wavelength routed network with and without wavelength converter
2.4 Physical and Logical Topology

2.4.1 Physical Topology

The physical topology of a network is the physical set of routing/end nodes and the fiber optic links connecting them upon which one sets up light paths between end nodes [27]. Light paths can be set up between end nodes on a physical topology. An example of physical topology is shown in figure 2.4.

2.4.2 Logical topology

A logical topology is the set of all light paths that have been set up between end nodes. An example of logical topology (for the physical topology in Figure 2.4) is shown in Figure 2.5. The logical topology is a directed graph corresponding to the end nodes for which light paths have been set. Logical topology can be easily reconfigured to adopt new changes in the network.

Physical topology and traffic matrix are two major input parameters for designing a logical topology. Traffic matrix of a given physical topology represents a long term traffic average of that particular network. Thus, once a logical topology is designed for a given physical topology and traffic matrix, it is not changed unless traffic pattern or physical topology (partially or as a whole) changes.

The logical out degree of an end node is the number of lightpaths that originate from that node and similarly the logical in-degree is the number of lightpaths that terminate
at that node [24]. For example, in figure 2.5, the logical out-degree and logical in-degree of all the nodes are 2.

![Image of a 4 node Physical Topology](image)

**Figure 2.4** An example of a 4 node Physical Topology

![Image of Logical topology corresponding to physical topology in figure 2.4](image)

**Figure 2.5** : Logical topology corresponding to physical topology in figure 2.4

### 2.5 Singlehop Network

In single-hop networks a signal transmitted from source reaches its destination directly without going through other end nodes (or routers) [28]. These networks are all-optical
by their nature as signals continue to remain in the optical domain throughout their transmission [20]. This results in very fast communication. In [20] the author has investigated this architecture in detail. Rainbow-I [31] from IBM and LAMDANET [12] from Bellcore are two popular research prototypes used to study these type of networks. Single-hop networks are generally not very scalable.

2.6 Multi-Hop Network

Multihop networks are used in situations where a direct link between a source and a destination node is, in general, not available [28]. In a multi-hop network, information from a source is routed through several intermediate nodes before reaching its destination. This architecture was originally introduced by Acampora in [2]. Other important contributions include [4], [6], [21] and [23].

In multi-hop architecture, packets traveling from one node to another may be routed via intermediate nodes in a sequence of ‘hops’, before reaching the destination. Let us consider again the network in figure 2.5. Node 1 can communicate with node 2 and node 3 directly via wavelength $\lambda_1$ and $\lambda_2$, which means node 1 is logically connected to node 2 and node 3. Suppose now node 1 wants to communicate with node 4. Since there is no direct connection between them, the communication must be routed through one or more intermediate nodes. For instance, node 1 should reach node 4 in 2 hops through node 2 ($1 \rightarrow 2 \rightarrow 4$) or through node 3 ($1 \rightarrow 3 \rightarrow 4$). There will be a wavelength conversion at node 2 from $\lambda_1$ to $\lambda_3$. The conversion is done in the electronic domain. Thus, the signal is
converted from optical domain to electrical domain and then reconverted to optical domain.

2.7 Wavelength Routed Optical Network (WRON)
Wavelength routing means that optical signals can be selectively routed, in the optical domain, based on their wavelengths. These types of networks are referred to as Wavelength Routed Optical Network (WRON). WRON is the combination of single-hop and multi-hop network and they show the characteristics of both. A Wavelength Routed Switch (WRS) is used at intermediate router nodes. Optical Networks using wavelength routing are considered to be the backbone for high speed future networks [24]. Figure 2.6 shows an optical network with 4 nodes. There are 3 lightpaths established over the physical network A→C, C→A and B→A. Communication from node A to node C is an example of single-hop communication since communication is done by one single lightpath A→C. Communication from node B to node C is an example of multi-hop communication since this communication is performed along the path B→A→C which uses two lightpaths B→A and A→C.
Since routing mechanism in WRON remains in optical domain, there is no opto-electronic conversion needed. In WRS, routing is performed based on their input ports and wavelengths and thus opto-electronic conversion is not required to read the addresses of the packets.

2.8 Regular Multihop Topologies
The logical topology of a multihop network can be either regular (symmetrical), such as ShuffleNet, Toroid, de Bruijn graph, GEMNET, hypercube etc. or irregular (asymmetrical). Most previous approaches to logical topology design result in arbitrary graphs. In this thesis we want to explore the use of regular graphs as potential candidates for logical topologies for multi-hop networks.

We have selected GEMNET as the regular topology in our studies because of the
following reasons:

(a) the interconnection pattern in a GEMNET is simple

(b) the network can be defined for any number of nodes (most of the regular graphs
    have rigid restrictions about the number of nodes) and

(c) this topology was specifically proposed for multi-hop networks [29]

2.8.1 GEMNET Architecture
In this section we give a brief review of the GEMNET architecture, which we have
selected as the target regular architecture for our logical topologies. GEMNET has a
simple routing scheme and low diameter, $O(\log N)$, where $N$ is the number of nodes in the
network. GEMNET can be defined for any arbitrary value of $N$.

The GEMNET architecture [29] is a Generalized shuffle exchange network of $n = k \times m$
nodes each of degree $d$. The nodes are arranged in $k$ columns, with $m$ nodes per column.
In this study, we restrict ourselves to single column GEMNET architecture (i.e. $k = 1$),
which can be defined for any arbitrary number of nodes and reduces to a de Bruijn graph
for $N = d^k$. For a single column GEMNET $m - n$, and each node has a label
$i \in \{0, 1, 2, ..., d - 1\}$. A logical node $u$ having label $i$ will have an edge to having a label $j$ iff $j$
$= d \times i - p \pmod{n}$ and $p \in \{0, 1, 2, ..., n - 1\}$.
Figure 2.7: Example of GEMNET architecture

Figure 2.7 shows a single column GEMNET with 5 nodes, each of degree 2. The nodes are represented by squares, with the labels shown inside each node. In figure 2.7, we have shown a copy of the nodes in a second column in order to illustrate the interconnections more clearly.

2.9 Benefit of using Regular Topologies for Congestion

Regular topologies such as GEMNET has symmetrical structure and thus the average hop distance is relatively small in such topologies. For a GEMNET architecture of \( n \) node the average hop distance is \( O(\log(n)) \) which results in shorter paths for routing packets. The maximum offered load on a link is called congestion [24]. The smaller the value of the congestion, the better the performance of the network [14].

In [14] authors showed that the de Bruijn Graph’s attractive low diameter property minimizes the congestion on logical topology.
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\[ T = \begin{bmatrix} 0.23 & 0.21 & 0.98 \\ 0.12 & 0.34 & 0.08 \\ 0.23 & 0.11 & 0.78 \\ 0.29 & 0.28 & 0.11 & 0 \end{bmatrix} \]

- \( A \) represents the set of lightpaths (i.e. logical edges) established over \( G_p(N,E_p) \) and \( G_r(N,A_r) \) defines the logical topology.

- \( d_{ij} \) represents the delay from node \( i \) to node \( j \) over logical topology which is the sum of the propagation delay from \( i \) to \( j \) in physical topology. In [24] each logical link \( (i,j) \) is assumed to be established on the shortest propagation delay path from \( i \) to \( j \). In Figure 3.1(a) \( d_{AB} = 5 \) represents the propagation delay (on physical link) from node A to node B is 5 units. Similarly propagation delay from node B to node C is 3 units. In Figure 3.1(b) a logical link has been established on physical links ( Figure 3.1(a) ) from node A to node C and the delay on that logical link AC is \( d_{AC} = d_{AB} + d_{BC} = 5 + 3 = 8 \).

Figure 3.1: Propagation delay on logical link
• $d_{max}$: maximum propagation delay on the physical topology between any s-d pair

• $\Delta$, denotes the logical degree (in degree and out degree) of the network

Variables

• $b_n$ is the binary variable which represents the presence of logical edge between node $i$ and $j$. If $b_n = 1$, there is an edge between node $i$ and $j$, otherwise edge does not exist between them.

• $\lambda_{ij}^s$ is the arrival rate of packets for $(s,d)$ pair which is routed over arc $(i,j)$

• $\bar{\lambda}_i = \sum_j \lambda_{ij}^s$ is the arrival rate of packets over arc $(i,j)$ from all $(s,d)$ pairs

• $\lambda_{max} = \max \{ \bar{\lambda}_i : (i,j) \in A \}$ is the congestion which is defined as the maximum load offered on any link $(i,j)$. Our objective is to minimize this congestion.

• The delay bound is formulated as a uniform bound on the delay between any s-d pair which means the average delay between any s-d pair is restricted to at most $\alpha$ times the worst case propagation delay between any s-d pair, and is represented by $\alpha d_{max}$ where $\alpha \geq 1$.

3.3 Previous Approaches

If we set up $n(n-1)$ number of lightpaths where $n$ is the number of nodes in the network, we will achieve the minimum congestion value for that particular network. But physical limitations such as number of wavelengths supported by a fiber as well as the number of transmitters and receivers per node makes this infeasible.
In last few decades considerable research effort has been focused on developing [1, 9, 15, 17, 28] and analyzing optimization models for designing logical topologies over a given physical fiber network. The approaches can be categorized into two major parts:

1) Formulating the problem as a combined design problem of logical topology and routing

2) Divide the whole problem into two sub-problem as:
   a. Logical Topology Design problem
   b. Routing problem

and solve them individually.

The first problem formulation involves Mixed Integer Linear Programming (MILP) formulation of the problem which generates a large number of constraints even for small sized network. The second approach generally uses heuristics to solve the first part and then formulate a Linear Programming (LP) for the routing sub problem.

Section 3.3.1 describes the details of MILP formulation of the problem and its limitations. Section 3.3.2 describes the second approach which uses heuristics to obtain logical topology and then formulate the routing problem as a LP problem. Details of these approaches are available in [24]. Section 3.3.3 describes the fundamentals of the Meta Heuristic based approach [1] using Tabu Search.
3.3.1 MILP Formulation of the Problem

The objective of all the MILP formulations that deal with wide area networks is to minimize a form of congestion. In [5], the authors have proposed a MILP formulation for the logical topology design problem. Given the traffic matrix and the physical topology of the underlying network, the MILP produces the logical topology and routing strategy that is to be used on it by minimizing the maximum traffic flowing on any logical edge.

The objective of this problem is to minimize $\lambda^{\text{max}}$ subject to

Flow conservation at each node:

$$\sum_{i \in \mathcal{N}} \lambda_{wd}^{i} - \sum_{d \in \mathcal{D}} \lambda_{wd}^{d} = 1 - t_{wd} \quad \text{if} \quad t = s$$
$$\forall i, s, d \in \mathcal{N}, s = d$$
$$0, \quad \text{otherwise}$$

Equation set (1) is multi commodity balance equations that account for routing of packet traffic.
Figure 3.2: Flow conservation

Figure 3.2 (a) represents the scenario when $i=s$ in equation 1. When $i=s$ in eq. 1, \[ \sum_j \lambda^sd_i \] becomes $t_{sd}$ and \[ \sum_j \lambda^sd_i \] becomes 0 and thus eq. 1 gives us $t_{sd}$ which represents supply. Figure 3.2 (b) represents the scenario when $i=d$ in equation 1. When $i=d$ in eq. 1, \[ \sum_i \lambda^sd_i \] becomes 0 and \[ \sum_i \lambda^sd_i \] becomes $t_{sd}$ and thus eq. 1 gives us $-t_{sd}$ which represents demand. Figure 3.2 (c) represents the scenario when node $i$ is neither a source nor destination node.
Total Flow on logical link:

\[ \sum_{s,d} \lambda_{sd}^i \leq \lambda_{\text{max}}, \quad \forall i, j \in N, i \neq j \tag{2} \]

Constraint (2) guarantees that total flow on any link will not be greater than the congestion \( \lambda_{\text{max}} \) which is the maximum load on any logical link.

\[ \lambda_{ij}^s \leq b_{ij} t_{ij}, \quad \forall i, j, s, d \in N, i \neq j, s \neq d \tag{3} \]

Constraint (3) satisfies that flow on a logical link \((i,j)\) which is destined for \(s-d\) pair will never be greater than the total supply of that commodity \(s-d\).

Average Delay constraint

\[ \sum_{s,d} \lambda_{sd}^i d_{ij} \leq \alpha t_{sd} d_{\text{max}} \quad \forall s, d \in N, s \neq d \tag{4} \]

Constraint set (4) allows us to limit the average transmission delay \( \alpha t_{sd} d_{\text{max}} \) is the maximum delay allowed for a commodity \(s-d\). The higher the value of \( \alpha \), the lower the congestion would be since higher value of \( \alpha \) allows more multi-hop communications. It is interesting to observe that tight value of \( \alpha \) (small \( \alpha \)) does increase the congestion, but this increase is not much significant [24].

We note that average delay constraint mentioned above does not take into account any delay involved with opto-electronic conversion at nodes along multihop paths.
Degree Constraints

\[ \sum_j b_{ij} = \Delta r, \quad \forall j \in N \]  \hspace{1cm} (5)  

\[ \sum_i b_{ij} = \Delta r, \quad \forall i \in N \]  \hspace{1cm} (6)  

Constraints set (5) and (6) imply a regular topology with in-degree and out-degree of every node to be \( \Delta \). Number of transmitters and receivers employed at routing nodes determine the degree of a node.

\[ \lambda_{ij} \geq 0, \quad \forall i, j, s, d \in N, i = j, s = d \]  \hspace{1cm} (7)  

\[ b_{ij} = \{ 0, 1 \} \quad \forall i, j \in N, i = j \]  \hspace{1cm} (8)  

The above MILP formulation allows traffic between any commodity \( s-d \) to be split across multiple possible routes.

3.3.1.1 Limitations of MILP Formulation

The above MILP formulation which formulates a combined logical topology design and routing problem suffers from some major drawbacks.

The first and most important limitation of this approach is that the MILP gets computationally intractable for even moderately sized networks due to the presence of a large number of integer (0-1) variables. Classical methods like branch and bound and other cutting plane approaches failed to solve the problem in a reasonable amount of time.
and require enormous amount of computing power. The number of constraints and
variables increases exponentially as the number of nodes grow in the network. There are
\( n^2(n-1)^2 - 1 \) continuous variables, \( n(n-1) \) binary variables and \( n^2(n-1) - 2n^2 \) constraints.
For example, for a 14 node NFSNET [17] network, there are more than 33,000
continuous variables, 182 binary variables and more than 30,000 constraints. Table 3.1
shows how rapidly the number of variables and constraints increase as the number of
nodes increased in the network.

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>Continuous Variables</th>
<th>Binary Variables</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>5185</td>
<td>72</td>
<td>7290</td>
</tr>
<tr>
<td>16</td>
<td>57,601</td>
<td>240</td>
<td>69632</td>
</tr>
<tr>
<td>27</td>
<td>492,804</td>
<td>702</td>
<td>551,124</td>
</tr>
<tr>
<td>64</td>
<td>16,247,025</td>
<td>4032</td>
<td>17,039,360</td>
</tr>
</tbody>
</table>

Table 3.1: Number of variables and constraints in MILP formulation

The second limitation is that this approach ignores wavelength constraints, which need to
be considered for a complete logical topology design problem [8]. It simply assumes that
enough wavelengths are available.

For these reasons, this MILP approach fails to give us an acceptable solution to the logical
topology design and routing problem. Thus, rather than looking for an optimal topology
one needs to develop alternate strategies to obtain “good” solutions to the above MILP.
3.3.2 Heuristics and LP Formulation
Since the aggregate MILP formulation was found to be infeasible for practical networks, attempts were made to simplify the problem by dividing it into two parts: first determine a logical topology using some heuristics and then find an optimal routing on that topology by formulating the routing as an LP problem.

In [24], for a given logical topology, the routing sub-problem is the linear program obtained by fixing the values of the $b_n$ in the MILP formulation of section 3.3.1 and is computationally quite tractable, at least for moderate sized networks.

3.3.2.1 Heuristics
In this approach, for the topology design sub-problem, heuristics are used to obtain the logical topology. In this section we briefly outline some of the heuristics discussed in [24]. Table 3.2 compares the performance of these heuristics for a 14-node NFS network.

Heuristic Logical Topology Design Algorithm (HLDA)
HLDA stands for Heuristic logical topology design algorithm. It attempts to place logical links between nodes with very high traffic and proceeds in the order of decreasing traffic. The idea behind the heuristic is that routing most of the traffic in one hop may lower congestion [24]. However this algorithm does not account for delay constraints as it is more focused on the traffic.

Algorithm:
Step 1: Given a traffic distribution matrix $P = (p_{ij})$, make a copy $Q = (q_{ij})$. 
Step 2: Select the source destination pair \((i_{\text{max}}, j_{\text{max}})\) with largest traffic

\[ q_{i_{\text{max}}, j_{\text{max}}} = \max_q (q_y) \]

If all source destination pairs with non-zero traffic have already been tried go to step 4.

Step 3:

If node \(i_{\text{max}}\) has fewer than \(\Delta_1\) outgoing edges and \(j_{\text{max}}\) has fewer than \(\Delta_1\) incoming edges

find lowest available wavelength on the shortest propagation delay path between\( i_{\text{max}}\) and \(j_{\text{max}}\) in the physical topology.

If wavelength available then

Create logical edge \((i_{\text{max}}, j_{\text{max}})\)

Find Source destination pair \(i_1, j_1\) with next highest traffic

Set \(i_{\text{max}}, j_{\text{max}} = i_1, j_1\) go to step 2

else

\(i_{\text{max}}, j_{\text{max}} = 0\) go to step 2

else \(i_{\text{max}}, j_{\text{max}} = 0\) go to step 2

Step 4: If there are less than \(N\) edges then add as many remaining edges at random without violating the degree constraints and a wavelength can be found on the shortest path for a logical edge.

In heuristic algorithms like HLDA only a subset of the traffic demands are considered while constructing the logical topology. This might result in a network with higher congestion in the edges that were ignored in the topology design process.
Traffic Independent Logical Topology Design Algorithm (TILDA)

As the name suggests this approach designs logical topologies regardless of the traffic on the network. The algorithm starts by placing logical edges over the physical topology between all one hop neighbors [24]. Then it places logical links between all two hop neighbors provided one doesn't exist before and continues. The algorithm checks for degree constraint violations at each stage. This approach attempts to minimize the number of wavelength used and is a very good choice while designing logical topologies if little or no information is available on the traffic over the network [27].

Minimum Delay Logical Design Algorithm (MLDA)

MLDA is only defined when \( \Delta_s \) is greater than the degree of physical topology. If that is the case then MLDA creates a pair of directed logical edges for each physical edge and after placing all of those logical edges, then MLDA starts using HLDA to place remaining logical edges. Thus, MLDA is capable of satisfying the tightest delay constraint which is physically realizable.

Following Table 3.2 shows the performance comparison between HLDA, TILDA and MLDA [24]. These values are obtained by solving the routing subproblem on the degree-4 logical topologies designed by HLDA, MLDA and TILDA for the 14-node NSFNET for various values of the delay parameter \( \alpha \) for a particular traffic pattern [24]. In Table 3.2 a 'X' indicates that the routing subproblem is infeasible.
Table 3.2: Performance comparison between different heuristics in terms of congestion values

Studies showed that HLDA requires a large number of wavelengths than MLDA or TILDA [24]. From the experimental results in [24], it is observed that HLDA achieves lower values of the congestion than the other algorithms. MLDA is also very close to HLDA in performance. TILDA is slightly poorer showing that traffic should be considered while designing the logical topology.

Another heuristic for topology design called RBDA was proposed in [14]. Below is the brief description of RBDA.

RBDA stands for Regular graph Based logical topology design algorithm. RBDA is introduced and details of this algorithm has been studied in [14].

The objective of this algorithm is:

1) Select those node pairs (A, B) in the network such that there is a relatively high amount of traffic from A to B and

2) Ensure that those node pairs are assigned addresses such that in the regular graph (De Bruijn) corresponding to the network, the path lengths from A to B for all such node pairs are as small as possible.
3.3.2.2 LP Formulation for Routing

For a given logical topology \( G_r(N, A_r) \) which is obtained by the above mentioned heuristic algorithms, the MILP formulation (in section 3.3.1) reduces to a linear program. This LP formulation also generates a fairly large number of constraints and variables. It generates \( n^2(n-1) - l \) variables and \( n(n^2) - A_r \) constraints. The LP problem for routing sub-problem is given below:

\[
\begin{align*}
\text{Min} & \quad \lambda^\text{max} \\
\text{subject to} & \\
\sum_{i, j} \lambda_{ij}^{sd} - \sum_{i, j} \lambda_{ji}^{sd} &= \begin{cases} 
1 & \text{if } i = s, t = d, \forall i, s, d \in N, s = d \\
-1 & \text{if } i = d, \forall i, s, d \in N, s = d \\
0 & \text{otherwise}
\end{cases} \\
\sum_{i, j} \lambda_{ij}^{sd} &\leq \lambda^\text{max}, \quad \forall (i, j) \in A_r \\
\sum_{i, j} \lambda_{ij}^{sd} d_{ij} &\leq \alpha t d^\text{max}, \quad \forall s, d \in N, s = d \\
\lambda_{ij}^{sd} &\geq 0, \quad \forall (i, j) \in A_r, s, d \in N, s = d
\end{align*}
\]

The above LP generates more than 2500 variables and 2739+ \( |A_r| \) constraints for a 14 node NFSNET which can be solved by using only large commercial LP solver. For larger networks even such LPs would be computationally intractable.
3.3.2.3 Limitations of Heuristics and LP formulation

Limitations of Heuristic Algorithms
The heuristic algorithms mentioned earlier generate an arbitrary graph for the logical topology. They do not enforce any regular topology and therefore cannot exploit the attractive properties of such topologies. For example, in the arbitrary graph generated by these algorithms there is no upper bound on the diameter of the graph. Consequently, certain paths between a given s-d pair may be very long (i.e. require large number of hops). In general, it is expected that longer paths will lead to higher congestion.

Figure 3.3 below is a simple illustration of this situation.

![Diagram](image)

(a) Congestion is 80  
(b) Congestion is 50

Figure 3.3: Minimizing Congestion

In Figure 3.3 (a) 50 units of traffic is sent from A to C through the path $A \rightarrow C \rightarrow B$ requiring 2 hops and 30 units of traffic from B to A through the path $B \rightarrow A$. Requiring...
2 hops which gives the congestion value of 80 (load on edge BC). On the other hand in figure 3.3 (b) A and B are sending same amount of traffic but over a different path. A is sending 50 units in a single hop from A→C and B is sending 30 units in a same way as in fig 3.3 (a) along path B→C→A. The resulting value of congestion is 50 (along A→C) which is lower than congestion in fig 3.4 (a). Therefore, by reducing the number of hops required to transmit data from A to C we are able to reduce the congestion of the network. We expect that logical topologies with low diameter should perform better than irregular topologies, since there is an upper bound on the maximum path length.

Logical topologies generated by HLDA, TILDA or MLDA do not generate regular graphs. So, there is no upper bound on number of hops required to reach a destination.

TILDA is not an appropriate choice for logical topology design because it does not take into account the traffic information. HLDA uses shortest path to setup the corresponding light path. But if a wavelength is not available on the shortest path, HLDA does not look for any alternate paths. This may cause some high traffic commodities to use very long paths, leading to higher congestion.

Limitations of LP Formulation
Due to the fairly high number of variables and constraints, even the LP formulation can become computational intractable. This LP formulation generates \( n^2 (n-l) - l \) variables and \( n(n^2-l) - A \), constraints. Again, for 14 node NFSNET the LP has 2549 variables and 2739 + \( A \), constraints. Table 3.3 shows the growth of number of variables and
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Chapter 4

Our approach

With the rapid improvements in technology, wide area WDM networks with a relatively large number of nodes will be quite realistic. Existing approaches using LP having a basis size $O(n^3)$ can become computationally intractable for determining the optimal routing scheme even when the logical topology is known. In this thesis, we have introduced a novel LP formulation [32] for optimally solving the routing problem for a given logical topology. Rather than using standard simplex method, we have exploited the underlying structure of the linear program and reformulated the LP allowing us to develop an efficient column generation scheme embedded into the revised simplex method. This new method uses a basis size $l$. only. Since $l \cdot n \cdot d$, where $d$ is the degree of the logical topology and $l \cdot n$, this method allows us to solve much larger problems. Our experiments indicates that our formulation dramatically improves the computation time to minimize the congestion as done in [24].

Our rationale for using a regular logical topology is that a regular topology has a low diameter and usually a large connectivity. This means that, in a regular topology, there is a large number of alternative paths from any source to any destination. In the de Bruijn graph, for example, it is known that there are a large number of node disjoint paths from a source to a destination, each having almost the same number of nodes as in the shortest path route. Since we use our new LP formulation to determine the routing, once we fix the logical topology, we are not restricted to the use of fixed, short routes typically
employed in communication using regular graphs. This means that optimization program
can make full use of a) the rich interconnections available in a regular graph and b) the fact
that numerous, relatively short, routes exist between any source-destination. We have used
the GEMNET as the regular topology in our studies. The reasons are stated in Chapter 2,
section 2.9.

We have looked at three classes of topologies:

i) topologies having no graph theoretical properties, generated by traffic driven
heuristics very similar to HLDA [24]

ii) topologies based on the GEMNET architecture, derived using our heuristic
driven by traffic considerations

iii) hybrid topologies, obtained by inserting additional edges, determined by the
techniques used in (i), on top of the GEMNET architecture generated in (ii)

In section 4.1 we have given our heuristics for logical topology design. In section 4.2 we
have described the LP optimization techniques.

4.1 Logical Topology Design subproblem

4.1.1 Heuristics for Topology Design
In this section we will describe three simple traffic based heuristics for logical topology
design. The first heuristic generates logical topologies whose structural properties are
unknown. This approach is practically identical to the well known HLDA [24] and is used
as a benchmark for the other topologies. The second generates logical topologies based on
the GEMNET where the edges are determined by traffic considerations. The third is a hybrid combining the first two heuristics. In our heuristics, we need to determine whether a particular lightpath from a specified source node S to a specified destination node D is feasible in the sense that there exists a path P in the physical topology from S to D such that it is possible to dedicate the same channel to all fibers in the path P, i.e. we don't allow any wavelength conversion. Once we have decided that a particular edge will be defined in the logical topology, we will actually dedicate the requisite channel in all fibers in path P to support this lightpath. When implementing our heuristics below, we have explored, using a breadth first search, all paths from S to D whose delay is less than \( \alpha \text{delay}_{S,D} \) where \( \text{delay}_{S,D} \) is the delay along the shortest path from S to D and \( \alpha \) is a predetermined constant.

**Heuristic 1**

The steps of heuristic 1 are very similar to that of HLDA [24]. The only difference is that we find a path P from source to destination using a breadth-first search rather than only the shortest path.

**Algorithm:**

Step 1: Pick the highest entry \((t_{ud})\) from T and try to setup a lightpath between the corresponding source-destination pair by:

(a) Check that in-degree and out-degree of the corresponding nodes will not be violated if a lightpath is setup

(b) First try to establish a lightpath through the shortest path from source to destination providing that wavelength is available on that particular path.
(c) If it is not possible to setup the lightpath on the shortest path, try an alternative path to setup the lightpath with the restriction that the delay of the all path can be at most $\alpha$ times the delay of the shortest path.

Step 2: Modify traffic matrix by setting $(t_{wd})$ by 0.

Step 3: Repeat step 1 and 2 until all entries in $T$ becomes 0.

We have provided an illustrative example of this Heuristic below:

Example of Heuristic 1:

Consider the following 4-node network. $T$ represents the traffic matrix for this network.

Assume that number of available wavelengths per link is 2 and logical degree is 2.

![Graph of 4-node network](image)

Figure 4.1: A 4-node network where 2 is the number of wavelengths per link

Let us consider following traffic matrix $T$ for the above 4-node network:
\[
T = \begin{bmatrix}
0.0 & 0.0 & 0.4 & 0.2 \\
0.5 & 0.0 & 0.8 & 0.6 \\
0.0 & 0.9 & 0.0 & 0.1 \\
0.3 & 0.2 & 0.7 & 0.0
\end{bmatrix}
\]

Step 1: Pick up the 2\(\rightarrow\)1 source destination pair since \(t_{21} = 0.9\) is the maximum traffic.

Step 2: Establish a lightpath along shortest path 2\(\rightarrow\)0\(\rightarrow\)1 on wavelength \(\lambda_1\).

Step 3: Modify traffic matrix \(T\) by setting \(t_{21} = 0\). Traffic matrix \(T\) and in-degree and out-degree of nodes are shown below:

\[
T = \begin{bmatrix}
0.0 & 0.0 & 0.4 & 0.2 \\
0.5 & 0.0 & 0.8 & 0.6 \\
0.0 & 0.0 & 0.0 & 0.1 \\
0.3 & 0.2 & 0.7 & 0.0
\end{bmatrix}
\]

<table>
<thead>
<tr>
<th>Node</th>
<th>In-degree</th>
<th>Out-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Step 4: Pick up the 1\(\rightarrow\)2 source destination pair since \(t_{12} = 0.8\) is the maximum traffic.

Step 5: Establish a lightpath along shortest path 1\(\rightarrow\)0\(\rightarrow\)2 on wavelength \(\lambda_1\).

Step 6: Modify traffic matrix \(T\) by setting \(t_{12} = 0\). Traffic matrix \(T\) and in-degree and out-degree of nodes are shown below:
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\[ T = \begin{bmatrix} 0.0 & 0.0 & 0.4 & 0.2 \\ 0.5 & 0.0 & 0.0 & 0.6 \\ 0.0 & 0.0 & 0.0 & 0.1 \\ 0.3 & 0.2 & 0.0 & 0.0 \end{bmatrix} \]

<table>
<thead>
<tr>
<th>Node</th>
<th>In-degree</th>
<th>Out-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Step 7: Pick up the 3 → 2 source destination pair since \( t_{32} = 0.7 \) is the maximum traffic.

Step 8: Establish a lightpath along shortest path 3 → 2 on wavelength \( \lambda_2 \).

Step 9: Modify traffic matrix \( T \) by setting \( t_{32} = 0 \). Traffic matrix \( T \) and in-degree and out-degree of nodes are shown below:

\[ T = \begin{bmatrix} 0.0 & 0.0 & 0.4 & 0.2 \\ 0.5 & 0.0 & 0.0 & 0.6 \\ 0.0 & 0.0 & 0.0 & 0.1 \\ 0.3 & 0.2 & 0.0 & 0.0 \end{bmatrix} \]

<table>
<thead>
<tr>
<th>Node</th>
<th>In-degree</th>
<th>Out-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Step 10: Pick up the 1 → 3 source destination pair since \( t_{13} = 0.6 \) is the maximum traffic.

Step 11: Establish a lightpath along shortest path 1 → 3 on wavelength \( \lambda_3 \).

Step 12: Modify traffic matrix \( T \) by setting \( t_{13} = 0 \). Traffic matrix \( T \) and in-degree and out-degree of nodes are shown below:
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Step 13: Pick up the 1→0 source destination pair since \( t_{10} = 0.5 \) is the maximum traffic.

Step 14: Since establishing the lightpath 1→0 will violate the out-degree of node 1, modify traffic matrix \( T \) by setting \( t_{10} = 0 \). Traffic matrix \( T \) and in-degree and out-degree of nodes are shown below:

\[
T = \begin{bmatrix}
0.0 & 0.0 & 0.4 & 0.2 \\
0.5 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.1 \\
0.3 & 0.2 & 0.0 & 0.0
\end{bmatrix}
\]

<table>
<thead>
<tr>
<th>Node</th>
<th>In-degree</th>
<th>Out-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Step 15: Pick up the 0→2 source destination pair since \( t_{02} = 0.4 \) is the maximum traffic.

Step 16: Since there is no wavelength available to establishing the lightpath 0→2 along the shortest path (note that there is no alternate path available), modify traffic matrix \( T \) by setting \( t_{02} = 0 \). Traffic matrix \( T \) and in-degree and out-degree of nodes are shown below:
\[ T = \begin{bmatrix} 0.0 & 0.0 & 0.0 & 0.0 & 0.2 \\ 0.0 & 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.1 \\ 0.3 & 0.2 & 0.0 & 0.0 \end{bmatrix} \]

<table>
<thead>
<tr>
<th>Node</th>
<th>In-degree</th>
<th>Out-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Step 17: Pick up the 3→0 source destination pair since \( t_{30} = 0.3 \) is the maximum traffic.

Step 18: Establish a lightpath along shortest path 3→0 on wavelength \( \lambda \).

Step 19: Modify traffic matrix \( T \) by setting \( t_{30} = 0 \). Traffic matrix \( T \) and in-degree and out-degree of nodes are shown below:

\[ T = \begin{bmatrix} 0.0 & 0.0 & 0.0 & 0.0 & 0.2 \\ 0.0 & 0.0 & 0.0 & 0.0 \\ 0.0 & 0.0 & 0.0 & 0.1 \\ 0.0 & 0.2 & 0.0 & 0.0 \end{bmatrix} \]

<table>
<thead>
<tr>
<th>Node</th>
<th>In-degree</th>
<th>Out-degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Step 20: This process will continue until all the entries in \( T \) becomes 0.
Heuristic 2

When describing our heuristic for generating a logical topology based on the GEMNET architecture for a $n$ node network where each node has a degree $d$, it is convenient to associate a distinct identifier $Id$, and a distinct label $Label$, with the $i^{th}$ node, in the network. Initially a label is not assigned to any node in the network and, after the heuristic is finished, every node has a distinct label associated with it.

In a network with $n$ nodes, there are $n!$ ways of assigning labels to the nodes in the network. In this heuristic we are trying to connect, by a lightpath, as many pairs of nodes $(u,v)$ as possible where there is a high traffic between $u$ and $v$. We have to be careful that we do not violate the restrictions of the target logical topology. This is a greedy heuristic so that in each iteration, we assign a label to a selected node $N$ on the basis that the current assignment of label $I$. to $N$ is the best assignment of a label to a node according to the current situation. Once a label has been assigned to a node, that label is never changed.

An example of this heuristic is given later.

Definition

A successor (predecessor) label of a node $u$ having a label $i$ in the logical topology is the label $j$ of any node $v$ such that an edge (respectively) exists in the logical topology.

Clearly, given the label of a node in a GEMNET architecture, any successor label or predecessor label can be determined immediately.

In order to implement our heuristic we maintain three lists $L1$, $L2$, and $L3$ where

i) $L1$ is a list of all (identifier, label) pairs of nodes which have been assigned a label,
ii) \( L_2 \) is a list of all identifiers of nodes which have not been assigned a label and

iii) \( L_3 \) is a list of all labels which are not yet assigned to any node but will be the labels of
nodes which are either the predecessor or the successor of a node whose identifier and
label appears in \( L_1 \).

In describing the heuristic, we have used a function \( \text{findFirstMapping} \) with the three lists
\( L_1, L_2 \) and \( L_3 \) as arguments. This function attempts to match, if possible, a node in \( L_2 \)
with a label in \( L_3 \) such that the objectives of our greedy heuristic are satisfied. If the match
is possible, this function returns the (Identifier, Label) pair corresponding to the match it
has found. If the match is not possible, the function returns a label of -1. This function is
described later.

1. (Initializations)

a) Pick the node \( X \), such that there is a node \( Y \) where the traffic from \( X \) to \( Y \) is the
   highest entry in the traffic matrix \( T \).

b) Assign label 0 to node \( X \).

c) \( L_1 = \) list consisting of the pair \( (X, 0) \)

d) \( L_2 = \) list consisting of the identifiers of all nodes except \( X \)

e) \( L_3 = \) list of all unassigned labels (i.e., excluding the label 0) which will be the labels
   which are either the predecessor or the successor of the node with label 0

2. while \( L_2 \neq \emptyset \)

3. {
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\( (Id, L) = \text{findBestMapping}(L1, L2, L3) \).

4. \textbf{if} \( L = -1 \) \textbf{exit} // topology design failed

\textbf{else}

5. \{ Add the pair \((Id, L)\) to the list \(L1\). // Another node has an assigned label

\hspace{1cm} \text{Remove the identifier Id from} \ L2.

\hspace{1cm} \text{Remove the label L from} \ L3.

\hspace{1cm} \text{Include in} \ L3 \ \text{all unassigned labels that will be the labels of nodes which}

\hspace{1cm} \text{are either the predecessor or the successor of the node with label L.}

\}

\}

We now describe the function \text{findBestMapping}(L1, L2, L3).

1. \text{Best\_average\_traffic\_so\_far} = -9999

2. \textbf{repeat} steps 3 - 7 for all label \( l \) in \( L3 \)

3. \textbf{repeat} steps 4 - 7 for all node identifier \( id \) in \( L2 \)

4. \textbf{if} there exists any predecessor label \( p \) of label \( l \), which appears in list \( L1 \), such that

\hspace{1cm} a lightpath from the node assigned the label \( p \) to the node with identifier \( id \) is not

\hspace{1cm} feasible, do not consider the pair \((l, id)\) any further.

\textbf{else}

\{ \text{total\_traffic\_to\_node} = \text{sum of all traffic from all nodes in list} \ L1

\hspace{1cm} \text{whose labels are predecessors of label} l \ \text{to the node with identifier} id

\}

\textit{number\_of\_predecessor\_nodes} = \text{number of all nodes in list} \ L1 \ \text{whose}
5. if there exists any successor label \( s \) of label \( l \), which appears in list \( L.l \), such that a lightpath from the node with identifier \( id \) to the node assigned the label \( s \) is not feasible, do not consider the pair \( (l, id) \) any further.

else

\[
\text{total traffic from node} = \text{sum of all traffic from the node with identifier } \text{id} \text{ to all nodes}\]
\[
\text{number of successor nodes} = \text{number of all nodes in list } L.l \text{ whose labels are successors of label } l
\]

6. \[
\text{Average traffic} = \frac{(\text{total traffic to node} - \text{total traffic from node})}{(\text{number of predecessor nodes} - \text{number of successor nodes})}
\]

7. if \((\text{Average traffic} > \text{Best average traffic so far})\)

; \text{Best average traffic so far} = \text{Average traffic}

\[
\text{Best return value so far} = (l, id)
\]

8. if \((\text{Best average traffic so far is } -9999)\) return \((\text{null, -1})\)

else return \(\text{Best return value so far}\)
Example of Heuristic 2

Here we are explaining our heuristic 2 which is used to design a GEMNET based logical topology with degree two for a four node network having nodes A, B, C and D. Let the traffic matrix be $T$ given below with rows 1, 2, 3 and 4 correspond to source nodes A, B, C and D and columns 1, 2, 3 and 4 correspond to destination nodes A, B, C and D.

$$T = \begin{bmatrix}
0.0 & 0.7 & 0.1 & 0.4 \\
0.6 & 0.0 & 0.8 & 0.5 \\
0.3 & 0.9 & 0.0 & 0.1 \\
0.1 & 0.2 & 0.8 & 0.0 \\
\end{bmatrix}$$

In this example, we assume that there are enough channels/fiber so that all lightpaths are feasible.

Step 1: The element in $T$ having the highest traffic is $t_{1,2}$ which corresponds to the traffic from node C to node B. So node C is assigned label 0. the predecessors of label 0 are label 0 and label 2 and the successors of label 0 are labels 0 and 1. Thus $L1 = ([C, 0])$, $L2 = [A, B, D]$ and $L3 = [1, 2]$.

Step 2: $L2$ is not empty.

Step 3: We can assign the node A, B or D the label 1 or 2. For example, if we allocate to A the label 1, we have a logical edge from node C (with a label 0) to node A (with a label 1). The traffic from C to A is 0.3. Since this is the only edge to consider, average traffic for this label allocation is 0.3. Considering all the 6 allocations, the best average traffic is
when we allocate label 1 to node B. (In view of our assumption above, all lightpaths are feasible). Thus \textit{findBestMapping} returns the pair \((B, 1)\).

Step 4: the label returned is 1 - it is not negative.

Step 5: We update the lists so that \(L1 = [(C, 0), (B, 1)]\), \(L2 = [A, D]\) and \(L3 = [2, 3]\). We include label 3 in \(L3\) since label 3 is a successor of 1 which has not been allocated yet.

Step 2: \(L2\) is not empty.

Step 3: We can assign the node A or D the label 2 or 3. Considering all the 4 allocations, the best average traffic is when we allocate label 3 to node A. Thus \textit{findBestMapping} returns the pair \((A, 3)\).

Step 4: The label returned is 3 - it is not negative.

Step 5: We update the lists so that \(L1 = [(C, 0), (B, 1), (A, 3)]\), \(L2 = [D]\) and \(L3 = [2]\). Similarly, in the next iteration, we get the pair \((D, 2)\) and then the process terminates. The resulting logical topology is shown in Figure 4.1.
Heuristic 3

This is a combination of heuristics 1 and 2 in the sense that this gives us a topology where node has a degree where we first implement a logical topology of degree $d_l$ using heuristic 2. We keep in mind that fact that there are some nodes in this topology which have a degree $d_l - 1$ corresponding to the nodes which have a self loop. The remaining edges are then added using heuristic 1, our version of the HLDA algorithm.

4.2 Routing Subproblem [32]

In this part, we focus on the optimal routing problem once a logical topology has been determined by our heuristic algorithms. Our resulting LP can be solved efficiently by using a working basis size of $|A_r|$ only using Generalized upper Bounded (GUB) simplex method [18]. Although the maximum value of $|A_r|$ is $n(n-1)$ but in practice this number is much more smaller than $n(n-1)$. An empirical studies [8] showed that the average size of
\(|A_t| \) in many practical situations in \(O(n)\). Hence, with the method proposed here, we can solve the optimal routing problem for much larger networks.

The scheme proposed here uses revised simplex method with column generation scheme [18] for determining a candidate column for entering into current basis.

Our proposed column generation scheme [18] provided an insight into path-delays of the paths used in sending \(t_{sd}\) units of traffic from \(s\) to \(d\).

### 4.2.1 LP formulation of the Problem

Given a logical topology \(G(N, A, t)\), our routing subproblem can be formulated as the following LP problem:

**Min** \(\lambda^{\text{max}}\)

**subject to:**

\[
\sum_{i,j} \lambda_{ij} - \sum_j \lambda_{ij} = \begin{cases} 
  t_{sd} & \text{if } t = s \\
  -t_{sd} & \text{if } t = d \\
  0 & \text{otherwise.} 
\end{cases} \quad \forall i, s, d \in N, s \neq d \quad \ldots (1)
\]

\[
\sum_{i,j} \lambda_{ij} \leq \lambda^{\text{max}} \quad \forall (i, j) \in A_t \quad \ldots (2)
\]

\[
\sum_{i,j} \lambda_{ij} d_{ij} \leq c_{sd} d^{\text{max}} \quad \forall s, d \in N, s \neq d \quad \ldots (3)
\]

\[
\lambda_{ij} \geq 0 \quad \forall i, j, s, d \in N, s \neq d \quad \ldots (4)
\]

Here \(\lambda_{ij}\) is the amount of \((s \rightarrow d)\) pair traffic going over arc \((i, j)\), and \(\lambda^{\text{max}}\) is the
congestion. We can consider a polytope defined by the set of constraints (1), (3) and (4) for traffic variables from s to d:

\[
\sum_j x_{ij} - \sum_j x_{ji} = \begin{cases} t_{id} & \text{if } i = s \\ -t_{id} & \text{if } i = d \\ 0, & \text{otherwise} \end{cases} \quad \forall i, s, d \in N, s \neq d \quad \cdots \quad (5)
\]

\[
\sum_j \lambda_{ij} d_{ij} \leq \alpha t_{id} d_{ij} \quad \forall s, d \in N, s \neq d \quad \cdots \quad (6)
\]

\[
\lambda_{ij} \geq 0, \quad \forall (i, j) \in A
\quad \cdots \quad (7)
\]

Let \( W^{rd} = \{ w^{rd}_{ij}, w^{rd}_{ij}, w^{rd}_{ij}, \ldots, w^{rd}_{ij} \} \) be the set of extreme points for this polytope where each extreme point \( w^{rd}_{ij} \) is an \( |A| \) vector. Then any feasible solution \( \lambda^{rd} \) of the above problem can be expressed as a convex combination of the extreme points of the set \( W^{rd} \):

\[
\lambda^{rd} = \sum w^{rd}_{ij} x^{rd}_{ij} \quad \cdots \quad (8)
\]

Where, \( \sum_{r=1}^{k} x^{rd}_{ij} = 1 \quad \cdots \quad (9) \)

And, \( x^{rd}_{ij} \geq 0, r = 1, 2, \ldots, k \quad \cdots \quad (10) \)

Now, our original problem (1) to (4) becomes equivalent to the following problem:
Minimize \[ \lambda^\text{max} + M \sum_{i \in d} a^{id}, M >> 0 \]

\[ \sum_{r=1}^{k_w} \sum_{(i,j)} x^{id}_{r(i,j)} - \lambda^\text{max} + s_{(i,j)} = 0, \forall (i,j) \in A, \ldots \ldots \ldots (11) \]

\[ \sum_{r=1}^{k_w} x^{id}_r + a^{id} = 1, \forall s, d \in N, s \neq d \quad \ldots \ldots \ldots \ldots (12) \]

\[ x^{id}_r \geq 0, r = 1, 2, \ldots, k_w \in N, s \neq d \quad \ldots \ldots \ldots \ldots (13) \]

Here, \( \{ a^{id} \} \) and \( s_{(i,j)} \) are sets of artificial variables and slack variables respectively and \( M \) is a very large positive number.

Our reformulated LP problem (11) to (13) is a linear program with \( n(n-1) + |A_r| \) constraints. For this LP, the revised simplex method would use a basis size of \( n(n-1) + |A_r| \) at each iteration. However, this problem also satisfies the generalized upper bounded (GUB) structure [18]. Thus GUB simplex method would use only a working basis size of \( |A_r| \) at each iteration.

Below we develop a column generation scheme using bicriterion approach [19] which enables the revised simplex method to obtain a desired column for entering into basis at each iteration.

The simplex multipliers set \( \{ \pi_{(i,j)} : (i,j) \in A_r \} \) is associated with the \( |A_r| \) constraints in (11) and simplex multipliers set \( \{ \alpha_{sd} : s, d \in N, s \neq d \} \) is associated with \( n(n-1) \) constraints in (12). If \( \pi_{(i,j)} > 0 \) for some \( (i,j) \), then the corresponding slack variable \( s(i,j) \) would be a candidate to enter into basis and the leaving basic variable would be determined in usual
way. To determine if the current basis is optimal, we need to find out whether there exists any variable $x^{ad}_{t}$ whose reduced cost is negative. So, we need to find out if

$$0 - \left( \sum_{i,j \in A_k} \pi_{i,j} w^{ad}_{r(i,j)} + \alpha_{ad} \right) < 0 \quad \text{..........................(14)}$$

or, $\sum_{i,j \in A_k} (-\pi_{i,j}) w^{ad}_{r(i,j)} < \alpha_{ad} \quad \text{..........................(15)}$

Note that, the set of values which is basically a column is given by an extreme point of the polytope defined by the constraints sets (8) to (10). Before determining if any such extreme point exists, we also need to determine whether the column corresponding to $\lambda^{\text{max}}$ enter the basis and once it enters it will not leave the basis. The column that corresponding to $\lambda^{\text{max}}$ is

$$\begin{bmatrix}
-1 \\
-1 \\
-1 \\
-1 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}$$

Now, we need to find out whether such extreme points exists by solving the following LP problem for the $(s \to d)$ pair:
Minimize \( \sum_{i,j \in \mathcal{A}} -\pi_{i,j} \lambda_{i,j} \)

\[
\sum_{j} \lambda_{i,j} - \sum_{j} \lambda_{j,i} = \begin{cases} t_{i,j} & \text{if } i = s \\ -t_{i,j} & \text{if } i = d & \forall i, s, d \in N, s = d \\ 0, & \text{otherwise.} \end{cases}
\]  \( \cdots (16) \)

\[
\sum_{i,j} \lambda_{i,j} d_{i,j} \leq \alpha d_{i,j}^{\text{max}} & \forall s, d \in N, s = d 
\]  \( \cdots (17) \)

\[
\lambda_{i,j} \geq 0, & \forall (i, j) \in \mathcal{A} \]
\( \cdots (18) \)

If the optimal objective value of the above LP is less than \( \alpha_{i,j} \), then the optimal solution provides a column to enter the basis and simplex method can proceed to the next iteration.

If, however, for every pair of \((s, d)\) the optimal value to the above LP is \( \alpha_{i,j} \) or higher, then there is no column to enter the basis and the current solution is optimal.

Ignoring the superscript \(sd\) and defining \( \lambda_{i} = \lambda_{i,j} / t_{i,j} \), the above problem becomes:

Minimize \( \sum_{i,j \in \mathcal{A}} -\pi_{i,j} \lambda_{i} \)

\[
\sum_{j} \lambda_{i} - \sum_{j} \lambda_{j} = \begin{cases} 1 & \text{if } i = s \\ -1 & \text{if } i = d & \forall i, s, d \in N, s = d \\ 0, & \text{otherwise} \end{cases}
\]  \( \cdots (19) \)

\[
\sum_{i,j} \lambda_{i,j} d_{i,j} \leq \alpha d_{\text{max}} & \forall s, d \in N, s = d 
\]  \( \cdots (20) \)

\[
\lambda_{i} \geq 0, & \forall (i, j) \in \mathcal{A} \]
\( \cdots (21) \)
In the absence of constraint (20), the above problem is a shortest path problem from s to d with \((-\pi_{i,j}, \lambda_{i})\) as the length of the arc \((i,j)\). If the shortest path satisfies constraint (20) then clearly it is the optimal solution to the above problem. Otherwise any optimal solution to the above problem must satisfy constraint (20) as a strict equality. Instead of solving the above LP by the standard simplex method, we provide below an efficient scheme named as bicriteria algorithm.

Consider the following bicriteria linear program:

\[
\begin{align*}
\min & \quad z_1 = \sum_{i,j} (\pi_{i,j} + \lambda_{i}) \\
\text{s.t.} & \quad \lambda_{i} \in \Lambda \\
\min & \quad z_2 = \sum_{i,j} \lambda_{i} d_{i,j} \quad (22)
\end{align*}
\]

Here, \(\Lambda \{ \lambda_{i} \in \Lambda \}\) is the convex set of all feasible solutions to the constraints in (19) and (21). Every feasible solution in \(\Lambda\) is mapped by the two linear objective functions defined in constraint (22), into a point \(z=(z_1,z_2)\) in the bicriteria space. Thus \(Z\), the mapping of \(\Lambda\) is a convex polygon in the nonnegative quadrant of this bicriteria space. We define a solution \(\lambda \in \Lambda\) to be efficient if for every \(\lambda \in \Lambda\) such that \(z_1(\lambda) \leq z_1(\hat{\lambda})\) and \(z_2(\lambda) \leq z_2(\hat{\lambda})\) implies that \(z_1(\hat{\lambda}) = z_1(\lambda)\) and \(z_2(\hat{\lambda}) = z_2(\lambda)\). Similarly a point
\((z_1, z_2) \in Z\) is efficient if for every \(z \in Z\) such that \(z_1 \leq z_1\) and \(z_2 \leq z_2\) implies that \(z_1 = z_1\) and \(z_2 = z_2\). From the mapping from \(\Lambda\) to \(Z\) it should be clear that \(\lambda \in \Lambda\) is efficient if and only if its mapping is efficient. Now it is quite easy to show that any optimal solution \(\lambda^*\) to the problem defined by (19) to (21) maps into an efficient point of \(Z\). Clearly the south-west segment of this polygon \(Z\) in the bicriteria object space contains all the efficient extreme points and its called the efficient frontier, thus can be viewed as a function \(z_2 = f(z_1)\) and the breakpoints of this function correspond to the extreme point of \(\Lambda\).

We provide below a scheme somewhat similar to binary search which searches this efficient frontier to solve the problem (19) to (21). We illustrate this scheme geometrically.

Assume that an efficient frontier is given in figure 4.2. We first solve the shortest path problem using \(-\pi_{i,j}\), as the length of arc \((i,j)\). Let the shortest path value be \(z_1^{(1)}\). Among all the shortest paths with value \(z_1^{(1)}\), find the one with the least delay and let this point be \(z_2^{(1)}\). This can be achieved by slightly modifying the Dijkstra’s shortest path algorithm. This point \((z_1^{(1)}, z_2^{(1)})\) provides us with the first efficient extreme point \(z^{(1)} = (z_1^{(1)}, z_2^{(1)})\). If \(z_2^{(1)} < \alpha d^{\max}\), we would stop as the corresponding path provides the optimal solution. Otherwise, as in our diagram, we proceed to find the second efficient extreme point \(z^{(2)} = \)}
\((z_1^{(2)}, z_2^{(2)})\). We obtain this by solving the shortest path problem by using \(d_{ij}\) as the length of the arc. If \(z_2^{(2)} > ad^\text{max}\), we would stop as this indicates there is no feasible solution to this problem.

![Diagram](image)

**Figure 4.2: Bicriteria Algorithm**

With these two starting points \(z_1^{(1)}\) and \(z_2^{(1)}\), we find the equation of the line passing through these two points. Suppose the equation is \(az_1 + bz_2 = k\). We then solve our shortest path problem with \(a(\pi_{ij}) + b(d_{ij})\) as the length of arc \((i,j)\). Geometrically, this is equivalent to moving this line in the south-west direction, parallel to itself. The next
efficient extreme point we get is \( z^{(5)} = (z_1^{(5)}, z_2^{(5)}) \). Since \( z_2^{(3)} < \alpha d_{\text{max}} \), \( z^{(3)} \) will take the roll of \( z^{(2)} \) and next we consider the line joining \( z^{(1)} \) and \( z^{(3)} \). This yield a new extreme point \( z^{(4)} = (z_1^{(4)}, z_2^{(4)}) \). Since \( z_2^{(4)} < \alpha d_{\text{max}} \), we now consider the line joining points \( z^{(1)} \) and \( z^{(4)} \) and solving the corresponding shortest path problem would give us a new extreme point \( z^{(5)} = (z_1^{(5)}, z_2^{(5)}) \). Since \( z_2^{(5)} > \alpha d_{\text{max}} \), \( z^{(5)} \) will now replace the roll of \( z^{(1)} \) and now we will consider the line joining extreme points \( z^{(4)} \) and \( z^{(5)} \). Moving this line does not produce any new extreme point. At this point, we find \( \beta \) such that \( z_2^{(4)} = \alpha d_{\text{max}} \). Suppose \( z^{(4)} \) and \( z^{(5)} \) correspond, respectively, to paths given by \( \lambda^1 \) and \( \lambda^2 \). Then \( \beta z^{(4)} + (1-\beta)z^{(5)} \) is an optimal solution to the problem.

The formal scheme for generating all efficient extreme points of a bicriteria transportation problem are detailed in [19]. The bicriteria scheme allows us to make an interesting observation. The optimal solution to problem is either at an extreme point (a path) with delay \( < \alpha d_{\text{max}} \) or a convex combination of two paths with average delay equal to \( \alpha d_{\text{max}} \).

Thus every possible non-slack variable in the optimal basis either correspondence to a path or a convex combination of two paths. Thus, in an optimal routing of traffic, every traffic carrying path with delay more than \( \alpha d_{\text{max}} \) can be paired with another traffic carrying path whose delay is less than \( \alpha d_{\text{max}} \). In this sense the formulation comes close to achieving the desired objective of requiring that delay on every traffic carrying path should be limited to \( \alpha d_{\text{max}} \).
Chapter 5

Experimental Results

The objective of our experiments are:

(a) test efficiency of our LP (i.e. up to what size of networks our LP can handle in a reasonable amount of time)

(b) compare different logical topologies generated by three heuristic algorithms

We have performed a number of experiments on different networks which are distinct from each other in terms of their physical connectivities, sizes and traffic matrices. We have categorized the physical network in terms of their size as small, medium and large networks shown in Table 5.1

<table>
<thead>
<tr>
<th>TYPE</th>
<th>Number of Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMALL</td>
<td>9, 14</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>16, 20, 27</td>
</tr>
<tr>
<td>LARGE</td>
<td>35, 50</td>
</tr>
</tbody>
</table>

Table 5.1: Small, Medium and Large network

5.1 Methodology

To study the performance of our LP formulation we generated a large number of logical topologies and determined the congestion for each one of them and made a comparative
study of the three heuristics for logical topology given in chapter 4, section 4.1.1. Our hypothesis was that the hybrid topology is better than the GEMNET and that the GEMNET is better than the HLDA topology when the number of nodes is large.

To test this hypothesis we performed paired t-tests and report here the corresponding p-values [30]. In this study we took a number of physical topologies ranging from 9 nodes to 50 nodes. Wherever possible, we have used existing networks as our physical topologies; in the remaining cases we have used synthetic physical topologies with a reasonable number of fibers coming into and out of every end-node. For each physical topology \( P \) with \( n \) nodes we followed the steps given below.

1. \textbf{repeat} steps 2 - 8 for all \( i \), \( 1 \leq i \leq k \)
2. generate a \( n \times n \) traffic matrix \( T_i \), where all non-diagonal elements are determined using a random number generator generating a value between 0 and 1
3. \textbf{repeat} steps 4 - 5 for all \( j \), \( 1 \leq j \leq 3 \)
4. For a given physical topology \( P \) and traffic matrix \( T_i \), generate logical topology \( L_i \), using heuristic \( j \).
5. Run the optimization program (Chapter 4) giving a value of congestions \( C_i^* \),
6. \( d_{i,j}^{1,2} = (C_i^* - C_{ij}^{1,2}) \)
7. \( d_{i,j}^{2,2} = (C_i^* - C_{ij}^{2,2}) \)
8. \( d_{i,j}^{1,3} = (C_i^* - C_{ij}^{1,3}) \)
9. Compute the t-statistics and the p-value for the paired t-test comparing the three heuristics.

In this algorithm, \( k \) denotes the number of traffic matrices we generated for a given physical topology. For all the cases we used \( k \) (sample size) = 30. In step 4, we have used
heuristic $j$, for all $j, 1 \leq j \leq 3$. Here heuristic 1 (respectively 2 and 3) refer to the heuristic for HLDA (respectively GEMNET and hybrid topology) given in chapter 4. In steps 6, 7, 8 we calculate the proportional difference between the congestions for heuristic $m$ and $n$, for all $m$ and $n$. In step 8, we calculate the $t$-statistics and the $p$-value for all pairs of heuristics taken from chapter 4, so that $\varepsilon^1 \cdots (P^{1 \cdots})$ is the $t$-statistics (p-value) for comparing the HLDA heuristic with the heuristic for GEMNET using $d^{1 \cdots}_0$, $d^{1 \cdots}_1$, ..., $d^{1 \cdots}_k$. Similarly $\varepsilon^2 \cdots (P^{2 \cdots})$ and $\varepsilon^3 \cdots (P^{3 \cdots})$ are used to compare the hybrid topology with the GEMNET and the HLDA with the hybrid topology. For all the topologies we used 3 as the degree of the logical topology. When designing hybrid topology we used 2 as the degree for the underlying GEMNET subgraph and 1 for the rest.

5.2 Test Data

The results of the experiments are given below. Detailed of our collected data is given in APPENDIX 1. Column 5 of this table also gives the average percentage improvement of the congestion value (%cv) when we use GEMNET as the topology rather than HLDA.

<table>
<thead>
<tr>
<th>N</th>
<th>Network</th>
<th>$t^{12}$</th>
<th>$P^{12}$</th>
<th>% cv</th>
<th>$t^{23}$</th>
<th>$P^{23}$</th>
<th>% cv</th>
<th>$t^{13}$</th>
<th>$P^{13}$</th>
<th>% cv</th>
<th>cpu time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>(A)</td>
<td>-2.022</td>
<td>-0.026</td>
<td>-15</td>
<td>-9.07</td>
<td>-1.85</td>
<td>-8</td>
<td>-1.30</td>
<td>-1.01</td>
<td>-9</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>(B)</td>
<td>1.764</td>
<td>0.044</td>
<td>3.98</td>
<td>-8.75</td>
<td>-0.19</td>
<td>-4.47</td>
<td>2.05</td>
<td>0.019</td>
<td>5.69</td>
<td>7</td>
</tr>
<tr>
<td>16</td>
<td>(A)</td>
<td>2.403</td>
<td>0.011</td>
<td>8.67</td>
<td>0.111</td>
<td>0.456</td>
<td>-2.06</td>
<td>2.57</td>
<td>0.007</td>
<td>8.77</td>
<td>13</td>
</tr>
<tr>
<td>20</td>
<td>(C)</td>
<td>4.384</td>
<td>0.00007</td>
<td>15.28</td>
<td>-2.37</td>
<td>-0.12</td>
<td>-9.26</td>
<td>6.34</td>
<td>0</td>
<td>21.4</td>
<td>37</td>
</tr>
<tr>
<td>27</td>
<td>(D)</td>
<td>3.747</td>
<td>0.0003</td>
<td>12.73</td>
<td>0.438</td>
<td>.332</td>
<td>.39</td>
<td>3.573</td>
<td>.0006</td>
<td>11.4</td>
<td>170</td>
</tr>
<tr>
<td>35</td>
<td>(D)</td>
<td>2.746</td>
<td>0.005</td>
<td>8.7</td>
<td>1.12</td>
<td>.135</td>
<td>2.2</td>
<td>1.77</td>
<td>.043</td>
<td>4.9</td>
<td>640</td>
</tr>
<tr>
<td>50</td>
<td>(A)</td>
<td>1.364</td>
<td>0.091</td>
<td>3.11</td>
<td>0.572</td>
<td>.285</td>
<td>0.32</td>
<td>.686</td>
<td>.249</td>
<td>.32</td>
<td>4071</td>
</tr>
</tbody>
</table>

Table 5.1: t-test values for our experimental data

University of Windsor, 2001
In Table 5.1 n stands for the number of nodes of the network and cpu time is the average time to compute the congestion for all the logical topologies generated for this physical topology. The networks we used are as follows:

(A) denotes that this is a synthetic network

(B) denotes that this is the NFS network (EONNET)

(C) denotes that this is the European optical network

(D) denotes that this is a subset of pacific /northwest gigapop network

Following are the two physical topologies (NFSNET and EONNET) that we have used for 14 node and 20 node network.

Figure 5.1: 20 node European Optical Network (EONNET)
5.3 Results

These experiments indicate that for larger networks, GEMNET works well compared to both HLDA and hybrid topology. To illustrate this further, column 5 gives the average percentage improvement of the value of congestion when we use the GEMNET rather than HLDA.

By looking at the $P^{1.2}$ values in column 4 we can say that GEMNET performs better than HLDA in moderate sized and large sized network. Average improvement of GEMNET over HLDA ranges from 3% to 15%. It is interesting to see that GEMNET does not perform better than HLDA in small network such as in 9 node network. $P^{1.3}$ values in column 7 does not support any particular behavior of hybrid topology on which we can make any comments. However, by looking at column 8 in table 5.1 we can say that the average improvement of hybrid over HLDA is very low which ranges from 0.32% to 2.2%. According to the Table 5.1 the hybrid topology performs slightly better than HLDA in
moderate and large sized network (in our experiment it performs slightly better in 27, 35 and 50 node networks). From the average improvement values in column 11 we can say that GEMNET performs much better than hybrid where improvement ranges from 0.32% to 21% and p values in column 10 tells us about the strong statistical confidence of GEMNET over hybrid topology. It is also interesting to see that, hybrid outperforms GEMNET only in 9 node (small node network) network. Column 12 represents the average CPU time taken by our LP program to find the congestion for a particular size network.
Chapter 6
Conclusions and Future Work

6.1 Conclusions

In this thesis we have introduced a novel LP formulation, which exploits the underlying structure of the linear program, for optimally solving the routing problem over a multihop optical network with a specified logical topology. This new method uses a basis size $O(L)$ where $L$ is the number of lightpaths, while conventional techniques use a basis size of $O(n^2)$, where $n$ is the number of nodes in the network. This leads to a dramatic reduction in the number of constraints and thus allows us to handle considerably larger networks than was previously possible. In the literature, optimal solutions to the routing problem for multihop networks have not been reported for networks with more than 14 nodes. As discussed in chapter 4, we are easily able to handle much larger networks.

We have also investigated the use of regular logical topologies for implementing wide-area optical networks. It is interesting to note that in all our experiments, except for small networks, the regular topologies performed as well as or better than the irregular topologies, with improvements ranging from 3% to 15%. This suggests that regular logical topologies can be viable candidates for designing such wide-area networks. As shown in Table 5.1 (Chapter 5), there were several cases where the logical topologies produced a substantial improvement.
6.2 Future Work

We need to investigate the effect (if any) of the underlying physical topologies on the congestion of the network. In order to do this we must study the congestion for different physical topologies with same number of nodes and same traffic matrix.

We also need to study how regular and irregular topologies perform under different traffic conditions. From our experiments we see that, in certain cases, regular topologies provided a significant improvement. But in other cases the performance of regular and irregular topologies were comparable.

Further experiments are required to determine the conditions (e.g. uniformly high traffic) under which regular topologies are more suitable candidates.

If the number of wavelengths available on a fiber is limited, it may affect the connectivity of the logical topology. We need to investigate the effect of the number of available wavelengths on topology design.

Finally, in our experiments the performance of the 'hybrid' algorithm was disappointing. We tried to incorporate the advantages of both regular and irregular topologies in the hybrid architecture and expected it to perform better. However, this was not the case. Different ways of generating the hybrid topology is currently under progress.
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## Appendix 1

### Experimental Data

<table>
<thead>
<tr>
<th>NODE</th>
<th>HLDA</th>
<th>GEMNET</th>
<th>HYBRID</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>3.29</td>
<td>3.01</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>2.76</td>
<td>2.72</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>3.09</td>
<td>2.65</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>2.56</td>
<td>3.55</td>
<td>2.48</td>
</tr>
<tr>
<td></td>
<td>2.32</td>
<td>3.92</td>
<td>1.93</td>
</tr>
<tr>
<td></td>
<td>1.93</td>
<td>2.52</td>
<td>2.96</td>
</tr>
<tr>
<td></td>
<td>2.06</td>
<td>2.29</td>
<td>2.18</td>
</tr>
<tr>
<td></td>
<td>2.56</td>
<td>4.06</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>2.97</td>
<td>3.39</td>
<td>3.03</td>
</tr>
<tr>
<td></td>
<td>2.52</td>
<td>2.53</td>
<td>3.37</td>
</tr>
<tr>
<td></td>
<td>4.09</td>
<td>2.49</td>
<td>3.04</td>
</tr>
<tr>
<td></td>
<td>2.06</td>
<td>2.49</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>2.97</td>
<td>4.36</td>
<td>3.26</td>
</tr>
<tr>
<td></td>
<td>2.48</td>
<td>2.83</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>2.35</td>
<td>2.76</td>
<td>2.99</td>
</tr>
<tr>
<td></td>
<td>3.48</td>
<td>3.85</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>3.42</td>
<td>3.76</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>1.98</td>
<td>3.04</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>3.72</td>
<td>3.29</td>
<td>3.18</td>
</tr>
<tr>
<td></td>
<td>1.81</td>
<td>2.81</td>
<td>2.55</td>
</tr>
<tr>
<td></td>
<td>3.01</td>
<td>2.56</td>
<td>3.92</td>
</tr>
<tr>
<td></td>
<td>2.04</td>
<td>2.93</td>
<td>3.23</td>
</tr>
<tr>
<td></td>
<td>2.69</td>
<td>2.86</td>
<td>2.74</td>
</tr>
<tr>
<td></td>
<td>3.12</td>
<td>3.34</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td>4.09</td>
<td>2.75</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td>2.14</td>
<td>2.35</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>2.22</td>
<td>2.54</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>2.39</td>
<td>4.03</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td>3.77</td>
<td>2.94</td>
<td>2.81</td>
</tr>
<tr>
<td></td>
<td>2.98</td>
<td>3.26</td>
<td>2.29</td>
</tr>
<tr>
<td>NODE</td>
<td>HLDA</td>
<td>GEMNET</td>
<td>HYBRID</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>14</td>
<td>5.86</td>
<td>5.34</td>
<td>5.95</td>
</tr>
<tr>
<td></td>
<td>5.52</td>
<td>5.01</td>
<td>5.51</td>
</tr>
<tr>
<td></td>
<td>6.55</td>
<td>5.76</td>
<td>6.96</td>
</tr>
<tr>
<td></td>
<td>6.92</td>
<td>6.13</td>
<td>4.98</td>
</tr>
<tr>
<td></td>
<td>5.24</td>
<td>5.78</td>
<td>5.42</td>
</tr>
<tr>
<td></td>
<td>5.24</td>
<td>5.78</td>
<td>5.42</td>
</tr>
<tr>
<td></td>
<td>5.28</td>
<td>6.09</td>
<td>9.24</td>
</tr>
<tr>
<td></td>
<td>5.11</td>
<td>5.38</td>
<td>6.29</td>
</tr>
<tr>
<td></td>
<td>4.47</td>
<td>5.93</td>
<td>6.29</td>
</tr>
<tr>
<td></td>
<td>5.56</td>
<td>5.88</td>
<td>5.57</td>
</tr>
<tr>
<td></td>
<td>5.21</td>
<td>5.1</td>
<td>4.82</td>
</tr>
<tr>
<td></td>
<td>5.51</td>
<td>4.95</td>
<td>6.88</td>
</tr>
<tr>
<td></td>
<td>5.32</td>
<td>5.59</td>
<td>5.58</td>
</tr>
<tr>
<td></td>
<td>5.94</td>
<td>6.2</td>
<td>5.28</td>
</tr>
<tr>
<td></td>
<td>5.67</td>
<td>5.23</td>
<td>5.65</td>
</tr>
<tr>
<td></td>
<td>6.31</td>
<td>5.89</td>
<td>5.68</td>
</tr>
<tr>
<td></td>
<td>5.43</td>
<td>4.37</td>
<td>4.87</td>
</tr>
<tr>
<td></td>
<td>5.62</td>
<td>4.92</td>
<td>5.51</td>
</tr>
<tr>
<td></td>
<td>5.56</td>
<td>4.13</td>
<td>6.61</td>
</tr>
<tr>
<td></td>
<td>5.08</td>
<td>4.05</td>
<td>7.21</td>
</tr>
<tr>
<td></td>
<td>5.82</td>
<td>5.81</td>
<td>6.05</td>
</tr>
<tr>
<td></td>
<td>5.54</td>
<td>5.59</td>
<td>5.94</td>
</tr>
<tr>
<td></td>
<td>5.33</td>
<td>5.37</td>
<td>5.66</td>
</tr>
<tr>
<td></td>
<td>6.17</td>
<td>4.64</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>4.95</td>
<td>5.79</td>
<td>5.54</td>
</tr>
<tr>
<td></td>
<td>6.16</td>
<td>5.59</td>
<td>4.49</td>
</tr>
<tr>
<td></td>
<td>5.76</td>
<td>5.57</td>
<td>5.36</td>
</tr>
<tr>
<td></td>
<td>6.52</td>
<td>7.34</td>
<td>5.56</td>
</tr>
<tr>
<td></td>
<td>6.05</td>
<td>4.28</td>
<td>4.67</td>
</tr>
<tr>
<td></td>
<td>5.44</td>
<td>3.98</td>
<td>5.59</td>
</tr>
<tr>
<td>NODE</td>
<td>HLDA</td>
<td>GEMNET</td>
<td>HYBRID</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>16</td>
<td>7.41</td>
<td>7.13</td>
<td>7.31</td>
</tr>
<tr>
<td></td>
<td>6.27</td>
<td>5.93</td>
<td>7.51</td>
</tr>
<tr>
<td></td>
<td>7.93</td>
<td>6.16</td>
<td>6.13</td>
</tr>
<tr>
<td></td>
<td>6.93</td>
<td>6.69</td>
<td>5.67</td>
</tr>
<tr>
<td></td>
<td>5.57</td>
<td>4.63</td>
<td>5.52</td>
</tr>
<tr>
<td></td>
<td>7.67</td>
<td>6.57</td>
<td>6.89</td>
</tr>
<tr>
<td></td>
<td>3.9</td>
<td>3.01</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>7.72</td>
<td>5.52</td>
<td>5.88</td>
</tr>
<tr>
<td></td>
<td>7.57</td>
<td>5.54</td>
<td>6.52</td>
</tr>
<tr>
<td></td>
<td>8.56</td>
<td>6.07</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>6.16</td>
<td>10</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td>5.65</td>
<td>6.02</td>
<td>6.54</td>
</tr>
<tr>
<td></td>
<td>5.94</td>
<td>5.53</td>
<td>6.66</td>
</tr>
<tr>
<td></td>
<td>6.26</td>
<td>4.32</td>
<td>6.89</td>
</tr>
<tr>
<td></td>
<td>6.34</td>
<td>5.18</td>
<td>7.37</td>
</tr>
<tr>
<td></td>
<td>7.11</td>
<td>4.94</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>5.6</td>
<td>5.91</td>
<td>7.92</td>
</tr>
<tr>
<td></td>
<td>5.38</td>
<td>5.61</td>
<td>8.39</td>
</tr>
<tr>
<td></td>
<td>7.21</td>
<td>4.7</td>
<td>6.54</td>
</tr>
<tr>
<td></td>
<td>6.29</td>
<td>7.92</td>
<td>5.74</td>
</tr>
<tr>
<td></td>
<td>4.96</td>
<td>4.42</td>
<td>7.62</td>
</tr>
<tr>
<td></td>
<td>8.53</td>
<td>6.27</td>
<td>6.37</td>
</tr>
<tr>
<td></td>
<td>7.34</td>
<td>4.87</td>
<td>6.01</td>
</tr>
<tr>
<td></td>
<td>6.15</td>
<td>7.26</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>7.61</td>
<td>5.52</td>
<td>6.79</td>
</tr>
<tr>
<td></td>
<td>5.64</td>
<td>7.82</td>
<td>6.84</td>
</tr>
<tr>
<td></td>
<td>6.16</td>
<td>6.23</td>
<td>5.16</td>
</tr>
<tr>
<td></td>
<td>6.14</td>
<td>5.74</td>
<td>6.79</td>
</tr>
<tr>
<td></td>
<td>6.44</td>
<td>6.49</td>
<td>6.32</td>
</tr>
<tr>
<td></td>
<td>6.28</td>
<td>4.8</td>
<td>6.26</td>
</tr>
<tr>
<td>NODE</td>
<td>HLDA</td>
<td>GEMNET</td>
<td>HYBRID</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>20</td>
<td>7.32</td>
<td>6.44</td>
<td>7.54</td>
</tr>
<tr>
<td></td>
<td>7.88</td>
<td>6.36</td>
<td>7.57</td>
</tr>
<tr>
<td></td>
<td>6.9</td>
<td>6.68</td>
<td>8.96</td>
</tr>
<tr>
<td></td>
<td>7.44</td>
<td>6.91</td>
<td>8.45</td>
</tr>
<tr>
<td></td>
<td>9.36</td>
<td>7.57</td>
<td>10.51</td>
</tr>
<tr>
<td></td>
<td>6.6</td>
<td>7.27</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>8.6</td>
<td>7.08</td>
<td>9.14</td>
</tr>
<tr>
<td></td>
<td>9.36</td>
<td>5.29</td>
<td>7.04</td>
</tr>
<tr>
<td></td>
<td>7.73</td>
<td>5.66</td>
<td>8.86</td>
</tr>
<tr>
<td></td>
<td>8.34</td>
<td>6.84</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>7.89</td>
<td>6.73</td>
<td>7.25</td>
</tr>
<tr>
<td></td>
<td>6.82</td>
<td>6.48</td>
<td>7.99</td>
</tr>
<tr>
<td></td>
<td>7.06</td>
<td>6.81</td>
<td>8.87</td>
</tr>
<tr>
<td></td>
<td>9.84</td>
<td>7.75</td>
<td>8.98</td>
</tr>
<tr>
<td></td>
<td>6.9</td>
<td>5.26</td>
<td>7.13</td>
</tr>
<tr>
<td></td>
<td>8.24</td>
<td>6.91</td>
<td>8.55</td>
</tr>
<tr>
<td></td>
<td>9.1</td>
<td>6.72</td>
<td>9.65</td>
</tr>
<tr>
<td></td>
<td>6.71</td>
<td>6.78</td>
<td>9.24</td>
</tr>
<tr>
<td></td>
<td>7.14</td>
<td>7.26</td>
<td>7.75</td>
</tr>
<tr>
<td></td>
<td>7.43</td>
<td>5.02</td>
<td>9.01</td>
</tr>
<tr>
<td></td>
<td>7.91</td>
<td>6.16</td>
<td>8.48</td>
</tr>
<tr>
<td></td>
<td>7.2</td>
<td>6.4</td>
<td>6.93</td>
</tr>
<tr>
<td></td>
<td>7.39</td>
<td>6.2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>6.9</td>
<td>5.87</td>
<td>8.72</td>
</tr>
<tr>
<td></td>
<td>7.72</td>
<td>6.98</td>
<td>8.27</td>
</tr>
<tr>
<td></td>
<td>5.91</td>
<td>5.47</td>
<td>8.02</td>
</tr>
<tr>
<td></td>
<td>7.57</td>
<td>6.54</td>
<td>6.84</td>
</tr>
<tr>
<td></td>
<td>6.92</td>
<td>6.33</td>
<td>7.59</td>
</tr>
<tr>
<td></td>
<td>5.94</td>
<td>6.88</td>
<td>7.86</td>
</tr>
<tr>
<td></td>
<td>7.09</td>
<td>8.83</td>
<td>9.81</td>
</tr>
<tr>
<td>NODE</td>
<td>HLDA</td>
<td>GEMNET</td>
<td>HYBRID</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>27</td>
<td>11.54</td>
<td>9.42</td>
<td>13.44</td>
</tr>
<tr>
<td></td>
<td>10.45</td>
<td>6.23</td>
<td>12.63</td>
</tr>
<tr>
<td></td>
<td>12.32</td>
<td>12.64</td>
<td>13.48</td>
</tr>
<tr>
<td></td>
<td>15.43</td>
<td>8.03</td>
<td>11.36</td>
</tr>
<tr>
<td></td>
<td>12.21</td>
<td>10.83</td>
<td>13.09</td>
</tr>
<tr>
<td></td>
<td>10.04</td>
<td>10.84</td>
<td>11.59</td>
</tr>
<tr>
<td></td>
<td>12.11</td>
<td>9.77</td>
<td>10.62</td>
</tr>
<tr>
<td></td>
<td>10.4</td>
<td>12.03</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>11.27</td>
<td>10.21</td>
<td>10.45</td>
</tr>
<tr>
<td></td>
<td>9.04</td>
<td>7.32</td>
<td>10.72</td>
</tr>
<tr>
<td></td>
<td>10.14</td>
<td>6.22</td>
<td>9.71</td>
</tr>
<tr>
<td></td>
<td>11.71</td>
<td>6.86</td>
<td>9.34</td>
</tr>
<tr>
<td></td>
<td>11.38</td>
<td>7.24</td>
<td>9.21</td>
</tr>
<tr>
<td></td>
<td>11.74</td>
<td>8.72</td>
<td>9.21</td>
</tr>
<tr>
<td></td>
<td>8.89</td>
<td>7.26</td>
<td>8.8</td>
</tr>
<tr>
<td></td>
<td>9.08</td>
<td>6.97</td>
<td>8.63</td>
</tr>
<tr>
<td></td>
<td>8.94</td>
<td>6.41</td>
<td>9.93</td>
</tr>
<tr>
<td></td>
<td>10.48</td>
<td>8.13</td>
<td>7.04</td>
</tr>
<tr>
<td></td>
<td>10.51</td>
<td>11.14</td>
<td>8.54</td>
</tr>
<tr>
<td></td>
<td>7.53</td>
<td>9.84</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>9.25</td>
<td>7.56</td>
<td>8.58</td>
</tr>
<tr>
<td></td>
<td>9.04</td>
<td>8.38</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>9.51</td>
<td>9.08</td>
</tr>
<tr>
<td></td>
<td>8.75</td>
<td>8.56</td>
<td>10.12</td>
</tr>
<tr>
<td></td>
<td>10.26</td>
<td>8.63</td>
<td>10.32</td>
</tr>
<tr>
<td></td>
<td>9.5</td>
<td>9.81</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td>8.01</td>
<td>9.75</td>
<td>9.32</td>
</tr>
<tr>
<td></td>
<td>8.66</td>
<td>8.29</td>
<td>9.51</td>
</tr>
<tr>
<td></td>
<td>12.69</td>
<td>9.19</td>
<td>13.12</td>
</tr>
<tr>
<td></td>
<td>11.46</td>
<td>10.76</td>
<td>14.18</td>
</tr>
<tr>
<td>NODE</td>
<td>HLDA</td>
<td>GEMNET</td>
<td>HYBRID</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>35</td>
<td>15.56</td>
<td>12.08</td>
<td>14.45</td>
</tr>
<tr>
<td></td>
<td>11.7</td>
<td>8.57</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>9.64</td>
<td>7.69</td>
<td>9.6</td>
</tr>
<tr>
<td></td>
<td>10.29</td>
<td>9.4</td>
<td>7.82</td>
</tr>
<tr>
<td></td>
<td>11.78</td>
<td>6.95</td>
<td>7.96</td>
</tr>
<tr>
<td></td>
<td>9.64</td>
<td>8.87</td>
<td>10.48</td>
</tr>
<tr>
<td></td>
<td>8.44</td>
<td>7.23</td>
<td>7.79</td>
</tr>
<tr>
<td></td>
<td>8.28</td>
<td>8.6</td>
<td>9.56</td>
</tr>
<tr>
<td></td>
<td>8.22</td>
<td>7.57</td>
<td>10.3</td>
</tr>
<tr>
<td></td>
<td>8.48</td>
<td>7.19</td>
<td>9.08</td>
</tr>
<tr>
<td></td>
<td>11.44</td>
<td>9.44</td>
<td>8.23</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>8.84</td>
<td>10.67</td>
</tr>
<tr>
<td></td>
<td>9.22</td>
<td>10.52</td>
<td>8.75</td>
</tr>
<tr>
<td></td>
<td>8.78</td>
<td>12.34</td>
<td>8.61</td>
</tr>
<tr>
<td></td>
<td>10.82</td>
<td>9.32</td>
<td>8.35</td>
</tr>
<tr>
<td></td>
<td>7.8</td>
<td>7.56</td>
<td>8.44</td>
</tr>
<tr>
<td></td>
<td>10.33</td>
<td>10.15</td>
<td>10.77</td>
</tr>
<tr>
<td></td>
<td>8.39</td>
<td>11.08</td>
<td>10.76</td>
</tr>
<tr>
<td></td>
<td>11.64</td>
<td>8.56</td>
<td>12.16</td>
</tr>
<tr>
<td></td>
<td>10.89</td>
<td>7.72</td>
<td>11.6</td>
</tr>
<tr>
<td></td>
<td>9.05</td>
<td>7.98</td>
<td>12.02</td>
</tr>
<tr>
<td></td>
<td>10.74</td>
<td>8.94</td>
<td>10.99</td>
</tr>
<tr>
<td></td>
<td>10.58</td>
<td>9.07</td>
<td>8.63</td>
</tr>
<tr>
<td></td>
<td>10.42</td>
<td>11.21</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>9.84</td>
<td>7.74</td>
<td>9.18</td>
</tr>
<tr>
<td></td>
<td>12.89</td>
<td>9.2</td>
<td>9.52</td>
</tr>
<tr>
<td></td>
<td>13.23</td>
<td>7.37</td>
<td>10.13</td>
</tr>
<tr>
<td></td>
<td>9.18</td>
<td>9.22</td>
<td>7.58</td>
</tr>
<tr>
<td></td>
<td>9.01</td>
<td>12.32</td>
<td>9.25</td>
</tr>
<tr>
<td></td>
<td>9.17</td>
<td>9.43</td>
<td>9.24</td>
</tr>
<tr>
<td>NODE</td>
<td>HLDA</td>
<td>GEMENT</td>
<td>HYBRID</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>50</td>
<td>9.53</td>
<td>11.42</td>
<td>8.66</td>
</tr>
<tr>
<td></td>
<td>11.93</td>
<td>8.47</td>
<td>15.79</td>
</tr>
<tr>
<td></td>
<td>11.09</td>
<td>10.39</td>
<td>10.05</td>
</tr>
<tr>
<td></td>
<td>13.59</td>
<td>9.74</td>
<td>8.15</td>
</tr>
<tr>
<td></td>
<td>13.44</td>
<td>11.68</td>
<td>9.99</td>
</tr>
<tr>
<td></td>
<td>7.27</td>
<td>9.52</td>
<td>10.88</td>
</tr>
<tr>
<td></td>
<td>10.59</td>
<td>8.98</td>
<td>8.94</td>
</tr>
<tr>
<td></td>
<td>9.09</td>
<td>8.34</td>
<td>10.97</td>
</tr>
<tr>
<td></td>
<td>10.84</td>
<td>6.79</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>11.54</td>
<td>8.36</td>
<td>11.02</td>
</tr>
<tr>
<td></td>
<td>11.19</td>
<td>8.47</td>
<td>8.83</td>
</tr>
<tr>
<td></td>
<td>7.97</td>
<td>11.2</td>
<td>11.43</td>
</tr>
<tr>
<td></td>
<td>8.2</td>
<td>13.77</td>
<td>10.26</td>
</tr>
<tr>
<td></td>
<td>11.32</td>
<td>10.06</td>
<td>8.11</td>
</tr>
<tr>
<td></td>
<td>8.06</td>
<td>10.66</td>
<td>8.86</td>
</tr>
<tr>
<td></td>
<td>12.32</td>
<td>10.92</td>
<td>11.34</td>
</tr>
<tr>
<td></td>
<td>9.76</td>
<td>11.56</td>
<td>9.24</td>
</tr>
<tr>
<td></td>
<td>11.19</td>
<td>6.89</td>
<td>11.21</td>
</tr>
<tr>
<td></td>
<td>12.05</td>
<td>12.91</td>
<td>8.48</td>
</tr>
<tr>
<td></td>
<td>10.88</td>
<td>9.13</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>10.62</td>
<td>10.97</td>
<td>10.07</td>
</tr>
<tr>
<td></td>
<td>9.57</td>
<td>10.08</td>
<td>9.52</td>
</tr>
<tr>
<td></td>
<td>10.13</td>
<td>8.82</td>
<td>9.15</td>
</tr>
<tr>
<td></td>
<td>9.81</td>
<td>11.96</td>
<td>10.48</td>
</tr>
<tr>
<td></td>
<td>10.48</td>
<td>10.5</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>10.24</td>
<td>7.72</td>
<td>9.14</td>
</tr>
<tr>
<td></td>
<td>13.55</td>
<td>13.11</td>
<td>11.74</td>
</tr>
<tr>
<td></td>
<td>8.76</td>
<td>8.52</td>
<td>10.61</td>
</tr>
<tr>
<td></td>
<td>12.82</td>
<td>9.57</td>
<td>16.85</td>
</tr>
<tr>
<td></td>
<td>10.19</td>
<td>9.58</td>
<td>12.88</td>
</tr>
</tbody>
</table>
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