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ABSTRACT

TIME-LIKE AND SPACE-LIKE CURVES IN FRENET-SERRET FORMALISMS

by

Hideo Ichimura

The Frenet-Serret formalism for both time-like and space-like curves is studied. The Frenet-Serret vectors and the Frenet-Serret coefficients in both three and four dimensions are expressed in terms of "world" quantities. The conversion from the three dimensional Frenet-Serret formalism to the four dimensional Frenet-Serret formalism and vice versa is described. Indicators of the four dimensional Frenet-Serret vector are investigated. The Frenet-Serret equations in both three and four dimensions are solved for constant Frenet-Serret coefficients with arbitrary initial conditions.

Nulltetrad, spinors, bispinors, spinor adjoint and bispinor adjoint are then defined. The Frenet-Serret equations for the nulltetrad, the spinors, the bispinors and the bispinor adjoints are introduced. Darboux bivector forms of the Frenet-Serret equations for the orthonormal tetrads and the nulltetrad are derived. Darboux bispinor forms of the Frenet-Serret equations for the spinors and the bispinor adjoints are derived. Solutions for the nulltetrad and the Darboux bivectors and the Darboux bispinors are discussed. Motion of a point charge in electromagnetic field and motion of a freely spinning particle are briefly discussed.
Most of the foregoing are duplicated for the skew-symmetrized descriptions. Examples of the above analysis are given for the time-like curve and the space-like curve with indicators \( (\xi_1 = 1, \xi_0 = \xi_2 = \xi_3 = 0) \). The former is picked in order to compare with the existing literature and the latter is chosen as the simplest case of space-like curves.
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INTRODUCTION

As one of the most basic and important subjects of physics, the one particle equation of motion has historically been an object of intensive study. Classical mechanics treats it as a vector (or tensor) equation whereas the quantum mechanics treats it as a spinorial equation. Of these two, the latter is considered more fundamental than the former since it is possible to express any vector (or tensor) uniquely in terms of spinors but the converse is not true.

Therefore it is only natural for us to wonder how the classical equation of motion could be converted to the quantum mechanical spinor equation of motion. The use of Frenet-Serret equation to describe the relativistic motion of a point particle was pioneered by Synge (1937). Gursey (1957) then followed with the spinor approach to the geometry of time-like trajectories. Kent and Szamosi (1981) extended the above to the curved space-time.

The purpose of this study is two-fold:

(1) Systematic and thorough treatment of the Frenet-Serret equations.

(2) Generalization of (1) to include space-like curves.
In Chapter 1(i), we introduce the three and the four-dimensional Frenet-Serret equations. The latter is first rewritten in terms of the skew-symmetrized tetrads denoted by a wavy bar (\(\sim\)). Then both are further transformed to the reduced tetrads which are noted by a reverse wavy bar (\(\sim\)). Finally the three and the four-dimensional quantities (the Frenet-Serret vectors and the Frenet-Serret coefficients) are expressed in terms of each other using the fact that the coordinate of a particle in three dimensions is a spatial part of space-time coordinates of the same particle in four dimension. This part of the idea is an extension of a common practice in differential geometry (Adachi 1976).

In Chapter 1(ii), first we consider time-like and space-like motion with constant speed along a helix in four dimensional space-time and derive the Frenet-Serret vectors and the Frenet-Serret coefficients and the indicators. (Indicators indicate whether the vectors they refer to are time-like or space-like and are -1 for the former and +1 for the latter (Synge and Schild 1949).)

We also derive the same for circular motion by setting the pitch to be zero in the above analysis. We then conduct the same study on the motion of a particle with constant speed in four dimensional space-time. We finally extend the above to the cases with not necessarily constant speed. We then express the three dimensional Frenet-Serret vectors and the coefficients in terms of velocity.
In Chapter 1(iii), the solution of the three and four dimensional Frenet-Serret equation with constant Frenet-Serret coefficients are presented.

In Chapter 2(i), the four dimensional Frenet-Serret equations are first re-expressed in terms of the nulltetrad. Then they are expressed in terms of the spinors and finally in terms of the bispinors and their adjoints. Darboux bivector and Darboux bispinor forms are then introduced.

In Chapter 2(ii), the same treatment is applied on Chapter 2(i) as in Chapter 1(iii).

In Chapter 3, as applications, we describe the motion of a point charge in electromagnetic field and also of a freely spinning particle.

The chapters 2(i) & 3 mostly parallel the earlier treatise by Kent(1978) and many of the notations, conventions and definitions therein are not discussed here again. Among them, for example, are

\[ I_{\alpha}^{\nu} = \begin{pmatrix} \delta_{\mu}^{\nu} & 0 \\ 0 & \delta_{\nu}^{\mu} \end{pmatrix} \]  \hspace{1cm} (1)

\[ \gamma_{\alpha}^{\nu} = \begin{pmatrix} \delta_{\alpha}^{\nu} & 0 \\ 0 & -\delta_{\nu}^{\alpha} \end{pmatrix} \]  \hspace{1cm} (2)

and

\[ \varepsilon_{\mu\nu\alpha\beta} \varepsilon_{\mu(1)} \varepsilon_{\nu(2)} \varepsilon_{\alpha(3)} \varepsilon_{\beta(4)} = -1 \]  \hspace{1cm} (3)
CHAPTER 1

FRENET-SERRET EQUATIONS

(i) Frenet-Serret Equations in Three and Four Dimensions

We consider a three-dimensional space and an
four-dimensional space-time, a point on which is denoted
by
\[
\mathbf{X} = \begin{pmatrix}
x \\
y \\
z 
\end{pmatrix}
\]  
(1-1-1)

and

\[
\mathbf{Y} = \begin{pmatrix}
t \\
x \\
y \\
z 
\end{pmatrix}
\]  
(1-1-2)

respectively, or rather \(X^\lambda (\lambda = 1,2,3)\) and \(Y^\mu (\mu = 0,1,2,3)\).

At each point we can construct a frame of three and four linearly
independent vectors which we call an orthonormal triad, denoted by
\[
\mathbf{E} = \begin{pmatrix}
E^1 \\
E^2 \\
E^3 
\end{pmatrix}
\]  
(1-1-3)
or $\epsilon_{(d)}^j$ ($j = 1, 2, 3$), and an orthonormal tetrad, denoted by

$$
e^\mu = \begin{bmatrix}
e^\mu(0) \\
e^\mu(1) \\
e^\mu(2) \\
e^\mu(3)
\end{bmatrix}$$  \hspace{1cm} (1-1-4)

or $\epsilon^\mu_a$ ($a = 0, 1, 2, 3$), respectively.

These triad and tetrad are locked onto the curve by demanding

$$\dot{\epsilon}^\lambda = \frac{d\epsilon^\lambda}{d\phi}$$  \hspace{1cm} (1-1-5)

and

$$e^\mu(0) = \frac{dy^\mu}{d\phi}$$  \hspace{1cm} (1-1-6)

whereupon we write the Frenet-Serret equations as

$$\frac{d}{d\phi} \dot{\epsilon}^\lambda \equiv \kappa \cdot \epsilon^\lambda$$  \hspace{1cm} (1-1-7)

where
\[ h = \begin{pmatrix} 0 & h_1 & 0 \\ -h_1 & 0 & h_2 \\ 0 & -h_2 & 0 \end{pmatrix} \]  \hspace{1cm} (1-1-8)

and

\[ (d\xi)^2 = (dx)^2 + (dy)^2 + (dz)^2 \]  \hspace{1cm} (1-1-9)

and

\[ \frac{d}{ds} e^\mu = k \cdot e^\mu \]  \hspace{1cm} (1-1-10)

where

\[ e^\mu = \begin{pmatrix} e^\mu_0 \\ e^\mu_1 \\ e^\mu_2 \\ e^\mu_3 \end{pmatrix} \]  \hspace{1cm} (1-1-11)

\[ k = \begin{pmatrix} 0 & k_0 & 0 & 0 \\ -\varepsilon_1 k_0 & 0 & k_1 & 0 \\ 0 & -\varepsilon_2 k_1 & 0 & k_2 \\ 0 & 0 & -\varepsilon_3 k_2 & 0 \end{pmatrix} \]  \hspace{1cm} (1-1-12)

and

\[ (d\xi)^2 = \left| (dt)^2 - (d\xi)^2 \right| \]  \hspace{1cm} (1-1-13)
(ds)^2 = \begin{cases} \ (dt)^2 - (d\phi)^2 \text{ for time-like curves} & (1-1-14) \\ \ (d\phi)^2 - (dt)^2 \text{ for space-like curves} & (1-1-15) \end{cases}

and \( s \) is the arc-length, \( \xi \) the Frenet-Serret vectors and \( h \) the Frenet-Serret vectors for three-dimensional curves and \( s \) is the arc-length, \( e_5 \xi \)'s the Frenet-Serret vectors, indicators, and \( k \) the Frenet-Serret coefficients for four-dimensional curves. The coefficients \( h \) are related to the orthonormal triads \( \xi \) by

\[
h_1^2 = \left( \frac{d\xi_1}{ds} \right) \cdot \frac{d\xi_1}{d\xi} \quad (1-1-16)
\]

\[
h_1^2 + h_2^2 = \frac{d\xi_2}{ds} \cdot \frac{d\xi_2}{d\xi} \quad (1-1-17)
\]

and

\[
h_2^2 = \frac{d\xi_3}{ds} \cdot \frac{d\xi_3}{d\xi} \quad (1-1-18)
\]

where in terms of unit normals

\[
\xi_{(a)} = \hat{x} \xi_{(a)}^1 + \hat{y} \xi_{(a)}^2 + \hat{z} \xi_{(a)}^3 \quad , (1-1-19)
\]

and we define

\[
\xi = \begin{bmatrix} \xi(1) \\ \xi(2) \\ \xi(3) \end{bmatrix} \quad (1-1-20)
\]
Likewise the coefficients $k$ are related to the orthonormal tetrads $e$ by:

$$
e \cdot k_0^2 = \frac{de(0)}{ds} \cdot \frac{de(0)}{ds}, \quad (1-1-21)$$

$$
e_0 k_0^2 + \epsilon_2 k_1^2 = \frac{de(1)}{ds} \cdot \frac{de(1)}{ds}, \quad (1-1-22)$$

$$
e_1 k_1^2 + \epsilon_3 k_1^2 = \frac{de(2)}{ds} \cdot \frac{de(2)}{ds}, \quad (1-1-23)$$

and

$$
e_2 k_2^2 = \frac{de(3)}{ds} \cdot \frac{de(3)}{ds}, \quad (1-1-24)$$

where in terms of unit normals

$$e(a) = \hat{t} e^0(a) + \hat{s} e^1(a) + \hat{u} e^2(a) + \hat{z} e^3(a), \quad (1-1-25)$$

and we define

$$
e = \begin{bmatrix}
e(0) \\
\epsilon(1) \\
\epsilon(2) \\
\epsilon(3)
\end{bmatrix}, \quad (1-1-26)$$

In terms of $\xi$ and $e$, the Frenet-Serret equations written as in Eqs. (1-1-7) and (1-1-10) are now re-expressed as

$$\frac{d}{ds} \xi = \frac{h}{n} \cdot \xi \quad (1-1-27)$$
and
\[
\frac{d}{ds} \epsilon = k \cdot \epsilon \quad \text{(1-1-28)}
\]

Since motion of a particle can also be expressed in three dimensional and four dimensional forms of the Frenet-Serret equations, they are related, which we are now to investigate.

Let us first use the indicator matrix
\[
\Xi = \begin{pmatrix}
\sqrt{\epsilon} & 0 & 0 & 0 \\
0 & \sqrt{\epsilon} & 0 & 0 \\
0 & 0 & \sqrt{\epsilon} & 0 \\
0 & 0 & 0 & \sqrt{\epsilon}
\end{pmatrix} \quad \text{(1-1-29)}
\]
to skew-symmetrize Eq. (1-1-10) as
\[
\frac{d}{ds} \epsilon = \mathcal{N} \cdot \epsilon \quad \text{(1-1-30)}
\]

where
\[
\mathcal{N} = \Xi \cdot \Xi
\]
\[
= \begin{pmatrix}
\sqrt{\epsilon} & 0 & 0 & 0 \\
0 & \sqrt{\epsilon} & 0 & 0 \\
0 & 0 & \sqrt{\epsilon} & 0 \\
0 & 0 & 0 & \sqrt{\epsilon}
\end{pmatrix} \begin{pmatrix}
e(0) \\
e(1) \\
e(2) \\
e(3)
\end{pmatrix}
\]
\[
\begin{pmatrix}
\sqrt{\varepsilon} & 0 & e^{(0)} \\
\varepsilon & 1 & e^{(1)} \\
\varepsilon & 2 & e^{(2)} \\
\varepsilon & 3 & e^{(3)}
\end{pmatrix}
\]

= (1-1-31)

\[
\begin{pmatrix}
\sqrt{\varepsilon} & 0 \\
\varepsilon & 1 \\
\varepsilon & 2 \\
\varepsilon & 3
\end{pmatrix}
\]

and

\[
\mathbf{k} = \frac{\varepsilon}{2} \cdot \mathbf{k} \cdot \frac{\varepsilon}{2}^{-1}
\]

\[
\begin{pmatrix}
0 & \sqrt{\varepsilon} & 0 & 0 \\
\sqrt{\varepsilon} & 1 & 0 & 0 \\
\sqrt{\varepsilon} & 0 & \sqrt{\varepsilon} & 0 \\
0 & \sqrt{\varepsilon} & 2 & 0
\end{pmatrix}
\]

\[
\begin{pmatrix}
\sqrt{\varepsilon} & 0 & \sqrt{\varepsilon} & 0 \\
\varepsilon & 1 & 0 & 0 \\
\varepsilon & 2 & \sqrt{\varepsilon} & 0 \\
\varepsilon & 3 & \sqrt{\varepsilon} & 0
\end{pmatrix}
\]
\[
\begin{bmatrix}
0 & \tilde{k}_0 & 0 & 0 \\
-\tilde{k}_0 & 0 & \tilde{k}_1 & 0 \\
0 & -\tilde{k}_1 & 0 & \tilde{k}_2 \\
0 & 0 & -\tilde{k}_2 & 0 \\
\end{bmatrix}
\]

(1-1-32)

We then rewrite Eqs. (1-1-7) and (1-1-30) by the transformation (reduced description)

\[
\tilde{\xi} = v \xi 
\]

(1-1-33)

where \( \tilde{v} \) is the 3 velocity, i.e. (the dash indicates temporal differentiation)

\[
\tilde{\xi}' = \frac{1}{v} \tilde{\xi}' + (\frac{1}{v})' \tilde{\xi} 
\]

(1-1-34)

and, with \( c = 1 \), by

\[
\tilde{e} = \sqrt{1 - v^2} \ e 
\]

(1-1-35)

i.e.

\[
\tilde{e}' = \frac{1}{\sqrt{1 - v^2}} \tilde{e}' + (\frac{1}{\sqrt{1 - v^2}})' \tilde{e} 
\]

(1-1-36)

respectively to

\[
\tilde{\xi}' = \frac{\tilde{\xi}}{\parallel} \cdot \xi 
\]

(1-1-37)

and
\[ \varepsilon' = \hat{k} \cdot \varepsilon', \quad (1-1-38) \]

where

\[ \hat{\varepsilon} = \begin{bmatrix} \hat{\varepsilon}_1 \\ \hat{\varepsilon}_2 \\ \hat{\varepsilon}_3 \end{bmatrix} \]

\[ = \begin{bmatrix} v \varepsilon_1 \\ v \varepsilon_2 \\ v \varepsilon_3 \end{bmatrix}, \quad (1-1-39) \]

\[ \hat{n} = \begin{bmatrix} U & v h_1 & 0 \\ -v h_1 & U & v h_2 \\ 0 & -v h_2 & U \end{bmatrix} \]

\[ = \begin{bmatrix} U & \hat{h}_1 & 0 \\ -\hat{h}_1 & U & \hat{h}_2 \\ 0 & -\hat{h}_2 & U \end{bmatrix}, \quad (1-1-40) \]
\[ \mathbf{e}^1 = \begin{pmatrix} e_0^1 \\ e_1^1 \\ e_2^1 \\ e_3^1 \end{pmatrix} = \sqrt{1 - v^2} \mathbf{e} \]

\[ = \sqrt{1 - v^2} \begin{pmatrix} \sqrt{c} e_0^1 \\ \sqrt{c} e_1^1 \\ \sqrt{c} e_2^1 \\ \sqrt{c} e_3^1 \end{pmatrix} \]

\[ = \sqrt{1 - v^2} \sum \sqrt{c} \mathbf{e} \]

\[ = \sqrt{1 - v^2} \begin{pmatrix} \sqrt{c} e_0^1 \\ \sqrt{c} e_1^1 \\ \sqrt{c} e_2^1 \\ \sqrt{c} e_3^1 \end{pmatrix} , \quad (1-1-41) \]
\[ \tilde{k} = V I + \sqrt{|1 - \nu^2|} \frac{\nu}{\tilde{\nu}} = V I + \sqrt{|1 - \nu^2|} \begin{pmatrix} \tilde{\nu} \cdot k \end{pmatrix} = \begin{pmatrix} \nu & \sqrt{|1 - \nu^2|} k_0 & 0 & 0 \\ -\sqrt{|1 - \nu^2|} k_0 & \nu & \sqrt{|1 - \nu^2|} k_1 & 0 \\ 0 & -\sqrt{|1 - \nu^2|} k_1 & \nu & \sqrt{|1 - \nu^2|} k_2 \\ 0 & 0 & 0 & \sqrt{|1 - \nu^2|} k_2 \end{pmatrix} \]

\[
= \begin{pmatrix} \nu & k_0 & 0 & 0 \\ -k_0 & \nu & k_1 & 0 \\ 0 & -k_1 & \nu & k_2 \\ 0 & 0 & -k_2 & \nu \end{pmatrix}
\]

\[ U = -\nu \left( \frac{1}{\nu} \right)' = \frac{\nu'}{\nu} \quad (1-1-42) \]

and

\[ V = -\sqrt{|1 - \nu^2|} \left( \frac{1}{\sqrt{|1 - \nu^2|}} \right)' = \frac{\nu \nu'}{\nu^2 - 1} \quad (1-1-44) \]
\( \mathbf{X} \) the coordinate of a particle in three dimensional space and \( \mathbf{Y} \) in four dimensional space time are related to each other as

\[
\mathbf{Y} = \begin{bmatrix} t \\ \mathbf{y} \end{bmatrix}
\]  

(1-1-45)

If we utilize Eq. (1-1-45) together with Eqs. (1-1-5), (1-1-6), (1-1-33) and (1-1-35), we obtain

\[
\sqrt{E} \mathbf{e}^{(0)} = \begin{bmatrix} 1 \\ \mathbf{e}^{(1)} \end{bmatrix},
\]

(1-1-46)

\[
\sqrt{E} \mathbf{e}'^{(0)} = \begin{bmatrix} 0 \\ \mathbf{e}'^{(1)} \end{bmatrix},
\]

(1-1-47)

\[
\sqrt{E} \mathbf{e}_y^{(0)} = \begin{bmatrix} 0 \\ \mathbf{e}_y^{(1)} \end{bmatrix},
\]

(1-1-48)

(1-1-49)

and so on.

Then we obtain from Eqs. (1-1-46) \( \sim \) (1-1-49) various scalar identities such as

\[
\int \mathbf{e}^{(0)} \cdot \mathbf{e}'^{(0)} = \mathbf{e}^{(1)} \cdot \mathbf{e}'^{(1)}
\]  

(1-1-50)
\[ \tilde{\varepsilon}'(0) \cdot \tilde{\varepsilon}'(0) = \tilde{\xi}'(1) \cdot \tilde{\xi}'(1) \quad (1-1-51) \]

\[ \tilde{\varepsilon}'(0) \cdot \tilde{\varepsilon}'(0) = \tilde{\xi}'(1) \cdot \tilde{\xi}'(1) \quad (1-1-52) \]

\[ \tilde{\varepsilon}'(0) \cdot \tilde{\varepsilon}'(0) = \tilde{\xi}'(1) \cdot \tilde{\xi}'(1) \quad (1-1-53) \]

\[ \tilde{\varepsilon}(0) \cdot \tilde{\varepsilon}(0) = \tilde{\xi}(1) \cdot \tilde{\xi}(1) \quad (1-1-54) \]

\[ \tilde{\varepsilon}(0) \cdot \tilde{\varepsilon}(0) = \tilde{\xi}(1) \cdot \tilde{\xi}(1) \quad (1-1-55) \]

\[ \tilde{\varepsilon}(0) \cdot \tilde{\varepsilon}(0) = \tilde{\xi}(1) \cdot \tilde{\xi}(1) \quad (1-1-56) \]

\[ \tilde{\varepsilon}(0) \cdot \tilde{\varepsilon}(0) = \tilde{\xi}(1) \cdot \tilde{\xi}(1) \quad (1-1-57) \]

\[ \tilde{\varepsilon}(0) \cdot \tilde{\varepsilon}(0) = \tilde{\xi}(1) \cdot \tilde{\xi}(1) \quad (1-1-58) \]

and so on.

We are now to express \( \tilde{\xi}'(1) \), \( \tilde{\xi}'(1) \) and \( \tilde{\xi}'(1) \) in terms of \( \tilde{\xi}(1) \), \( \tilde{\xi}(2) \) and \( \tilde{\xi}(3) \) and \( \tilde{\xi}'(0) \), \( \tilde{\xi}'(0) \) and \( \tilde{\xi}'(0) \) in terms of \( \tilde{\varepsilon}(0) \), \( \tilde{\varepsilon}(1) \), \( \tilde{\varepsilon}(2) \) and \( \tilde{\varepsilon}(3) \) as

\[ \tilde{\xi}'(1) = V \tilde{\xi}(1) + h_1 \tilde{\xi}(2) \quad (1-1-59) \]
\[
\tilde{E}'' = U \tilde{E}' + U \tilde{E'}' + \tilde{E}_1 + \tilde{E}_2 \tag{1-1-60}
\]
\[
= \left( U^2 \tilde{E}_1 + \tilde{E}_2 \right) + \left( 2U \tilde{E}_1 + \tilde{E}_2 \right) + \left( \tilde{E}_1 + \tilde{E}_2 \right) \tag{1-1-61}
\]
\[
= \left( U^2 \tilde{E}_1 + \tilde{E}_2 \right) + \left( 2U \tilde{E}_1 + \tilde{E}_2 \right) + \left( \tilde{E}_1 + \tilde{E}_2 \right) \tag{1-1-62}
\]
\[
\tilde{E}' = \left( U^2 \tilde{E}_1 + \tilde{E}_2 \right) + \left( 2U \tilde{E}_1 + \tilde{E}_2 \right) + \left( \tilde{E}_1 + \tilde{E}_2 \right) \tag{1-1-63}
\]
\[
\tilde{E}'' = (U^2 \tilde{E}_1 + \tilde{E}_2) + (2U \tilde{E}_1 + \tilde{E}_2) + \tilde{E}_1 + \tilde{E}_2 \tag{1-1-64}
\]
We then rewrite Eqs. (1-1-50) ~ (1-1-52) using Eqs. (1-1-59) ~ (1-1-64) as

\begin{equation}
(U^2 + \vec{h}_i^2) \nu^2 = (V^2 + \vec{r}_0^2) |1 - \nu^2|,
\end{equation}

\begin{equation}
[(U^2 - \vec{h}_i^2 + U')^2 + (2U \vec{h}_i + \vec{h}_i')^2 + \vec{h}_i^2 \vec{h}_i''] \nu^2
\end{equation}

\begin{equation}
= [(V^2 - \vec{r}_0^2 + V')^2 + (2V \vec{r}_0 + \vec{r}_0')^2 + \vec{r}_0^2 \vec{r}_0''] |1 - \nu^2|
\end{equation}

and

\begin{equation}
[(U^2 + 3U + 3U' - 3U \vec{h}_i^2 - 3 \vec{h}_i \vec{h}_i' + 3U \vec{h}_i + 3U \vec{h}_i - \vec{h}_i \vec{h}_i' + \vec{h}_i')^2
\end{equation}

\begin{equation}
+ (3U \vec{h}_i + 2 \vec{h}_i \vec{h}_i' + \vec{h}_i \vec{h}_i'') \nu^2
\end{equation}

\begin{equation}
= [(V^2 + 3V + 3V' - 3V \vec{r}_0^2 - 3 \vec{r}_0 \vec{r}_0' + \vec{r}_0 ^2 \vec{r}_0')^2
\end{equation}

\begin{equation}
+ (3V \vec{r}_0 + 3V \vec{r}_0' - \vec{r}_0 ^2 \vec{r}_0' + \vec{r}_0^2 \vec{r}_0') \nu^2
\end{equation}

\begin{equation}
+ (3V \vec{r}_0 + 3V \vec{r}_0' - \vec{r}_0^2 \vec{r}_0' + \vec{r}_0^2 \vec{r}_0') \nu^2
\end{equation}

\begin{equation}
+ (3V \vec{r}_0 + 3V \vec{r}_0' - \vec{r}_0^2 \vec{r}_0' + \vec{r}_0^2 \vec{r}_0') \nu^2
\end{equation}

\begin{equation}
|1 - \nu^2|.
\end{equation}

Thus knowing \(\vec{v}\) the three-dimensional velocity of a particle, the Frenet-Serret coefficients in three dimension can be converted to those in four dimension and vice versa using Eqs. (1-1-65) ~ (1-1-67). The other identities Eqs. (1-1-53) and so on yield only redundant information. For example, Eq. (1-1-50) gives \(\epsilon_{0} = -1\) and \(\epsilon_{0} = 1\) for time-like and space-like vectors, respectively.

We now try to formulate the conversion of the Frenet-Serret vectors.
First from Eqs. (1-1-5), (1-1-6), (1-1-31), (1-1-33), (1-1-35) and (1-1-45), we obtain
\[
\sqrt{\varepsilon_0} \overline{E}_{(0)} = \begin{bmatrix} 1 \\ \overline{\varepsilon}_{(1)} \end{bmatrix}
\] (1-1-68)

We then derive by the use of Eqs. (1-1-37), (1-1-38) and (1-1-68),
\[
\sqrt{\varepsilon_0} \overline{E}_{(2)} = \begin{bmatrix} -\frac{V}{\varepsilon_0} \\ \frac{V}{\varepsilon_0} \overline{E}_{(1)} + \frac{V^2}{\varepsilon_0} \overline{E}_{(2)} \end{bmatrix}
\] (1-1-69)
and
\[
\sqrt{\varepsilon_0} \overline{E}_{(2d)} = \begin{bmatrix} \overline{\varepsilon}_{(2d)} \\ \frac{1}{\varepsilon_0} \left[ \frac{1}{2} (U-V)^2 - \overline{\varepsilon}_{(1)} + \overline{\varepsilon}_{(2)} \right] \overline{E}_{(1)} + \frac{1}{\varepsilon_0} \left[ \frac{1}{2} (U-V)^2 + \overline{\varepsilon}_{(1)} + \overline{\varepsilon}_{(2)} \right] \overline{E}_{(2)} + \overline{\varepsilon}_{(2)} \overline{E}_{(3)} \end{bmatrix}
\] (1-1-70)

Thus using Eqs. (1-1-68) \( \sim \) (1-1-71), we can convert the Frenet–Serret vectors in three dimension into those in four dimension and vice versa.
(ii) Time-Like and Space-Like Frenet-Serret Vectors

When we talk about the four dimensional space-time, we seem to be at liberty of choosing the indicator +1 and −1 to be for space-like and time-like curves, respectively or vice versa. However, we learned in the foregoing section that, if we are to relate it to the three dimensional space, it is not the case and the indicator +1 and −1 are inevitably for space-like vectors and time-like vectors, respectively. We naturally would like to know which of the vectors $e_{(0)}$, $e_{(1)}$, $e_{(2)}$, and $e_{(3)}$ are time-like and the rest space-like.

Let us consider the constant velocity motion along the helix, which can, without loss of generality, be represented by

$$
Y = \begin{pmatrix}
    t \\
a \cos \omega t \\
a \sin \omega t \\
bt
\end{pmatrix} \quad (1-2-1)
$$

where $a$, $b$ and $w$ are constants, which is the solution of the set of equation of motion in Cartesian coordinate

$$
\begin{align*}
x' + \omega^2 x &= 0 \quad (1-2-2) \\
y' + \omega^2 y &= 0 \quad (1-2-3) \\
z' &= b \quad (1-2-4)
\end{align*}
$$
under the initial condition,

\[
\begin{align*}
    x(0) &= a \\
    \dot{x}(0) &= 0 \\
    y(\frac{\pi}{2}) &= a \\
    \dot{y}(\frac{\pi}{2}) &= 0 \\
    z(0) &= 0
\end{align*}
\]

where the dot indicates the differentiation with respect to \( t \).

In terms of the four dimensional Frenet-Serret description, first we find by the use of Eqs. (1-1-6) that

\[
\begin{align*}
    e_0 &= \frac{dx}{ds} \\
    &= \frac{1}{\sqrt{|1 - v^2|}} \dot{y}' \\
    &= \frac{1}{\sqrt{|1 - v^2|}} \begin{bmatrix} 1 \\ -a w \sin wt \\ a w \cos wt \\ b \end{bmatrix}, \\
    (1-2-10)
\end{align*}
\]

and

\[
\begin{align*}
    e_0 &= e_0^T \cdot e(0) \\
    &= \frac{1}{\sqrt{|1 - v^2|}} \begin{bmatrix} -1, -a w \sin \theta, a w \cos \theta, b \end{bmatrix} \cdot \frac{1}{\sqrt{|1 - v^2|}} \begin{bmatrix} 1 \\ -a w \sin \theta \\ a w \cos \theta \\ b \end{bmatrix} \\
    &= \frac{1}{\sqrt{|1 - v^2|}} \begin{bmatrix} -a w \sin \theta \\ a w \cos \theta \\ b \end{bmatrix} \\
    \text{(where } \theta = \omega t \text{)}
\end{align*}
\]
\[ a^2 w^2 + b^2 - 1 \over |1 - v^2| \]

\[ = \frac{v^2 - 1}{|1 - v^2|} \]

\[ = {-1 \over +1} \quad \text{(time-like curves) (1-2-11)} \]

Then we use one of the Frenet-Serret equations to find

\[ \mathbf{e}(1) = \frac{1}{k_0} \frac{de(0)}{ds} \]

\[ = \frac{1}{k_0} \frac{1}{\sqrt{|1 - v^2|}} \frac{d}{dt} \left( \frac{1}{\sqrt{|1 - v^2|}} \begin{bmatrix} 1 \\ -aw \sin \theta \\ aw \cos \theta \end{bmatrix} \right) \]

\[ = -\frac{aw^2}{k_0 |1 - v^2|} \begin{bmatrix} 0 \\ \cos \theta \\ \sin \theta \\ 0 \end{bmatrix} \quad (1-2-12) \]

and thus

\[ -\mathbf{e}_l = \mathbf{e}(1)^T \cdot \mathbf{e}(1) \]

\[ = \frac{a^2 w^4}{k_0^2 |1 - v^2|^2} \quad (1-2-13) \]

Namely,

\[ c_{1} = 1 \quad (1-2-14) \]
\[ k_0^2 = \frac{a^2 w^4}{|1 - v^2|^2} \]  \hspace{1cm} (1-2-15)

Similarly we find

\[
e^{(2)} = \frac{1}{k_1} \frac{de^{(1)}}{ds} + \varepsilon \varepsilon_{0} \varepsilon_{1} k_0 \frac{e^{(0)}}{k_1}
\]

\[
= -\frac{aw^3}{k_0 k_1 |1 - v^2|^3/2} \begin{bmatrix} 0 \\ -\sin \theta \\ \cos \theta \\ 0 \end{bmatrix} + \varepsilon \varepsilon_{0} \varepsilon_{1} \frac{k_0 - 1}{k_1 |1 - v^2|^2} \begin{bmatrix} 1 \\ -aw \sin \theta \\ aw \cos \theta \\ b \end{bmatrix}
\]

and thus

\[
e_2 = e^{(2)} \cdot e^{(2)}
\]

\[
= \frac{a^2 w^6}{k_0^2 k_1^2 |1 - v^2|^3} + \frac{a^2 w^4 v^2 - 1}{k_0^2 k_1^2 |1 - v^2|^2} - 2\varepsilon \varepsilon_{0} \varepsilon_{1} \frac{a^2 w^4}{k_1^2 |1 - v^2|^2}
\]

\[
= \frac{1}{k_1^2} \left( \frac{a^2 w^6}{k_0^2 |1 - v^2|^3} + \frac{a^2 w^4 v^2 - 1}{k_0^2 |1 - v^2|^2} - 2\varepsilon \varepsilon_{0} \varepsilon_{1} \frac{a^2 w^4}{|1 - v^2|^2} \right)
\]

\[
= \frac{1}{k_1^2} \left( \frac{a^2 w^6 |1 - v^2|^2}{a^2 w^4 |1 - v^2|^3} + \frac{v^2 - 1}{|1 - v^2|^2} - 2\varepsilon \varepsilon_{0} \varepsilon_{1} \frac{a^2 w^4}{|1 - v^2|^2} \right)
\]

\[
= \frac{1}{k_1^2} \left( \frac{1}{|1 - v^2|} + \frac{a^2 w^2}{|1 - v^2|^2} \pm \frac{a^2 w^2}{|1 - v^2|^2} \right)
\]

\[
= \frac{1}{k_1^2} \left( \frac{1}{|1 - v^2|} \pm \frac{a^2 w^2}{|1 - v^2|^2} \right) \hspace{1cm} (1-2-17)
\[ k_1^2 = \frac{1}{w^2} \frac{1 - b^2}{|1 - v^2|^2} \]  

(time-like curves) (1-2-18)

Namely

\[ \epsilon_2 = \pm 1 \quad \text{(time-like, space like (1>|b|>1) curves)} \]

and

\[ \epsilon_2 = \pm 1 \quad \text{(space-like (b>1, b<1) curves)} \]  

(1-2-19)

Finally we find

\[ \Phi_{(3)} = \frac{1}{R_2} \frac{d}{ds} \Phi_3 + \epsilon_1 \epsilon_2 \frac{R_1}{R_2} (\Phi_3) \]

\[ = \frac{1}{R_2} \left( \frac{a_0 w^4}{R_0 R_1 |1 - \omega_1|^2} - \epsilon_0 \epsilon_1 \frac{R_0}{R_1} \frac{a_0 w^2}{\Omega_1 |1 - \Omega_1^2|} \right) \left[ \begin{array}{c} 0 \\ \cos \theta \\ 0 \\ \cos \theta \\ 0 \end{array} \right] + \epsilon_1 \epsilon_2 \frac{R_0}{R_2} \left( \frac{-a_0 w^2}{R_0 |1 - \Omega_1^2|} \right) \left[ \begin{array}{c} 0 \\ \cos \theta \\ 0 \\ \cos \theta \\ 0 \end{array} \right] \]

(1-2-21)
and thus

\[ \epsilon (3) = \epsilon (3) - \epsilon (3) \]

\[ = \frac{1}{R^2} \left[ \frac{a w^2}{b_0^2} - \left( \epsilon_0 \epsilon_x \frac{R}{R_0} + \epsilon_1 \epsilon_2 \frac{R}{R_0} \right) \frac{a w^2}{R_0^2} \right] \]

\[ = \left( \frac{1}{R^2} - \left( \epsilon_0 \epsilon_x \frac{a w^2}{b_0^2} + \epsilon_1 \epsilon_2 \frac{a w^2}{b_0^2} \right) \frac{a w^2}{R_0^2} \right) \]

\[ = \frac{a w^2}{b_0^2} \left( \epsilon_0 \epsilon_x \frac{a w^2}{b_0^2} + \epsilon_1 \epsilon_2 \frac{a w^2}{b_0^2} \right) \]

\[ = \frac{a w^2}{b_0^2} \left( \epsilon_0 \epsilon_x \frac{a w^2}{b_0^2} + \epsilon_1 \epsilon_2 \frac{a w^2}{b_0^2} \right) \]

(1-2-22)

Namely

\[ \epsilon_3 = 1 \]

(1-2-23)

and

\[ \frac{1}{R^2} \left[ \frac{a w^2}{b_0^2} \frac{1}{1-\nu^2} - \left( \epsilon_0 \epsilon_x \frac{a w^2}{b_0^2} + \epsilon_1 \epsilon_2 \frac{a w^2}{b_0^2} \right) \frac{a w^2}{R_0^2} \right] \]

\[ = \frac{a w^2}{b_0^2} \left( \epsilon_0 \epsilon_x \frac{a w^2}{b_0^2} + \epsilon_1 \epsilon_2 \frac{a w^2}{b_0^2} \right) \]

\[ = \frac{a w^2}{b_0^2} \left( \epsilon_0 \epsilon_x \frac{a w^2}{b_0^2} + \epsilon_1 \epsilon_2 \frac{a w^2}{b_0^2} \right) \]

(1-2-24)

To recapitulate, for the time-like curves

\[ \epsilon_0 = -1 \]

(1-2-25)

\[ \epsilon_1 = \epsilon_2 = \epsilon_3 = 1 \]

(1-2-26)

and

\[ k_0 = \frac{a w^2}{1-\nu^2} \]

(1-2-27)

\[ k_1 = w \frac{\sqrt{1-b^2}}{1-\nu^2} \]

(1-2-28)

\[ k_2 = w \left[ \frac{1}{\sqrt{1-b^2}} + \left( \frac{a w}{1-b^2} \right) \frac{a w}{1-\nu^2} \right] \]

(1-2-29)
and for the space-like curves with $-1 < b < 1$

$$\epsilon_0 = \epsilon_1 = \epsilon_3 = 1 \quad (1-2-30)$$

$$\epsilon_2 = -1 \quad (1-2-31)$$

and

$$k_0 = \frac{aw^2}{v^2 - 1} \quad (1-2-32)$$

$$k_1 = w \frac{\sqrt{1-b^2}}{v^2 - 1} \quad (1-2-33)$$

$$k_2 = w \left[ \frac{1}{\sqrt{1-b^2}} - \left( \frac{aw}{\sqrt{1-b^2}} - \frac{\sqrt{1-b^2}}{aw} \frac{aw}{v^2 - 1} \right) \right] \quad (1-2-34)$$

and for the space-like curves with $b > 1$ or $b < -1$

$$\epsilon_0 = \epsilon_1 = \epsilon_2 = 1 \quad (1-2-35)$$

and

$$k_0 = \frac{aw^2}{v^2 - 1} \quad (1-2-36)$$

$$k_1 = w \frac{\sqrt{b^2 - 1}}{v^2 - 1} \quad (1-2-37)$$

$$k_2 = 0. \quad (1-2-38)$$
We here note that, if we set $b = 0$ in the foregoing analysis we obtain the result for the circular motion with constant velocity which is for the time-like curves

\[
\epsilon_0 = -1 \quad \text{(1-2-39)}
\]
\[
\epsilon_1 = \epsilon_2 = 1 \quad \text{(1-2-40)}
\]

and

\[
k_0 = \frac{vw}{1 - v^2} \quad \text{(1-2-41)}
\]
\[
k_1 = \frac{w}{1 - v^2}
\]
\[
= \frac{k_0}{v} \quad \text{(1-2-42)}
\]

and for the space-like curves

\[
\epsilon_0 = \epsilon_1 = 1 \quad \text{(1-2-43)}
\]
\[
\epsilon_2 = -1 \quad \text{(1-2-44)}
\]

and

\[
k_0 = \frac{vw}{v^2 - 1} \quad \text{(1-2-45)}
\]
\[
k_1 = \frac{w}{v^2 - 1}
\]
\[
= \frac{k_0}{v} \quad \text{(1-2-46)}
\]
In the above, we observe that, because $k_2$ being zero, $e^{(3)}$ is decoupled and this seems to be a consequence of $\gamma$ being essentially three dimensional.

Let us here comment on the definition of the Frenet-Serret vectors, their indicators and the Frenet-Serret coefficients. In determining $k$'s and $\xi$'s, for example in Eqs. (1-2-25) through (1-2-38), if we allow $k$'s to take complex values, we could have either +1 or -1 as $\xi$'s, arbitrarily. We also notice that $k^2$ is uniquely determined. Therefore we decide here to define all $k$'s to be real positive so that the Frenet-Serret coefficients and their indicator follow uniquely.

Let us now generalize the foregoing analysis a little further. Let us study the motion of a particle with constant speed. From the Frenet-Serret equation we obtain
\[
\begin{align*}
\Phi_{(0)} &= \frac{1}{1 - \omega^2} \begin{bmatrix} 1 \\ \omega \end{bmatrix}, \\
\Phi_{(12)} &= \frac{1}{\tilde{R}_0} \begin{bmatrix} 0 \\ \frac{\omega}{\tilde{R}_0} \end{bmatrix}, \\
\Phi_{(23)} &= \frac{1}{\tilde{R}_0 \tilde{R}_1 (1 - \omega^4)} \begin{bmatrix} 0 \\ \frac{\omega}{\tilde{R}_0} \end{bmatrix} + \varepsilon_0 \varepsilon_1 \frac{\tilde{R}_0}{\tilde{R}_1 (1 - \omega^2)} \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \\
\Phi_{(3)} &= \frac{1}{\tilde{R}_0 \tilde{R}_1 \tilde{R}_2 (1 - \omega^4)^2} \begin{bmatrix} 0 \\ \frac{\omega}{\tilde{R}_0 \tilde{R}_1 \tilde{R}_2} \end{bmatrix} + \left( \varepsilon_0 \varepsilon_1 \frac{\tilde{R}_0}{\tilde{R}_1 \tilde{R}_2} + \varepsilon_1 \varepsilon_2 \frac{\tilde{R}_0}{\tilde{R}_1 \tilde{R}_2} \right) \frac{1}{1 - \omega^2} \begin{bmatrix} 0 \\ \omega \end{bmatrix}.
\end{align*}
\]

From Eqs. (1-2-47) through (1-2-50) we obtain

\[
\begin{align*}
\varepsilon_0 &= \Phi_{(0)}^T \Phi_{(0)} \\
&= \frac{1}{1 - \omega^4} \begin{bmatrix} -1 & \omega \end{bmatrix} \begin{bmatrix} 1 \\ \omega \end{bmatrix} \\
&= \frac{1 + \omega^2}{1 - \omega^4}, \\
\varepsilon_1 &= \Phi_{(12)}^T \Phi_{(12)} \\
&= \frac{1}{\tilde{R}_0^2 (1 - \omega^4)^2} |\omega|^2 \\
\varepsilon_2 &= \Phi_{(23)}^T \Phi_{(23)} \\
&= \frac{1}{\tilde{R}_0 \tilde{R}_1 (1 - \omega^4)^3} |\omega|^2 - 2 \varepsilon_0 \varepsilon_1 \frac{\tilde{R}_0}{\tilde{R}_1 (1 - \omega^4)^2} \omega \cdot \omega^* - \frac{\tilde{R}_0 (-1 + \omega^4)}{\tilde{R}_1 (1 - \omega^4)^2} \\
&= \frac{1}{\tilde{R}_0^2 (1 - \omega^4)^3} \begin{bmatrix} |\omega|^2 \\ 2 \varepsilon_0 \varepsilon_1 \frac{\tilde{R}_0}{(1 - \omega^4)^2} \omega \cdot \omega^* + \frac{\tilde{R}_0 (-1 + \omega^4)}{(1 - \omega^4)^2} \end{bmatrix}.
\end{align*}
\]
\[
\varepsilon_3 = \frac{\overrightarrow{P_3} \cdot \overrightarrow{\omega_3}}{R_3^2 (1 - \nu^2)} - \frac{1}{R_0 R_1 (1 - \nu^2)} \overrightarrow{v} + \left( \varepsilon_0 + \frac{\overrightarrow{P_1} \cdot \overrightarrow{\omega_1}}{R_1^2} \right) \frac{1}{1 - \nu^2} \overrightarrow{v} \quad (1-2-54)
\]

From Eqs. (1-2-51), we find

\[
\varepsilon_0 = \begin{cases} 
-1 & \text{(time-like curves)} \\
+1 & \text{(space-like curves)} 
\end{cases} \quad (1-2-55)
\]

From Eq. (1-2-52), we find

\[
\varepsilon_1 = 1 \quad (1-2-56)
\]

and

\[
k_0^2 = \frac{|\overrightarrow{\psi}|^2}{1 - \nu^2} \quad (1-2-57)
\]

From Eq. (1-2-53), we find

\[
\varepsilon_2 = 1 \quad (1-2-58)
\]

and

\[
k_1^2 = \frac{1}{1 - \nu^2} \left[ \frac{|\overrightarrow{\psi}|^2}{|\overrightarrow{\psi}|^2} + \frac{(\nu)^2}{1 - \nu^2} \right] \quad (1-2-59)
\]

for time-like curves and

\[
\varepsilon_2 = \begin{cases} 
+1 & \text{for time-like curves} \\
-1 & \text{space-like curves} 
\end{cases} \quad (1-2-60)
\]
depending upon

\[
\frac{\frac{1}{2} \mathbf{v}^2}{\left| \mathbf{v} \right|^2} > \frac{1}{v^2 - 1}
\]  \hfill (1-2-61)

and

\[
k_{1} = \frac{1}{v^2 - 1} \frac{\left| \mathbf{v} \right|^2}{\left| \mathbf{v} \right|^2} - \frac{(v)^2}{v^2 - 1}
\]  \hfill (1-2-62)

for space-like curves.

From Eq. (1-2-53), we find

\[
\varepsilon_3 = 1
\]  \hfill (1-2-63)

and

\[
k_{2} = \frac{1 - \frac{1}{v^2}}{\left| \mathbf{v} \right|^2} \frac{1}{\mathbf{v} \cdot \mathbf{v}} \frac{\mathbf{v} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v} + 1 - \mathbf{v} \cdot \mathbf{v}} \left[ \mathbf{v} \cdot \mathbf{v} \right] \left( \mathbf{v} \cdot \mathbf{v} + 1 - \mathbf{v} \cdot \mathbf{v} \right) \left( \mathbf{v} \cdot \mathbf{v} \right)^2
\]  \hfill (1-2-64)

for time-like curves

and

\[
k_{2} = \frac{1 - \frac{1}{v^2}}{\left| \mathbf{v} \right|^2} \frac{1}{\mathbf{v} \cdot \mathbf{v}} \frac{\mathbf{v} \cdot \mathbf{v}}{\mathbf{v} \cdot \mathbf{v} + 1 - \mathbf{v} \cdot \mathbf{v}} \left[ \mathbf{v} \cdot \mathbf{v} \right] \left( \mathbf{v} \cdot \mathbf{v} + 1 - \mathbf{v} \cdot \mathbf{v} \right) \left( \mathbf{v} \cdot \mathbf{v} \right)^2
\]  \hfill (1-2-65)

again double sign depending on the inequality Eq. (1-2-61).

As a next exercise, let us extend the foregoing to cases with not necessarily constant velocities. The Frenet-Serret vectors are expressed as
\[ \varepsilon_{0} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \varepsilon_{10} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{0}{\nu^{2}} \right] + \frac{1}{2R^{0}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \varepsilon_{11} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{0}{\nu^{2}} \right] + \frac{1}{R^{0}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \varepsilon_{12} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{0}{\nu^{2}} \right] + \frac{1}{R^{2}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \varepsilon_{20} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{0}{\nu^{2}} \right] + \frac{1}{R^{0}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \varepsilon_{21} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{0}{\nu^{2}} \right] + \frac{1}{2R^{2}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \varepsilon_{22} = \frac{1}{R^{11-\nu^{2}}} \left[ \frac{0}{\nu^{2}} \right] + \frac{1}{2R^{2}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  

The coefficients \( k \)'s will be calculated shortly. However, in order to study the indicator of the Frenet-Serret vectors, it is convenient to recast Eqs. (1-2-66) through (1-2-69) to

\[ \left[ \frac{1}{\nu^{2}} \right] = -\frac{1}{R^{11-\nu^{2}}} \varepsilon_{(0)} \]  
\[ \left[ \frac{0}{\nu^{2}} \right] = \frac{1}{2R^{0}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] + \frac{1}{R^{0}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \left[ \frac{0}{\nu^{2}} \right] = \frac{1}{R^{2}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  
\[ \left[ \frac{0}{\nu^{2}} \right] = \frac{1}{2R^{2}} \left( \frac{1}{1-\nu^{2}} \right) \left[ \frac{1}{\nu^{2}} \right] \]  

(1-2-70) (1-2-71) (1-2-72)
\[
\left[ \frac{\partial}{\partial \lambda} \right] = \left[ (1 - \lambda^2) \right] - \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) - \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \\
+ \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \\
+ \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \\
+ \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \\
+ \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \left[ \left( (1 - \lambda^2 R^2) + \frac{3}{2} (1 - \lambda^2) R^2 \right) \right] \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \varepsilon \varphi \frac{R^2}{(1 - \lambda^2)^2} \\
(1-2-73)
\]

so that the orthogonality of the vectors can be taken advantage of.

This orthogonality could be examined through the use of Eqs. (1-2-66) through (1-2-69). From Eq. (1-2-70), we obtain

\[
\varepsilon_0 = \varepsilon_{(0)} \varepsilon_{(0)} \\
= \frac{-1 + \frac{v^2}{1 - v^2}}{1 - v^2} \\
= -1 \cdot \text{time-like curves} + 1 \cdot \text{space-like curves} \\
(1-2-74)
\]

From Eq. (1-2-71), we obtain

\[
k_0 = \sqrt{\frac{(v^2)^2}{(1 - v^2)^2} + \frac{(\vec{v} \cdot \vec{v})^2}{(1 - v^2)^3}} \\
(1-2-75)
\]

Also we obtain

\[
\varepsilon_1 = 1 \\
(1-2-76)
\]
for all time-like curves and space-like curves with such \( \mathbf{v} \) as

\[
(\mathbf{v} \times \mathbf{
abla}) \cdot (\mathbf{v} \times \mathbf{
abla}) > \mathcal{V}' \cdot \mathcal{V}'
\]  

(1-2-77)

and

\[
\epsilon_1 = -1
\]  

(1-2-78)

for space-like curves with

\[
(\mathbf{v} \times \mathbf{\nabla}) \cdot (\mathbf{v} \times \mathbf{\nabla}) < \mathcal{V}' \cdot \mathcal{V}'
\]  

(1-2-79)

From Eq. (1-2-72), we obtain

\[
\epsilon = \frac{\left[ \mathcal{N} \mathcal{W} - \frac{\epsilon_0}{\epsilon_1} \mathcal{R}_0 (|\mathbf{\nabla}|^2)^\frac{3}{2} \right] \epsilon_0 - \left[ (|\mathbf{\nabla}|^2)^\frac{3}{2} + \frac{1}{2} (|\mathbf{\nabla}|^2)^\frac{3}{2} \mathcal{R}_0 \right] \epsilon_1}{(|\mathbf{\nabla}|^2)^\frac{3}{2}}
\]  

(1-2-80)

Also

\[
\epsilon_2 = 1
\]  

(1-2-81)

or

\[
\epsilon_2 = -1
\]  

(1-2-82)

depending if the quantity inside the outermost absolute sign in

Eq. (1-2-80) is positive or negative. From Eq. (1-2-72), we obtain

\[
\mathcal{R}_0 = \frac{1}{\mathcal{R}_0 (|\mathbf{\nabla}|^2)^\frac{3}{2}} \left[ \left[ \mathcal{N} \mathcal{W} - \frac{\epsilon_0}{\epsilon_1} \mathcal{R}_0 (|\mathbf{\nabla}|^2)^\frac{3}{2} \right] \epsilon_0 - \left[ (|\mathbf{\nabla}|^2)^\frac{3}{2} + \frac{1}{2} (|\mathbf{\nabla}|^2)^\frac{3}{2} \mathcal{R}_0 \right] \epsilon_1 \right] \epsilon_0
\]  

\[
= \frac{1}{\mathcal{R}_0 (|\mathbf{\nabla}|^2)^\frac{3}{2}} \left[ \left[ \mathcal{N} \mathcal{W} - \frac{\epsilon_0}{\epsilon_1} \mathcal{R}_0 (|\mathbf{\nabla}|^2)^\frac{3}{2} \right] \epsilon_0 - \left[ (|\mathbf{\nabla}|^2)^\frac{3}{2} + \frac{1}{2} (|\mathbf{\nabla}|^2)^\frac{3}{2} \mathcal{R}_0 \right] \epsilon_1 \right] \epsilon_0
\]  

\[
- \left[ (|\mathbf{\nabla}|^2)^\frac{3}{2} + \frac{1}{2} (|\mathbf{\nabla}|^2)^\frac{3}{2} \mathcal{R}_0 \right] \epsilon_0
\]  

(1-2-83)
Also
\[ \varepsilon_3 = 1 \]  \hspace{1cm} (1-2-84)

or
\[ \varepsilon_3 = -1 \]  \hspace{1cm} (1-2-85)

depending if the quantity inside the outermost absolute sign in Eq. (1-2-83) is positive or negative.

Let us comment on the determination of \( \varepsilon_0 \) and \( \varepsilon_1 \) as described in Eqs. (1-2-74) through (1-2-79). We specifically compare them to the cases with constant velocities as described in Eqs. (1-2-55) through (1-2-57). As we can see from Eqs. (1-2-74) and (1-2-55), it is the same for \( \varepsilon_0 \). Whereas for \( \varepsilon_1 \), it is a different story. Of course, if we set \( \vec{v}, \vec{v} = 0 \) in Eq. (1-2-75), it gives Eq. (1-2-57) and thereby Eq. (1-2-56).

In Eqs. (1-2-66) through (1-2-85), we have listed all the expressions by which the Frenet-Serret vectors, the Frenet-Serret coefficients and the indicators can be calculated. It is rather cumbersome if we express each one of them in terms of \( \vec{v} \) alone.
For completeness, let us express the three dimensional Frenet-Serret vectors and coefficients in terms of \( \mathbf{v} \). We first by the use of Eqs. (1-1-5) and (1-1-9) find

\[
\mathbf{e}_1(1) = \frac{1}{|\mathbf{v}|} \mathbf{v}
\]

\[
= \hat{\mathbf{v}}
\]

(1-2-86)

We then, by the use of Eq. (1-1-16) obtain

\[
\mathbf{n}_1 = \frac{\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}}{|\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}|}
= \frac{\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}}{|\mathbf{v}\times \mathbf{v}|}
= \frac{\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}}{|\mathbf{v}|^2}
\]

(1-2-87)

The use of first of Eq. (1-1-7) yields

\[
\mathbf{e}_2(1) = \frac{1}{|\mathbf{v}|} \frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}
= \frac{\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}}{|\mathbf{v}\times \mathbf{v}|}
= \frac{\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}}{|\mathbf{v}|^2}
= \frac{\frac{\partial \mathbf{e}_1}{\partial \mathbf{x}_0}}{|\mathbf{v}|}
\]

(1-2-88)
The use of Eqs. (1-1-16) and (1-1-17) yields

\[ R_2 = -\sqrt{\frac{\frac{d\xi_{x}}{d\alpha} \cdot \frac{dx_{y}}{d\alpha} - \frac{d\xi_{y}}{d\alpha} \cdot \frac{dx_{x}}{d\alpha}}{\frac{1}{\sqrt{\frac{d\xi_{x}}{d\alpha} \cdot \frac{d\xi_{y}}{d\alpha} - \left( \frac{\hat{d} \xi_{x}}{d\alpha} \cdot \frac{\hat{d} \xi_{y}}{d\alpha} \right)^2}}}} \]

\[ = \sqrt{\frac{\frac{\hat{d} \xi_{x} \cdot \hat{d} \xi_{y}}{d\alpha} - \frac{d\xi_{x}}{d\alpha} \cdot \frac{d\xi_{y}}{d\alpha}}{\frac{d\xi_{y}}{d\alpha} - \frac{d\xi_{x}}{d\alpha}}} \]

Finally the use of the second of Eq. (1-1-7) gives

\[ \xi_{y} = -\frac{1}{R_2} \frac{d\xi_{x}}{d\alpha} + \frac{R_{1}}{R_2} \xi_{y} \]

\[ \frac{1}{\sqrt{\frac{d\xi_{x}}{d\alpha} \cdot \frac{d\xi_{y}}{d\alpha} - \left( \frac{\hat{d} \xi_{x}}{d\alpha} \cdot \frac{\hat{d} \xi_{y}}{d\alpha} \right)^2}} - \frac{\frac{d\xi_{x}}{d\alpha} \cdot \frac{d\xi_{y}}{d\alpha}}{\frac{d\xi_{y}}{d\alpha} \cdot \frac{d\xi_{x}}{d\alpha}} \]

\[ \frac{\left( \frac{\hat{d} \xi_{x}}{d\alpha} + \hat{d} \xi_{y} \right)^2 \xi_{x} - \left( \frac{\hat{d} \xi_{y}}{d\alpha} + \hat{d} \xi_{x} \right)^2 \xi_{y}}{\left( \frac{\hat{d} \xi_{x}}{d\alpha} + \hat{d} \xi_{y} \right)^2 - \left( \frac{\hat{d} \xi_{y}}{d\alpha} + \hat{d} \xi_{x} \right)^2} \]
(iii) SOLUTIONS

We are now to solve the Frenet-Serret equations in three and four dimension assuming that all the Frenet-Serret coefficients are constant. Let us start with the Frenet-Serret equations in three dimensions.

\[
\frac{d}{d\alpha} \xi = h \cdot \xi \quad (1-1-7)
\]

Characteristic roots \(\lambda\)'s can be found by solving

\[
\begin{pmatrix}
-\lambda & h_1 & 0 \\
-h_1 & -\lambda & h_2 \\
0 & -h_2 & -\lambda
\end{pmatrix} = -\lambda (\lambda^2 + h_1^2 + h_2^2) = 0 \quad (1-3-1)
\]

to be

\[
\lambda_1 = 0, \quad \lambda_2 = \frac{i}{h_1^2 + h_2^2}, \quad \lambda_3 = \frac{-i}{h_1^2 + h_2^2} \quad (1-3-2)
\]

General solutions can be written as

\[
\begin{bmatrix}
\xi_{(1)} \\
\xi_{(2)} \\
\xi_{(3)}
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} \\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{bmatrix}
\begin{bmatrix}
1 \\
e^{i/\sqrt{h_1^2 + h_2^2}} \\
e^{-i/\sqrt{h_1^2 + h_2^2}}
\end{bmatrix}, \quad (1-3-3)
\]

where C's are integration constants and can be expressed in terms of
initial values as

\[
\begin{bmatrix}
1 & 1 & 1 \\
-\lambda_1 & -\lambda_2 & -\lambda_3 \\
\lambda_1^2 & \lambda_2^2 & \lambda_3^2
\end{bmatrix}
\begin{bmatrix}
C_{11} & C_{21} & C_{31} \\
C_{12} & C_{22} & C_{32} \\
C_{13} & C_{23} & C_{33}
\end{bmatrix}
= \begin{bmatrix}
\xi(1)(0) & \xi(2)(0) & \xi(3)(0) \\
\frac{d\xi(1)}{ds}(0) & \frac{d\xi(2)}{ds}(0) & \frac{d\xi(3)}{ds}(0) \\
\frac{d^2\xi(1)}{ds^2}(0) & \frac{d^2\xi(2)}{ds^2}(0) & \frac{d^2\xi(3)}{ds^2}(0)
\end{bmatrix}
\]

(1-3-4)

or

\[
\begin{bmatrix}
\xi^+(0) \\
\frac{d}{ds} \xi^+(0) \\
\frac{d^2}{ds^2} \xi^+(0)
\end{bmatrix}
= \begin{bmatrix}
\frac{I}{n} \\
\frac{h^+}{n} \\
\frac{h^+}{n} \cdot \frac{h^+}{n}
\end{bmatrix}
\]

(1-3-5)

where

\[
\lambda' = \begin{bmatrix}
1 & 1 & 1 \\
-\lambda_1 & -\lambda_2 & -\lambda_3 \\
\lambda_1^2 & \lambda_2^2 & \lambda_3^2
\end{bmatrix}
\]
and

\[ C = \begin{bmatrix} c_{11} & c_{12} & c_{13} \\ c_{21} & c_{22} & c_{23} \\ c_{31} & c_{32} & c_{33} \end{bmatrix} \]  \quad (1.3.7)

\[ C \text{'s now can be solved as} \]

\[ C = \lambda^{-1} \cdot \begin{bmatrix} \varepsilon^+(0) \\ \frac{d}{ds} \varepsilon^+(0) \\ \frac{d^2}{ds^2} \varepsilon^+(0) \end{bmatrix} \]

\[ = \begin{bmatrix} \frac{\lambda}{2(\varepsilon_{ii}(0) - \frac{d\varepsilon_{ii}(0)}{\lambda} + \frac{d^2\varepsilon_{ii}(0)}{\lambda^2}} \\ \frac{\lambda}{2(\varepsilon_{ij}(0) - \frac{d\varepsilon_{ij}(0)}{\lambda} + \frac{d^2\varepsilon_{ij}(0)}{\lambda^2}} \\ \frac{\lambda}{2(\varepsilon_{kl}(0) - \frac{d\varepsilon_{kl}(0)}{\lambda} + \frac{d^2\varepsilon_{kl}(0)}{\lambda^2}} \end{bmatrix} \]  \quad (1.3.8)

or it can also be solved as

\[ C = \lambda^{-1} \cdot \varepsilon^+(0) \cdot \begin{bmatrix} 1 \\ \frac{d}{h^+} \\ \frac{n^+}{h^+} \end{bmatrix} \]
Let us now proceed to the case of the Frenet-Serret equations in four dimension as

\[ \frac{d}{ds} \mathbf{e} = \kappa \mathbf{t} \]

(1-1-20)

Characteristic roots \( \lambda \)'s can be found by solving

\[
\begin{vmatrix}
-\lambda & k & 0 & 0 \\
-k & -\lambda & \tau_1 & 0 \\
0 & -\tau_1 & -\lambda & \tau_2 \\
0 & 0 & -\tau_2 & -\lambda
\end{vmatrix} = \lambda^4 + a \lambda^2 + \Omega^2 = 0
\]

(1-3-10)
\[ \lambda = \pm \sqrt{-\frac{a^2 + \sqrt{a^4 - 4\Omega^2}}{2}} \]  

(1.3-11)

or

\[ \lambda_1 = \sqrt{-\frac{a^2 + \sqrt{a^4 - 4\Omega^2}}{2}}, \quad \lambda_2 = \sqrt{-\frac{a^2 - \sqrt{a^4 - 4\Omega^2}}{2}} \]

\[ \lambda_3 = -\sqrt{-\frac{a^2 + \sqrt{a^4 - 4\Omega^2}}{2}}, \quad \lambda_4 = -\sqrt{-\frac{a^2 - \sqrt{a^4 - 4\Omega^2}}{2}} \]  

(1.3-12)

where

\[ a^2 = k^2 + \tau_1^2 + \tau_2^2 \]

\[ = \varepsilon_0 \varepsilon_1 k^2 + \varepsilon_1 \varepsilon_2 \tau_1^2 + \varepsilon_2 \varepsilon_3 \tau_2^2 \]  

(1.3-13)

and

\[ \Omega^2 = k^2 - \tau_1^2 \]

\[ = \varepsilon_0 \varepsilon_1 \varepsilon_2 \varepsilon_3 k^2 \tau_2^2 \]  

(1.3-14)

We first note that

\[ a^4 - 4\Omega^2 = (k^2 + \tau_1^2 + \tau_2^2)^2 - 4k^2 \tau_2^2 \]

\[ = [(k^2 + \tau_2^2 + \tau_1^2)(k^2 - \tau_2^2 + \tau_1^2)] > 0 \]  

(1.3-15)
In terms of the characteristic roots described above, we can write the general solution as

\[
\begin{pmatrix}
  e^{\mu(0)} \\
  e^{\mu(1)} \\
  e^{\mu(2)} \\
  e^{\mu(3)} \\
\end{pmatrix} =
\begin{pmatrix}
  c_{00} & c_{01} & c_{02} & c_{03} \\
  c_{10} & c_{11} & c_{12} & c_{13} \\
  c_{20} & c_{21} & c_{22} & c_{23} \\
  c_{30} & c_{31} & c_{32} & c_{33} \\
\end{pmatrix}
\begin{pmatrix}
  e^{-\lambda_1} \\
  e^{-\lambda_2} \\
  e^{-\lambda_3} \\
  e^{-\lambda_4} \\
\end{pmatrix},
\]

(1-3-16)

where \(C_i\)'s, integration constants, can be deduced from

\[
\begin{pmatrix}
  1 & 1 & 1 & 1 \\
  -\lambda_1 & -\lambda_2 & -\lambda_3 & -\lambda_4 \\
  \lambda_1^2 & \lambda_2^2 & \lambda_3^2 & \lambda_4^2 \\
  -\lambda_1^3 & -\lambda_2^3 & -\lambda_3^3 & -\lambda_4^3 \\
\end{pmatrix}
\begin{pmatrix}
  c_{00} & c_{01} & c_{02} & c_{03} \\
  c_{10} & c_{11} & c_{12} & c_{13} \\
  c_{20} & c_{21} & c_{22} & c_{23} \\
  c_{30} & c_{31} & c_{32} & c_{33} \\
\end{pmatrix}
\begin{pmatrix}
  e^{\mu(0)}(0) \\
  e^{\mu(1)}(0) \\
  e^{\mu(2)}(0) \\
  e^{\mu(3)}(0) \\
\end{pmatrix}
\begin{pmatrix}
  de^{\mu(0)}(0)/ds \\
  de^{\mu(1)}(0)/ds \\
  de^{\mu(2)}(0)/ds \\
  de^{\mu(3)}(0)/ds \\
\end{pmatrix}
\begin{pmatrix}
  d^2e^{\mu(0)}(0)/ds^2 \\
  d^2e^{\mu(1)}(0)/ds^2 \\
  d^2e^{\mu(2)}(0)/ds^2 \\
  d^2e^{\mu(3)}(0)/ds^2 \\
\end{pmatrix}
\begin{pmatrix}
  d^3e^{\mu(0)}(0)/ds^3 \\
  d^3e^{\mu(1)}(0)/ds^3 \\
  d^3e^{\mu(2)}(0)/ds^3 \\
  d^3e^{\mu(3)}(0)/ds^3 \\
\end{pmatrix}
\]

(1-3-17)

or

\[
\lambda = \begin{pmatrix}
  e^{\mu^+(0)} \\
  de^{\mu^+}/ds(0) \\
  d^2e^{\mu^+}/ds^2(0) \\
  d^3e^{\mu^+}/ds^3(0) \\
\end{pmatrix}
\]
\[(e^{k_{\perp}^+}) (0) \cdot \begin{bmatrix}
\lambda_1^+ \\
\lambda_2^+ \\
\lambda_3^+ \\
\lambda_4^+
\end{bmatrix}
\] (1-3-18)

where

\[\lambda = \begin{bmatrix}
1 & 1 & 1 & 1 \\
-\lambda_1 & -\lambda_2 & -\lambda_3 & -\lambda_4 \\
\lambda_1^2 & \lambda_2^2 & \lambda_3^2 & \lambda_4^2 \\
-\lambda_1^3 & -\lambda_2^3 & -\lambda_3^3 & -\lambda_4^3
\end{bmatrix}
\] (1-3-19)

and

\[c = \begin{bmatrix}
c_{00} & c_{01} & c_{02} & c_{03} \\
c_{10} & c_{11} & c_{12} & c_{13} \\
c_{20} & c_{21} & c_{22} & c_{23} \\
c_{30} & c_{31} & c_{32} & c_{33}
\end{bmatrix}
\] (1-3-20)

Now \(c\)'s can be solved as

\[
c = \lambda^{-1} \cdot \begin{bmatrix}
(e^{k_{\perp}^+}) (0) \\
\frac{d}{ds} (e^{k_{\perp}^+}) (0) \\
\frac{d^2}{ds^2} (e^{k_{\perp}^+}) (0) \\
\frac{d^3}{ds^3} (e^{k_{\perp}^+}) (0)
\end{bmatrix}
\] (1-3-21)
or as

\[ C = \lambda^{-1} \cdot |e\mu_+^+(0) \cdot \left( \begin{array}{c} \mu \\ k_+ \\ k_+ \\ k_+ \\ k_+ \end{array} \right) \]  

\[ (1-3-22) \]

We will not here complete Eq. (1-3-22) in a manner of Eq. (1-3-9) since it is only cumbersome although straightforward.
CHAPTER 2

SPINORS

(i) Frenet-Serret Equations in Spinor Forms

Let us now introduce null tetrads in general by

\[ e_1^\mu = \frac{1}{\sqrt{2}} \left[ e_i^\mu (a) \pm i \delta_{a'}^b \epsilon_b e_i^\mu (b) \right] \]

\[ = \frac{1}{\sqrt{2}} \left[ e_i^\mu (a) \pm \sqrt{-\epsilon_a \epsilon_b e_i^\mu (b)} \right] \]  \hspace{1cm} (2-1-1)

which insures

\[ e_1^\mu \bar{e}_1^\mu = \frac{1}{2} (\epsilon_a + \sqrt{-\epsilon_a \epsilon_b e_i^\mu (b)}) \]

\[ = \epsilon_a \]  \hspace{1cm} (2-1-2)

Specifically for our case, we define

\[ e_1^\mu = \frac{1}{\sqrt{2}} \left[ e_i^\mu (1) \pm \sqrt{-\epsilon_0 \epsilon_3} \epsilon_2 e_i^\mu (3) \right] \]  \hspace{1cm} (2-1-3)

and

\[ e_2^\mu = \frac{1}{\sqrt{2}} \left[ e_i^\mu (1) \pm \sqrt{-\epsilon_1 \epsilon_2} \epsilon_0 e_i^\mu (2) \right] \]  \hspace{1cm} (2-1-4)

namely

\[ e_i^\mu = T_i e_i^\mu \]  \hspace{1cm} (2-1-5)
where

$$\mathbf{e}^\mu = \begin{bmatrix} e^\mu_1 \\ 1 \\ e^\mu_2 \\ -e^\mu_2 \end{bmatrix}$$

and

$$\mathbf{T} = \frac{1}{\sqrt{-e_{0}e_{3}}} \begin{bmatrix} 1 & 0 & 0 & \sqrt{-e_{0}e_{3}} \\ 1 & 0 & 0 & -\sqrt{-e_{0}e_{3}} \\ 0 & 1 & \sqrt{-e_{1}e_{2}} & 0 \\ 0 & 1 & -\sqrt{-e_{1}e_{2}} & 0 \end{bmatrix}$$

We recognize for time-like curves Eq. (2-1-5) becomes

$$\mathbf{e}^\mu = \begin{bmatrix} e^\mu_1 \\ n^\mu \\ \frac{m^\mu}{n} \\ \frac{\bar{m}^\mu}{n} \end{bmatrix}$$

$$= \frac{1}{\sqrt{2}} \begin{bmatrix} e^\mu_{(0)} + e^\mu_{(3)} \\ e^\mu_{(0)} - e^\mu_{(3)} \\ e^\mu_{(1)} + ie^\mu_{(2)} \\ e^\mu_{(1)} - ie^\mu_{(2)} \end{bmatrix}$$
We note here that the definition of nulltetrads by Eq. (2-1-1) is quite arbitrary. We could have just as well defined them as

\[ \mathcal{L}^\mu = \frac{1}{\sqrt{2}} \left[ \mathcal{e}^\mu_{(b)} \pm \sqrt{-\varepsilon_{ba}} \mathcal{e}^\mu_{(a)} \right] \quad (2-1-9) \]

which would be different from Eq. (2-1-1) when \( \varepsilon_a = \varepsilon_b \). We also note that there are arbitrariness involved in Eqs. (2-1-3) and (2-1-4). We could have picked different combinations just as well.

We can also define the null tetrads for \( \mathcal{e} \) as

\[ \mathcal{X}^\mu = \frac{1}{\sqrt{2}} \left[ \mathcal{e}^\mu_{(a)} \pm \sqrt{-\varepsilon_{ba}} \mathcal{e}^\mu_{(b)} \right] \quad (2-1-10) \]

or

\[ \mathcal{X}^\mu = T \cdot \mathcal{e}^\mu \quad (2-1-11) \]

which insures

\[ \mathcal{X}^\mu \mathcal{L}^\mu = 1 \quad (2-1-12) \]

as compared to Eqs. (2-1-1), (2-1-5) and (2-1-2). Using Eqs. (2-1-5) and (2-1-11), the Frenet-Serret equations Eqs. (1-1-10) and (1-1-30) are transformed to

\[ \frac{d}{ds} \mathcal{X}^\mu = L \cdot \mathcal{X}^\mu \quad (2-1-13) \]
\[
\frac{d}{ds} \zeta^\mu = \mathbf{L} \cdot \zeta^\mu \quad \text{(2-1-14)}
\]

where

\[
\mathbf{T}^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1/\sqrt{-\varepsilon_1 \varepsilon_2} & -1/\sqrt{-\varepsilon_1 \varepsilon_2} \\
1/\sqrt{-\varepsilon_0 \varepsilon_3} & -1/\sqrt{-\varepsilon_0 \varepsilon_3} & 0 & 0
\end{bmatrix} \quad \text{(2-1-15)}
\]

\[
\mathbf{L} = \mathbf{T} \cdot \mathbf{k} \cdot \mathbf{T}^{-1}
\]

\[
= \frac{1}{2} \begin{bmatrix}
0 & 0 & \mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 & \mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 \\
0 & 0 & \mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 & \mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 \\
-\mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 \mathbf{R}_1 & -\mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 \mathbf{R}_2 & 2/\sqrt{-\varepsilon_1 \varepsilon_2} \mathbf{R}_1 & 0 \\
-\mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 \mathbf{R}_2 & -\mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 \mathbf{R}_1 & 0 & 2/\sqrt{-\varepsilon_1 \varepsilon_2} \mathbf{R}_1
\end{bmatrix} \quad \text{(2-1-16)}
\]

and

\[
\mathbf{\xi} = \mathbf{T} \cdot \mathbf{\xi} \cdot \mathbf{T}^{-1}
\]

\[
= \mathbf{T} \cdot \frac{\mathbf{\xi}}{\mathbf{\xi}} \cdot \frac{\mathbf{\xi}}{\mathbf{\xi}}^{-1} \cdot \mathbf{T}^{-1}
\]

\[
= \frac{1}{2} \begin{bmatrix}
0 & 0 & \mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 & \mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 \\
0 & 0 & \mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 & \mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 \\
-\mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 \mathbf{R}_1 & -\mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 \mathbf{R}_2 & 2/\sqrt{-\varepsilon_1 \varepsilon_2} \mathbf{R}_1 & 0 \\
-\mathbf{R}_0 \mathbf{R}_2 \mathbf{R}_1 \mathbf{R}_2 & -\mathbf{R}_0 \mathbf{R}_1 \mathbf{R}_2 \mathbf{R}_1 & 0 & 2/\sqrt{-\varepsilon_1 \varepsilon_2} \mathbf{R}_1
\end{bmatrix} \quad \text{(2-1-17)}
\]
For example $L$ is calculated for time-like curves as

$$L = \frac{1}{2} \begin{pmatrix}
0 & 0 & k_0 + ik_2 & k_0 - ik_2 \\
0 & 0 & k_0 - ik_2 & k_0 + ik_2 \\
k_0 + ik_2 & k_0 - ik_2 & -i2k_1 & 0 \\
k_0 - ik_2 & k_0 + ik_2 & 0 & i2k_1
\end{pmatrix} \quad (2-1-18)$$

and for space-like curves with indicators $\epsilon_2 = -1$, $\epsilon_0 = \epsilon_1 = \epsilon_3 = 1$ as

$$L = \frac{1}{2} \begin{pmatrix}
0 & 0 & k_0 + ik_2 & k_0 - ik_2 \\
0 & 0 & k_0 - ik_2 & k_0 + ik_2 \\
-k_0 - ik_2 & -k_0 + ik_2 & 2k_1 & 0 \\
-k_0 + ik_2 & -k_0 - ik_2 & 0 & 2k_1
\end{pmatrix} \quad (2-1-19)$$

We now introduce two spinors $\xi^A$ and $\eta^A$ which satisfy the "normalization condition"

$$\xi^A \eta^A = 1 \quad \quad (2-1-20)$$

We note a unique correspondence between these spinors and the orthonormal tetrads as

$$\zeta^\mu \frac{1}{\sqrt{2}} \sigma_{\mu}^{AB} = \begin{pmatrix}
\xi^A \\ \xi^B \\
\eta^A \\ \eta^B
\end{pmatrix}$$
\[ = \mu^{-1} \cdot \frac{d}{ds} \xi, \quad (2-1-21) \]

where

\[
\xi = \begin{pmatrix}
\xi_A \\
\eta_A \\
\xi_B \\
\eta_B
\end{pmatrix}
\quad (2-1-22)
\]

and

\[
\Sigma = \frac{1}{2} \begin{pmatrix}
-\eta_B & 0 & -\xi_B & 0 \\
0 & \xi_B & 0 & -\eta_B \\
-\eta_A & 0 & 0 & \xi_A \\
0 & \xi_A & -\eta_A & 0
\end{pmatrix} \quad (2-1-23)
\]

We thus operate \( \frac{1}{\sqrt{2}} \sigma_{AB} \) on both sides of Eqs. (2-1-13) and (2-1-14) and then pre-multiply both sizes by \( \Sigma \) to obtain

\[ \frac{d}{ds} \xi = \Gamma \cdot \xi \quad (2-1-24) \]

and

\[ \frac{d}{ds} \eta = \Gamma \cdot \eta \quad (2-1-25) \]

where

\[
\eta = \begin{pmatrix}
\eta_A \\
-\eta_A \\
\eta_B \\
-\eta_B
\end{pmatrix} \quad (2-1-26)
\[ \Gamma = \Sigma \cdot \Xi \cdot \Sigma^{-1} = \frac{1}{2} \begin{bmatrix}
\tilde{r}_{11} & 0 & 0 & 0 \\
0 & \tilde{r}_{22} & 0 & 0 \\
0 & 0 & \tilde{r}_{33} & \tilde{r}_{34} \\
0 & 0 & \tilde{r}_{43} & \tilde{r}_{44}
\end{bmatrix} \]

\[ = \frac{1}{2} \begin{bmatrix}
L_{11} + L_{33} & L_{32} + L_{14} & 0 & 0 \\
L_{41} + L_{23} & L_{22} + L_{44} & 0 & 0 \\
0 & 0 & L_{11} + L_{44} & L_{42} + L_{13} \\
0 & 0 & L_{31} + L_{24} & L_{22} + L_{33}
\end{bmatrix} \]

\[ = \frac{1}{4} \begin{bmatrix}
\left(2/\sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 & \left(\epsilon / \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 & 0 & 0 \\
\left(\epsilon / \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 & \left(2/\sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 & 0 & 0 \\
0 & 0 & \left(-2/\sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 & \left(1-\epsilon \sigma_{\epsilon}/\epsilon_{\epsilon} \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 \\
0 & 0 & \left(1-\epsilon \sigma_{\epsilon}/\epsilon_{\epsilon} \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 & \left(-2/\sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1
\end{bmatrix} \]

likewise

\[ \Xi = \Sigma \cdot \Xi \cdot \Sigma^{-1} = \frac{1}{4} \begin{bmatrix}
\left(1-\xi \sigma_{\epsilon}/\xi_{\epsilon} \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 & \left(\xi / \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 & 0 & 0 \\
\left(\xi / \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 & \left(1-\xi \sigma_{\epsilon}/\xi_{\epsilon} \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 & 0 & 0 \\
0 & 0 & \left(\xi / \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2 & \left(1-\xi \sigma_{\epsilon}/\xi_{\epsilon} \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 \\
0 & 0 & \left(1-\xi \sigma_{\epsilon}/\xi_{\epsilon} \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_1 & \left(\xi / \sqrt{\pi \sigma_{\epsilon}}\right) \Lambda_2
\end{bmatrix} \]
and also note that $\xi$ is introduced via

$$
\xi_{\mu} \frac{1}{\sqrt{2}} \sigma_{\mu} A^B = \left( \begin{array}{c}
\eta_A \\
\eta_B \\
\eta_A \\
\eta_B
\end{array} \right)
$$

(2-1-29)

For example $\Gamma$ is calculated for time-like curves as

$$
\bar{\Gamma} = \frac{1}{2} \left[ \begin{array}{cccc}
-ik_1 & k_0 - ik_2 & 0 & 0 \\
k_0 - ik_2 & ik_1 & 0 & 0 \\
0 & 0 & ik_1 & k_0 + ik_2 \\
0 & 0 & k_0 + ik_2 & -ik_1
\end{array} \right].
$$

(2-1-30)

and for space-like curves with indicators $\xi_2 = -1$, $\xi_0 = \xi_1 = \xi_3 = 1$ as

$$
\Gamma = \frac{1}{2} \left[ \begin{array}{cccc}
k_1 & ik_2 & 0 & 0 \\
-ik_2 & -k_1 & 0 & 0 \\
0 & 0 & ik_1 & ik_2 \\
0 & 0 & ik_2 & k_1
\end{array} \right].
$$

(2-1-31)

We also note that we kept $L_{11}$, $L_{22}$ in general in Eq. (2-1-27) although they are zero in Eq. (2-1-16) since the latter is due to our choice of way to construct the null tetrads (See Eq. (2-1-3) and (2-1-4)). Eq. (2-1-30) agrees with the previously available result. (See Kent p. 28.)
Eqs. (2-1-24) and (2-1-25) can be re-expressed in terms of bispinors using

\[ \Psi = \frac{1}{2} \mathcal{H} \cdot \xi \]  \hspace{1cm} (2-1-32)

and

\[ \Psi = \frac{1}{2} \mathcal{H} \cdot \xi \]  \hspace{1cm} (2-1-33)

respectively, where

\[ \mathcal{H} = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & \epsilon_{AB} & 0 \\
-\delta_{cA} & 0 & 0 & 0 \\
0 & 0 & 0 & -\epsilon_{BC} \delta_{cB} \\
\end{pmatrix} \]  \hspace{1cm} (2-1-33)

\[ \Psi = \frac{1}{2} \begin{pmatrix}
\eta^A \\
\xi_A \\
\xi_B \\
\eta_B \\
\end{pmatrix} \]

\[ = \frac{1}{\sqrt{2}} \begin{pmatrix}
\phi_a \\
\chi_b \\
\end{pmatrix} \]  \hspace{1cm} (2-1-34)

\[ \xi = \frac{1}{2} \begin{pmatrix}
\eta^A \\
\xi_A \\
\xi_B \\
\eta_B \\
\end{pmatrix} \]

\[ = \frac{1}{\sqrt{2}} \begin{pmatrix}
\phi_a \\
\chi_b \\
\end{pmatrix} \]
\[
= \frac{1}{\sqrt{2}} \begin{pmatrix}
\xi_A \\
\xi_B
\end{pmatrix}, \quad (2-1-35)
\]

\[
\xi_a = \frac{1}{\sqrt{2}} \begin{pmatrix}
\eta_A \\
\xi_A
\end{pmatrix}, \quad (2-1-36)
\]

\[
\chi_b = \frac{1}{\sqrt{2}} \begin{pmatrix}
\xi_B \\
\eta_B
\end{pmatrix}, \quad (2-1-37)
\]

\[
\xi_a^\dagger = \frac{1}{\sqrt{2}} \begin{pmatrix}
\omega_A \\
\xi_A
\end{pmatrix}, \quad (2-1-38)
\]

\[
\chi_b^\dagger = \frac{1}{\sqrt{2}} \begin{pmatrix}
\xi_B \\
\eta_B
\end{pmatrix}, \quad (2-1-39)
\]

as
\[
\frac{d}{ds} \Psi = \bar{\xi} \cdot \Psi \quad (2-1-40)
\]

and
\[
\frac{d}{ds} \bar{\Psi} = \bar{\xi} \cdot \Psi \quad (2-1-41)
\]

respectively, where
\[
\bar{\xi} = \bar{\Theta} \cdot \bar{\Gamma} \cdot \bar{\Theta}^{-1}
\]

\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & \varepsilon_{\bar{A}B} & 0 \\
-\delta_{\bar{A}} & 0 & 0 & 0 \\
0 & 0 & 0 & -\varepsilon_{\bar{C} \bar{B}}
\end{bmatrix} \begin{bmatrix}
\bar{\Gamma}_{11} & \bar{\Gamma}_{12} & 0 & 0 \\
\bar{\Gamma}_{21} & \bar{\Gamma}_{22} & 0 & 0 \\
0 & 0 & \bar{\Gamma}_{33} & \bar{\Gamma}_{34} \\
0 & 0 & \bar{\Gamma}_{43} & \bar{\Gamma}_{44}
\end{bmatrix} \begin{bmatrix}
0 & 0 & -\delta_B & 0 \\
1 & 0 & 0 & 0 \\
0 & \varepsilon_{\bar{A}} & 0 & 0 \\
0 & 0 & -\delta_{\bar{C}} & \varepsilon_{\bar{B}}
\end{bmatrix}
\]
\[
\begin{pmatrix}
\Gamma_{32} & 0 & -\Gamma_{31}^\dagger & 0 \\
0 & \Gamma_{33} & 0 & -\Gamma_{34}^\dagger \\
\Gamma_{43} & 0 & \Gamma_{44} & 0 \\
0 & \Gamma_{43} & 0 & \Gamma_{44}
\end{pmatrix}
\]

\[
= \frac{1}{4} \begin{pmatrix}
-(2\sqrt{1-\varepsilon_2} R), & 0 & -(1-\varepsilon_2) R, & 0 \\
0 & -(2\sqrt{1-\varepsilon_2} R), & 0 & -(1-\varepsilon_2) R \\
(1-\varepsilon_2) R & 0 & (2\sqrt{1-\varepsilon_2} R), & 0 \\
0 & (1-\varepsilon_2) R & 0 & (2\sqrt{1-\varepsilon_2} R)
\end{pmatrix}
\]

(2.1-42)

\[
\begin{pmatrix}
(1-\varepsilon_2) R & 0 \\
0 & -(2\sqrt{1-\varepsilon_2} R)
\end{pmatrix}
\]

(2.1-43)

For example, \( \tilde{\xi} \) is calculated for time-like curve as

\[
\tilde{\xi} = \frac{1}{2} \begin{pmatrix}
\text{i}k_1 & -k_0 I_a^b + \text{i}k_2 \gamma(5)_a^b \\
-k_0 I_a^b + \text{i}k_2 \gamma(5)_a^b & -\text{i}k_1
\end{pmatrix}
\]

(2.1-44)

and for space-like curves, with indicators \( \varepsilon_2 = -1, \varepsilon_0 = \varepsilon_1 = \varepsilon_3 = 1 \) as

\[
\tilde{\xi} = \frac{1}{2} \begin{pmatrix}
-k_1 & \text{i}k_2 \gamma(5)_a^b \\
\text{i}k_2 \gamma(5)_a^b & k_1
\end{pmatrix}
\]

(2.1-45)

We now define the spinor adjoint operation indicated by \( \mathbf{x} \) as

\[
(\varphi_a)^x = (\varphi_a)^\dagger \cdot \begin{pmatrix} 01 \\
10 \end{pmatrix}
\]
\[
\chi^a = \frac{1}{\sqrt{2}} \left[ \xi_A^a, \eta^\dagger \right] 
\]

\[= \chi^a, \quad (2-1-46)\]

\[(x_b)^x = (x_b)^+ \cdot \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \]

\[= \frac{1}{\sqrt{2}} \left[ \eta^\dagger_B, \xi^\dagger_B \right] \]

\[= \varphi^b, \quad (2-1-47)\]

\[(\omega_a)^x = \frac{1}{\sqrt{2}} \left[ \xi_A, \eta^\dagger \right] \]

\[= \omega_a^x, \quad (2-1-48)\]

and

\[(x_b)^x = \frac{1}{\sqrt{2}} \left[ \eta^\dagger_B, \xi_B \right] \]

\[= \varphi^b \quad (2-1-49)\]

We also define the bispinor adjoint operation indicated by "\(!\!^+\!\!" as

\[
\chi = (\Psi)^+ 
\]

\[= \frac{1}{\sqrt{2}} \left[ \varphi^a, x_b \right]^+ 
\]

\[= \frac{1}{\sqrt{2}} \left[ \varphi^a, x_b \right] \]

\[= \frac{1}{\sqrt{2}} \left[ \chi^a, \varphi^b \right] \quad (2-1-48)\]
and similarly

\[ \chi = (\Psi^\dagger) \]

\[ = \frac{1}{\sqrt{2}} [\gamma^a, \gamma^b] \chi \]

\[ = \frac{1}{\sqrt{2}} [\gamma^a, \gamma^b] \phi. \]  

(2-1-49)

Bispinor adjoint operation can also be expressed as a four component operation as

\[ \chi = (\Psi^{\dagger})^\oplus \]

\[ = \Psi^{\dagger} \begin{pmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix} \]

\[ = (\Psi^T)^\dagger \begin{pmatrix} 0 & 0 & \varepsilon_{AB} & 0 \\ 0 & 0 & 0 & \varepsilon_{AB} \\ \varepsilon_{BA} & 0 & 0 & 0 \\ 0 & \varepsilon_{BA} & 0 & 0 \end{pmatrix} \]  

(2-1-50)

Spinor adjoint operation on two by two matrix and the bispinor adjoint operation on four by four matrix are expressed as

\[ (A^T)^x = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}^x \]
\[
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix}
\cdot
A^* \cdot
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix}
\]
\[
= 
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix}
\cdot
\begin{pmatrix}
A_{11}^* & A_{21}^* \\
A_{12}^* & A_{22}^* \\
\end{pmatrix}
\cdot
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
\end{pmatrix}
\]
\[
= 
\begin{pmatrix}
A_{22}^* & A_{12}^* \\
^* & ^* \\
A_{21}^* & A_{11}^* \\
\end{pmatrix}
\]
(2-1-51)

and
\[
(B)_{\mp} = 
\begin{pmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22} \\
\end{pmatrix}
\]
\[
= 
\begin{pmatrix}
B_{11}^x & B_{21}^x \\
B_{12}^x & B_{22}^x \\
\end{pmatrix}
\]
\[
= 
\begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\cdot
B^+ \cdot
\begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\]
(2-1-52)

By taking bispinor adjoint, we can rewrite Eqs. (2-1-40) and (2-1-41) as
\[
\frac{d}{ds} \hat{\phi} = \hat{\phi} \cdot \hat{\phi}_{\mp}
\]  
(2-1-53)
and
\[ \frac{d}{ds} x = x \cdot \Phi(x) \]

(2-1-54)

where
\[ \Phi(x) = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \cdot \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \]

\[ \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \begin{pmatrix}
\Gamma_{12}^* & 0 & -\Gamma_{43} \delta_{AB} & 0 \\
0 & \Gamma_{33}^* & 0 & -\Gamma_{43} \delta_{AB} \\
-\Gamma_{43} \delta_{AB} & 0 & \Gamma_{43} & 0 \\
0 & -\Gamma_{43} \delta_{AB} & 0 & \Gamma_{43} \\
\end{pmatrix} \begin{pmatrix}
D & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \]

\[ \begin{pmatrix}
-\Gamma_{12}^* \delta_{AB} & 0 \\
0 & -\Gamma_{33}^* \delta_{AB} \\
0 & -\Gamma_{43} \delta_{AB} & 0 \\
0 & 0 & 0 & \Gamma_{43} \\
\end{pmatrix} \begin{pmatrix}
D & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \]

\[ \begin{pmatrix}
\frac{1}{4} \left[ -2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
-2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
\right] \begin{pmatrix}
D & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
\end{pmatrix} \]

\[ = \begin{pmatrix}
-2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
-2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
2 \sqrt{2} \delta_{AB} x_1^* x_2 \\
\end{pmatrix} \]

(2-1-55)
and similarly

\[ \Phi^{\oplus} = \frac{1}{4} \left[ \begin{array}{ccc} -i(\gamma_{\alpha} \epsilon_{\alpha}) & -i(\gamma_{\alpha} \epsilon_{\alpha})^{b}\gamma^{(5)b} \gamma_{a} \gamma_{b} \gamma_{c} & \gamma_{\alpha} \epsilon_{\alpha} \gamma_{\beta} \gamma_{\gamma} \gamma_{\delta} \\ -i(\gamma_{\alpha} \epsilon_{\alpha})^{b}\gamma^{(5)b} \gamma_{a} \gamma_{b} \gamma_{c} & -i(\gamma_{\alpha} \epsilon_{\alpha}) & -i(\gamma_{\alpha} \epsilon_{\alpha})^{b}\gamma^{(5)b} \gamma_{a} \gamma_{b} \gamma_{c} \\ \gamma_{\alpha} \epsilon_{\alpha} \gamma_{\beta} \gamma_{\gamma} \gamma_{\delta} & -i(\gamma_{\alpha} \epsilon_{\alpha})^{b}\gamma^{(5)b} \gamma_{a} \gamma_{b} \gamma_{c} & -i(\gamma_{\alpha} \epsilon_{\alpha}) \end{array} \right] \]  

(2-1-56)

For example \( \Phi^{\oplus} \) is calculated for time-like curve as

\[ \Phi^{\oplus} = \frac{1}{2} \left[ \begin{array}{ccc} -ik_{1} & -k_{0}^{\nu} b_{+}^{\nu} & ik_{2}^{\nu} \gamma^{(5)b} \gamma^{\nu}_{a} \\ -k_{0}^{\nu} b_{+}^{\nu} & ik_{1} & -k_{2}^{\nu} \gamma^{(5)b} \gamma^{\nu}_{a} \\ ik_{2}^{\nu} \gamma^{(5)b} \gamma^{\nu}_{a} & -k_{2}^{\nu} \gamma^{(5)b} \gamma^{\nu}_{a} & ik_{1} \end{array} \right] \]  

(2-1-57)

and for space-like curves with indicators \( \epsilon_{2} = -1 \), \( \epsilon_{0} = \epsilon_{1} = \epsilon_{3} = 1 \) as

\[ \Phi^{\oplus} = \frac{1}{2} \left[ \begin{array}{ccc} -k_{1} & -ik_{2}^{\nu} \gamma^{(5)b} \gamma^{\nu}_{a} \\ -ik_{2}^{\nu} \gamma^{(5)b} \gamma^{\nu}_{a} & k_{1} \end{array} \right] \]  

(2-1-58)

We are now to proceed to the Darboux bivector description of Eqs. (1-1-10) and (1-1-30). We first rewrite Eq. (1-1-10) as

\[ \frac{d}{ds} e^{\mu} = k_{\nu} e^{\mu} \]

\[ = e^{\nu} W^{\mu}_{\nu} \]  

(2-1-59)

where

\[ e^{\nu} = \begin{cases} e^{\nu}_{(0)} & 0 & 0 & 0 \\ 0 & e^{\nu}_{(1)} & 0 & 0 \\ 0 & 0 & e^{\nu}_{(2)} & 0 \\ 0 & 0 & 0 & e^{\nu}_{(3)} \end{cases} \]  

(2-1-60)
Then $\mathcal{D}_\nu^\mu$ is calculated as

$$
\mathcal{D}_\nu^\mu = \mathcal{e}_\nu^\mu \cdot \kappa \cdot \mathcal{e}_\mu^\nu \cdot \\
\begin{bmatrix}
\kappa_0 & \mathcal{e}_0^\mu(0) \\
-k_0 & \mathcal{e}_1^\mu(0) - \mathcal{e}_0^\mu(1) \\
-k_1 & \mathcal{e}_2^\mu(1) - \mathcal{e}_1^\mu(2) \\
-k_2 & \mathcal{e}_3^\mu(2) - \mathcal{e}_2^\mu(3)
\end{bmatrix}
$$

(2-1-61)

$\mathcal{e}_\nu^\mu \cdot \mathcal{D}_\nu^\mu$ can equally well be expressed as $\epsilon_{ij}^\nu \cdot \epsilon_{ij}^\mu \cdot \mathcal{D}_\nu^\mu$. In the present case, because of the nature of $\epsilon^\mu$, $\hat{u}$, $\hat{j}$ and $\kappa$ become redundant. Thus we rewrite Eq. (2-1-61) as

$$
\mathcal{D}^\mu_\nu = -\epsilon_0^\mu k_0 \mathcal{E}^\mu_\nu(01) - \epsilon_1^\mu k_1 \mathcal{E}^\mu_\nu(12) - \epsilon_2^\mu k_2 \mathcal{E}^\mu_\nu(23)
$$

(2-1-62)

Similarly Eq. (1-1-30) is rewritten as

$$
\frac{d}{ds} \mathcal{e}_\nu^\mu = \kappa \cdot \mathcal{e}_\nu^\mu \cdot \mathcal{D}_\nu^\mu
$$

(2-1-63)

where

$$
\mathcal{D}^\mu_\nu = -k_0^\mu \mathcal{E}^\mu_\nu(01) - k_1^\mu \mathcal{E}^\mu_\nu(12) - k_2^\mu \mathcal{E}^\mu_\nu(23)
$$

(2-1-64)

and

$$
\mathcal{E}^\mu_\nu(ij) = \mathcal{e}_\mu^\nu(i) \mathcal{e}_\nu^\mu(j) - \mathcal{e}_\mu^\nu(j) \mathcal{e}_\nu^\mu(i)
$$

(2-1-65)
For example, $D^\mu{}\nu$ is calculated from Eq. (2-1-62) for time-like curve as

$$D^\mu{}\nu = k_0 E^\mu{}\nu - \tau_1 E^\mu{}\nu = \tau_2 E^\mu{}\nu$$  \hspace{1cm} (2-1-66)

and for space-like curves with indicators $\epsilon_2 = -1$, $\epsilon_0 = \epsilon_1 = \epsilon_3 = 1$ as

$$D^\mu{}\nu = -k_0 E^\mu{}\nu - \tau_1 E^\mu{}\nu + \tau_2 E^\mu{}\nu$$  \hspace{1cm} (2-1-67)

We then rewrite Eqs. (2-1-13) and (2-1-14) as

$$\frac{d}{ds} \varphi^\mu = \frac{L}{\bar{L}} \cdot \varphi^\mu = \varphi^\nu \cdot \Delta^\mu{}\nu$$  \hspace{1cm} (2-1-68)

and

$$\frac{d}{ds} \varphi^\mu = \frac{\bar{L}}{L} \cdot \varphi^\mu = \bar{\varphi}^\nu \cdot \bar{\Delta}^\mu{}\nu$$  \hspace{1cm} (2-1-69)

where

$$\varphi^\nu = \begin{pmatrix} \varphi^\nu \ 0 \\ \\ \mathbf{0} \end{pmatrix}$$

and

$$\bar{\varphi}^\nu = \begin{pmatrix} \bar{\varphi}^\nu \\ \mathbf{0} \\ \bar{\varphi}^\nu \end{pmatrix}$$  \hspace{1cm} (2-1-70)
\[
\eta^\nu = \begin{pmatrix}
\ell_1^\nu & 0 & 0 & 0 \\
0 & \ell_1^\nu & 0 & 0 \\
0 & 0 & \ell_2^\nu & 0 \\
0 & 0 & 0 & \ell_2^\nu \\
\end{pmatrix}.
\]

Then \( \Delta^\mu_{\nu} \) and \( \tilde{\Delta}^\mu_{\nu} \) are calculated as

\[
\Delta^\mu_{\nu} = \mathbf{\tilde{x}}^\nu \cdot \mathbf{L} \cdot \eta^\mu
\]

\[
\begin{pmatrix}
\epsilon_{0\nu}^\nu(L_{11}^\mu + L_{12}^\mu + L_{13}^\mu + L_{14}^\mu) \\
\epsilon_{0\nu}^\nu(L_{21}^\mu + L_{22}^\mu + L_{23}^\mu + L_{24}^\mu) \\
\epsilon_{0\nu}^\nu(L_{31}^\mu + L_{32}^\mu + L_{33}^\mu + L_{34}^\mu) \\
\epsilon_{0\nu}^\nu(L_{41}^\mu + L_{42}^\mu + L_{43}^\mu + L_{44}^\mu) \\
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\tilde{x}_1^\nu \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\tilde{x}_1^\nu \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\tilde{x}_1^\nu \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\tilde{x}_1^\nu \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\tilde{x}_1^\nu \tilde{x}_2^\nu \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\tilde{x}_1^\nu \tilde{x}_2^\nu \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\tilde{x}_1^\nu \tilde{x}_2^\nu \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\tilde{x}_1^\nu \tilde{x}_2^\nu \{ R_0 - (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \{ R_0 + (\sqrt{6} - \sqrt{6}) \times \tilde{x}_2 \} \\
\end{pmatrix}
\]

\[(2-1-72)\]
\[ \Delta^\mu_{\nu} = \frac{\bar{\nu}}{\bar{\nu}} \cdot \frac{\bar{\nu}}{\bar{\nu}} \cdot \nu^\mu \]

\[
= \begin{bmatrix}
\bar{\nu} \bar{\nu} (L_{11} \bar{\nu}^\mu + L_{12} L_{12} \bar{\nu}^\mu + L_{13} L_{13} \bar{\nu}^\mu + L_{14} L_{14} \bar{\nu}^\mu) \\
\bar{\nu} \bar{\nu} (L_{21} L_{21} \bar{\nu}^\mu + L_{22} L_{22} \bar{\nu}^\mu + L_{23} L_{23} \bar{\nu}^\mu + L_{24} L_{24} \bar{\nu}^\mu) \\
\bar{\nu} \bar{\nu} (L_{31} L_{31} \bar{\nu}^\mu + L_{32} L_{32} \bar{\nu}^\mu + L_{33} L_{33} \bar{\nu}^\mu + L_{34} L_{34} \bar{\nu}^\mu) \\
\bar{\nu} \bar{\nu} (L_{41} L_{41} \bar{\nu}^\mu + L_{42} L_{42} \bar{\nu}^\mu + L_{43} L_{43} \bar{\nu}^\mu + L_{44} L_{44} \bar{\nu}^\mu)
\end{bmatrix}
\]

where

\[ \bar{\nu} = \begin{bmatrix}
\epsilon_{\bar{0} \bar{\nu}} \\
0 \\
0 \\
0 \\
\end{bmatrix}, \quad \bar{\nu} = \begin{bmatrix}
\epsilon_{\bar{0} \bar{\nu}} \\
0 \\
0 \\
\end{bmatrix} \]

\[ \frac{\bar{\nu}}{\bar{\nu}} = \begin{bmatrix}
\epsilon_{\bar{0} \bar{\nu}} \\
0 \\
0 \\
\end{bmatrix} \]

and

\[ \frac{\bar{\nu}}{\bar{\nu}} = \begin{bmatrix}
\bar{\nu} \\
0 \\
0 \\
\end{bmatrix} \]

(2-1-74)
In a similar manner to $\eta^{\mu\nu}$, $\Delta^{\mu\nu}$ and $\tilde{\Delta}^{\mu\nu}$ can be re-expressed as

\[
\Delta^{\mu\nu} = \varepsilon_0 (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (R_0 + \lambda R_2) + \varepsilon_1 (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (R_0 + \lambda R_2) \]

\[
+ \varepsilon_2 (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) \left[ R_0 + \lambda \left( R_0 + \frac{\lambda^2}{2} R_2 \right) \right] \]

\[
+ \varepsilon_3 (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) \left[ R_0 + \lambda \left( R_0 + \frac{\lambda^2}{2} R_2 \right) \right] \]

\[
+ \varepsilon_4 (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) \left[ R_0 + \lambda \left( R_0 + \frac{\lambda^2}{2} R_2 \right) \right] \]

\[
+ \varepsilon_5 (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) \left[ R_0 + \lambda \left( R_0 + \frac{\lambda^2}{2} R_2 \right) \right] \]

\[
\text{(2-1-76)}
\]

\[
\tilde{\Delta}^{\mu\nu} = \frac{1}{\sqrt{-\varepsilon_2}} (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) \left[ R_0 + \lambda \left( R_0 + \frac{\lambda^2}{2} R_2 \right) \right] \]

\[
+ \frac{1}{\sqrt{-\varepsilon_3}} (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) \left[ R_0 + \lambda \left( R_0 + \frac{\lambda^2}{2} R_2 \right) \right] \]

\[
\text{(2-1-77)}
\]

For example $\Delta^{\mu\nu}$ can be calculated for time-like curve as

\[
\Delta^{\mu\nu} = - (\eta^\nu m^\mu - \eta^\nu \bar{m}^\mu) (R_0 + \lambda R_2) - (\eta^\nu m^\mu + \bar{m}^\mu) (R_0 - \lambda R_2) \]

\[
+ (\eta^\nu m^\mu + \eta^\nu \bar{m}^\mu) (R_0 + \lambda R_2) \]

\[
+ (\eta^\nu \bar{m}^\mu + \eta^\nu m^\mu) (R_0 - \lambda R_2) \]

\[
- (\eta^\nu m^\mu - \eta^\nu \bar{m}^\mu) (- \lambda^2 R_2) \]

\[
\text{(2-1-78)}
\]

and for space-like curves with indicators $\varepsilon_2 = -1$, $\varepsilon_0 = \varepsilon_1 = \varepsilon_3 = 1$

\[
\tilde{\Delta}^{\mu\nu} = (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (R_0 + \lambda R_2) + (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (R_0 - \lambda R_2) \]

\[
+ (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (R_0 + \lambda R_2) \]

\[
+ (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (R_0 - \lambda R_2) \]

\[
+ (\bar{\eta}^\nu l_1 + \bar{\eta}^\nu l_2) (2 R_2) \]

\[
\text{(2-1-79)}
\]
We now proceed to the rewriting of Eqs. (2-1-24) and (2-1-25) as

\[
\frac{d}{ds} \xi^A = \left[ \xi^C \right] \cdot \xi^A
\]

\[
= \xi^C \cdot \xi^A
\]

(2-1-80)

and

\[
\frac{d}{ds} \cdot ^{\xi}A = \xi^C \cdot \xi^A
\]

(2-1-81)

where

\[
\xi^A = \xi^A
\]

\[
= \frac{1}{2} \begin{pmatrix} \xi^A \\ \eta^A \\ \xi^B \\ \eta^B \end{pmatrix}
\]

\[
\x = \frac{1}{2} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & \eta^C & 0 & 0 \\ 0 & 0 & \xi^B & 0 \\ 0 & 0 & 0 & \eta^D \end{pmatrix}
\]

\[
\xi^C = \frac{1}{2} \begin{pmatrix} \xi^C & 0 & 0 & 0 \\ 0 & \eta^C & 0 & 0 \\ 0 & 0 & \xi^B & 0 \\ 0 & 0 & 0 & \eta^D \end{pmatrix}
\]

\[
\begin{align*}
\frac{d}{ds} \cdot ^{\xi}A &= \frac{1}{2} \begin{pmatrix} \xi^A \\ \eta^A \\ \xi^B \\ \eta^B \end{pmatrix} \\
&= \frac{1}{2} \begin{pmatrix} \xi^A \\ \eta^A \\ \xi^B \\ \eta^B \end{pmatrix}
\end{align*}
\]

(2-1-84)
and

\[
\eta^C = \frac{1}{2} \begin{bmatrix}
\xi^C & 0 & 0 & 0 \\
0 & \eta^C & 0 & 0 \\
0 & 0 & \xi^D & 0 \\
0 & 0 & 0 & \eta^D
\end{bmatrix}
\]  
(2-1-85)

Then noting \( \Gamma_{11} = \Gamma_{44}, \Gamma_{22} = \Gamma_{33}, \Gamma_{11} = -\Gamma_{22}, \Gamma_{12} = \Gamma_{21} \) and \( \Gamma_{34} = \Gamma_{43} \); \( \Phi_C^A \) is calculated as

\[
\Phi_C^A = \eta^C \cdot \begin{bmatrix}
\xi^A \\
- (\Gamma_{11} \xi^A + \Gamma_{12} \eta^A) \eta^C \\
(\Gamma_{12} \xi^A - \Gamma_{11} \eta^A) \xi^C \\
(\Gamma_{11} \xi^B + \Gamma_{12} \eta^B) \eta^D \\
- (\Gamma_{12} \xi^B - \Gamma_{11} \eta^B) \xi^D
\end{bmatrix}
\]  
(2-1-86)

where

\[
\eta^C = \frac{1}{2} \begin{bmatrix}
-\eta^C & 0 & 0 & 0 \\
0 & \xi^C & 0 & 0 \\
0 & 0 & -\eta^D & 0 \\
0 & 0 & 0 & \xi^D
\end{bmatrix}
\]  
(2-1-87)

Likewise, noting \( \Gamma_{11} = \Gamma_{44}, \Gamma_{22} = \Gamma_{33}, \Gamma_{11} = -\Gamma_{22}, \Gamma_{12} = \Gamma_{21} \) and
$\tilde{\Pi}_{34} = \tilde{\Pi}_{43} = \tilde{\Pi}_{12} = \tilde{\Pi}_{21}$, $\Pi^A_C$ is calculated as

$$\Pi^A_C = \frac{1}{2} \tilde{\Pi} \cdot \tilde{\Pi} \cdot \tilde{\eta}^A$$

$$= \frac{1}{4} \begin{pmatrix}
-\left(\tilde{\Pi}_{11}\tilde{\eta}^A + \tilde{\Pi}_{12}\tilde{\eta}^A\right) & \tilde{\eta}_C

\left(\tilde{\Pi}_{12}\tilde{\eta}^A - \tilde{\Pi}_{11}\tilde{\eta}^A\right) & \tilde{\xi}_C

\left(\tilde{\Pi}_{11}\tilde{\eta}^B + \tilde{\Pi}_{12}\tilde{\eta}^B\right) & \tilde{\eta}_D

\left(\tilde{\Pi}_{12}\tilde{\eta}^B - \tilde{\Pi}_{11}\tilde{\eta}^B\right) & \tilde{\xi}_D
\end{pmatrix}, \quad (2-1-88)$$

where

$$\tilde{\eta} = \frac{1}{2} \begin{pmatrix}
-\tilde{\eta}_C

0

\tilde{\xi}_C

0

0

\tilde{\eta}_D

0

\tilde{\xi}_D
\end{pmatrix}, \quad (2-1-89)$$

Similar consideration as given to $\Pi^{\mu\nu}$ in Eqs. (2-1-62) and (2-1-64) reduces Eqs. (2-1-86) and (2-1-88) to

$$\Pi^A_C = \frac{1}{4} \begin{pmatrix}
-\tilde{\Pi} \cdot \left(\tilde{\eta}^A \tilde{\eta}_C + \tilde{\eta}^A \tilde{\xi}_C - \tilde{\eta}^B \tilde{\eta}_D - \tilde{\eta}^B \tilde{\xi}_D\right) - \tilde{\Pi} \cdot \left(\tilde{\eta}^A \tilde{\eta}_C + \tilde{\eta}^A \tilde{\xi}_C - \tilde{\eta}^B \tilde{\eta}_D - \tilde{\eta}^B \tilde{\xi}_D\right) - \left(\tilde{\eta}^A \tilde{\eta}_C + \tilde{\eta}^A \tilde{\xi}_C - \tilde{\eta}^B \tilde{\eta}_D - \tilde{\eta}^B \tilde{\xi}_D\right) - \left(\tilde{\eta}^A \tilde{\eta}_C + \tilde{\eta}^A \tilde{\xi}_C - \tilde{\eta}^B \tilde{\eta}_D - \tilde{\eta}^B \tilde{\xi}_D\right)\end{pmatrix} \right.$$
and

\[
D^A_c = \frac{1}{44} \left\{ -2A - 8\epsilon B + 2C + 4D - 2E - 2F - 2G - \frac{1}{2} \left[ -2A - 8\epsilon B + 2C + 4D - 2E - 2F - 2G + \frac{1}{2} \right] \right\} .
\]  
(2-1-91)

For example \( D^A_c \) is calculated for time-like curve as

\[
D^A_c = \frac{1}{2} \left[ -2A - 8\epsilon B + 2C + 4D - 2E - 2F - 2G - \frac{1}{2} \left[ -2A - 8\epsilon B + 2C + 4D - 2E - 2F - 2G + \frac{1}{2} \right] \right] ,
\]  
(2-1-92)

and for space-like curves with indicators \( \epsilon_2 = -1, \epsilon_0 = \epsilon_1 = \epsilon_3 = 1 \)

\[
D^A_c = \frac{1}{2} \left[ -2A - 8\epsilon B + 2C + 4D - 2E - 2F - 2G - \frac{1}{2} \left[ -2A - 8\epsilon B + 2C + 4D - 2E - 2F - 2G + \frac{1}{2} \right] \right] .
\]  
(2-1-93)

We then rewrite Eqs. (2-1-40) and (2-1-41) as

\[
\frac{d}{ds} \Psi^A = \frac{\partial}{\partial \tau} \Psi^A
\]

\[
= \frac{\partial}{\partial \tau} \mathcal{D}^A_c ,
\]  
(2-1-94)

and

\[
\frac{d}{ds} \Phi^A = \frac{\partial}{\partial \tau} \Phi^A
\]

\[
= \frac{\partial}{\partial \tau} \mathcal{D}^A_c ,
\]  
(2-1-95)
\[
\psi^A = \psi
\]
\[
= \frac{1}{\sqrt{2}} \begin{bmatrix} \varphi_a \\ \chi_b \end{bmatrix}
\]
\[
= \frac{1}{2} \begin{bmatrix} \eta^A \\ \xi_A \\ \xi_B \\ \eta^*_B \end{bmatrix}
\]

\[
\psi^A = \psi
\]
\[
= \frac{1}{\sqrt{2}} \begin{bmatrix} \varphi_c \\ \chi_d \end{bmatrix}
\]
\[
= \frac{1}{2} \begin{bmatrix} \sigma_c \\ \varphi_c \\ 0 \\ 0 \\ \chi_d \end{bmatrix}
\]

and

\[
\psi^c = \frac{1}{\sqrt{2}} \begin{bmatrix} \varphi_c \\ \chi_d \end{bmatrix}
\]

(2-1-96)

(2-1-97)

(2-1-98)

(2-1-99)
Then \( \Omega^A_c \) and \( \Omega^A_{\bar{c}} \) are calculated as

\[
\Omega^A_c = \chi_c \cdot \Theta \cdot \Phi^A
\]

\[
= \chi_c \cdot \Theta \cdot \sum_l \cdot \sum^{-1} \cdot \Theta^{-1} \cdot \Phi^A
\]

\[
= \chi_c \cdot \Theta \cdot \sum_l \cdot \Theta^{-1} \cdot \sum^{-1} \cdot \Theta^{-1} \cdot \Phi^A
\]

\[
= \frac{1}{4\pi} \left[ \begin{array}{cc} \chi^c & 0 \\ 0 & -\chi_d \end{array} \right] \left[ \begin{array}{c} \Phi_{11} \Phi_{12} \\ \Phi_{21} \Phi_{22} \end{array} \right] \frac{1}{\sqrt{2}} \left[ \begin{array}{c} \Phi_a \\ \chi_b \end{array} \right]
\]

\[
= \frac{1}{2} \left[ \begin{array}{c} \Phi_{11} \chi_a \chi^c + \Phi_{12} \chi_b \chi^c \\ -\Phi_{21} \chi_a \chi^d - \Phi_{22} \chi_b \chi^d \end{array} \right]
\]

\[
= \frac{1}{8} \left[ -(2\sqrt{2\epsilon_e}) \chi_a \chi^c \left\{ (1-6\epsilon_e) \Phi_{11} \Phi_{12} + [\phi_e (1-6\epsilon_e) \chi^d - 6\epsilon_e (1-6\epsilon_e)] \Phi_{21} \Phi_{22} \right\} \chi_b \chi^c \\
(1-6\epsilon_e) \Phi_{11} + [\phi_e (1-6\epsilon_e) \chi^d - 6\epsilon_e (1-6\epsilon_e)] \Phi_{21} \Phi_{22} \right\} \chi_a \chi^d - (2\sqrt{2\epsilon_e}) \chi_b \chi^d
\]

(2-1-100)

and

\[
\Omega^A_{\bar{c}} = \chi_{\bar{c}} \cdot \overline{\Theta} \cdot \overline{\Phi}^A
\]

\[
= \frac{1}{4\pi} \left[ \begin{array}{cc} \chi^c & 0 \\ 0 & -\chi_d \end{array} \right] \left[ \begin{array}{c} \Phi_{11} \Phi_{12} \\ \Phi_{21} \Phi_{22} \end{array} \right] \frac{1}{\sqrt{2}} \left[ \begin{array}{c} \Phi_a \\ \chi_b \end{array} \right]
\]

\[
= \frac{1}{2} \left[ \begin{array}{c} \Phi_{11} \chi_a \chi^c + \Phi_{12} \chi_b \chi^c \\ -\Phi_{21} \chi_a \chi^d - \Phi_{22} \chi_b \chi^d \end{array} \right]
\]

\[
= \frac{1}{8} \left[ -(2\sqrt{2\epsilon_e}) \chi_a \chi^c \left\{ (1-6\epsilon_e) \Phi_{11} \Phi_{12} + [\phi_e (1-6\epsilon_e) \chi^d - 6\epsilon_e (1-6\epsilon_e)] \Phi_{21} \Phi_{22} \right\} \chi_b \chi^c \\
(1-6\epsilon_e) \Phi_{11} + [\phi_e (1-6\epsilon_e) \chi^d - 6\epsilon_e (1-6\epsilon_e)] \Phi_{21} \Phi_{22} \right\} \chi_a \chi^d - (2\sqrt{2\epsilon_e}) \chi_b \chi^d
\]

(2-1-101)
Similar to Eqs. (2-1-90) and (2-1-91), from Eqs. (2-1-100) and (2-1-101), we obtain

$$ dQ^A_c = \frac{1}{8} \left[ (\epsilon_1 \gamma_{1b} \gamma_{1d} - \epsilon_2 \gamma_{2b} \gamma_{2d} - \epsilon_3 \gamma_{3b} \gamma_{3d}) - \left( \gamma_{1b} \gamma_{2d} - \gamma_{2b} \gamma_{1d} \right) - \left( \gamma_{1b} \gamma_{3d} - \gamma_{3b} \gamma_{1d} \right) - \left( \gamma_{2b} \gamma_{3d} - \gamma_{3b} \gamma_{2d} \right) \right] \gamma^A_c \gamma^B_c (\gamma^X_c - \gamma^Y_c) $$

(2-1-102)

and

$$ dQ^A_c = \frac{1}{8} \left[ (\epsilon_1 \gamma_{1b} \gamma_{1d} - \epsilon_2 \gamma_{2b} \gamma_{2d} - \epsilon_3 \gamma_{3b} \gamma_{3d}) - \left( \gamma_{1b} \gamma_{2d} - \gamma_{2b} \gamma_{1d} \right) - \left( \gamma_{1b} \gamma_{3d} - \gamma_{3b} \gamma_{1d} \right) - \left( \gamma_{2b} \gamma_{3d} - \gamma_{3b} \gamma_{2d} \right) \right] \gamma^A_c \gamma^B_c (\gamma^X_c - \gamma^Y_c) $$

(2-1-103)

For example, $dQ^A_c$ is calculated for time-like curves as

$$ dQ^A_c = \frac{1}{4} \left[ (\gamma^c_1 (\gamma^X_c - \gamma^Y_c) - (\gamma^c_2 \gamma^c_1 \gamma^X_c) (\gamma^c_3 - \gamma^c_4)) \right] $$

(2-1-104)

and for space-like curves with indicators $\epsilon_2 = -1$, $\epsilon_0 = \epsilon_1 = \epsilon_3 = 1$ as

$$ dQ^A_c = \frac{1}{4} \left[ - (\gamma^c_1 (\gamma^X_c - \gamma^Y_c) - (\gamma^c_2 \gamma^c_1 \gamma^X_c) (\gamma^c_3 - \gamma^c_4)) \right] $$

(2-1-105)

Just as we rewrite Eqs. (2-1-40) and (2-1-41) as in Eqs. (2-1-94) and (2-1-95), we now rewrite Eqs. (2-1-53) and (2-1-54) as

$$ \frac{d}{ds} X^A_c = X^A_c \left( \frac{d}{ds} \right) $$

$$ = dQ^A_c \cdot X^c $$

(2-1-106)

where
\[
\begin{align*}
\text{II} & = I_{11} \otimes \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} + \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \cdot \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix} \\
& = \begin{bmatrix} \Gamma_{33}^* & 0 & -\Gamma_{12}^* \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33}^* & 0 & -\Gamma_{12}^* \delta_{A} \delta_{B} \\ -\Gamma_{12}^* \delta_{A} \delta_{B} & 0 & \Gamma_{44}^* & 0 \\ 0 & -\Gamma_{12}^* \delta_{A} \delta_{B} & 0 & \Gamma_{44}^* \end{bmatrix} \\
& = \begin{bmatrix} \Gamma_{33}^* & 0 & -\Gamma_{12}^* \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33}^* & 0 & -\Gamma_{12}^* \delta_{A} \delta_{B} \\ -\Gamma_{12}^* \delta_{A} \delta_{B} & 0 & \Gamma_{44}^* & 0 \\ 0 & -\Gamma_{12}^* \delta_{A} \delta_{B} & 0 & \Gamma_{44}^* \end{bmatrix} \\
\text{and} \\
\bar{Q}_{A}^{c} = (\bar{Q}_{C}))^{\otimes 2} \\
& = (\bar{Q}_{A}^{\otimes 2})^{\otimes 2} (\bar{Q}_{C}^{\otimes 2})^{\otimes 2} \\
& = \bar{Q}_{A}^{\otimes 2} (\bar{Q}_{C}^{\otimes 2})^{\otimes 2} \\
& = \frac{1}{4} \left[ \begin{bmatrix} \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} \\ -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} & 0 \\ 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} \end{bmatrix} \right]^{\otimes 2} \\
& = \bar{Q}_{A}^{\otimes 2} (\bar{Q}_{C}^{\otimes 2})^{\otimes 2} \\
& = \frac{1}{4} \left[ \begin{bmatrix} \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} \\ -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} & 0 \\ 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} \end{bmatrix} \right]^{\otimes 2} \\
& = \frac{1}{4} \left[ \begin{bmatrix} \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} \\ -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} & 0 \\ 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} \end{bmatrix} \right]^{\otimes 2} \\
& = \frac{1}{4} \left[ \begin{bmatrix} \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} \\ -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} & 0 \\ 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} \end{bmatrix} \right]^{\otimes 2} \\
& = \frac{1}{4} \left[ \begin{bmatrix} \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 \\ 0 & \Gamma_{33} & 0 & -\Gamma_{12} \delta_{A} \delta_{B} \\ -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} & 0 \\ 0 & -\Gamma_{12} \delta_{A} \delta_{B} & 0 & \Gamma_{44} \end{bmatrix} \right]^{\otimes 2} \\
\text{and} \\
\frac{1}{4} \bar{Q}_{A}^{c} = \bar{Q}_{A}^{\otimes 2} (\bar{Q}_{C}^{\otimes 2})^{\otimes 2} \\
(2.1-108)
\end{align*}
\]
where

\[
\ll_{10}^{1} = \begin{bmatrix}
\frac{\beta^*}{12} & 0 & -\frac{\beta^*}{49} & 0 & 0 \\
0 & \frac{\beta^*}{52} & 0 & -\frac{\beta^*}{112} & \delta_A \\
-\frac{\beta^*}{7} & 0 & \frac{\delta^*}{124} & 0 & 0 \\
0 & -\frac{\beta^*}{12} & \delta_B & 0 & 0 \\
0 & 0 & 0 & \frac{\beta^*}{11} & 0
\end{bmatrix}
\]  

(2-1-110)

and

\[
dQ^C_C = \frac{1}{4} \begin{bmatrix}
-\frac{\epsilon^*}{112} & \frac{\epsilon^*}{64} & \frac{\epsilon^*}{128} & \frac{\epsilon^*}{64} & \frac{\epsilon^*}{128} \\
\frac{\epsilon^*}{64} & -\frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} \\
\frac{\epsilon^*}{128} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{768} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{768} \\
\frac{\epsilon^*}{64} & \frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} \\
\frac{\epsilon^*}{128} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{768} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{768}
\end{bmatrix}
\]  

(2-1-111)

respectively. In a similar way as Eq. (2-1-66), we re-express Eqs. (2-1-108) and (2-1-111) as

\[
d\alpha^C_C = \frac{1}{4} \begin{bmatrix}
-\frac{\epsilon^*}{112} & \frac{\epsilon^*}{64} & \frac{\epsilon^*}{128} & \frac{\epsilon^*}{64} & \frac{\epsilon^*}{128} \\
\frac{\epsilon^*}{64} & -\frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} \\
\frac{\epsilon^*}{128} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{768} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{768} \\
\frac{\epsilon^*}{64} & \frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} \\
\frac{\epsilon^*}{128} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{768} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{768}
\end{bmatrix}
\]  

(2-1-112)

and

\[
d\alpha^C_C = \frac{1}{4} \begin{bmatrix}
-\frac{\epsilon^*}{112} & \frac{\epsilon^*}{64} & \frac{\epsilon^*}{128} & \frac{\epsilon^*}{64} & \frac{\epsilon^*}{128} \\
\frac{\epsilon^*}{64} & -\frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} \\
\frac{\epsilon^*}{128} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{768} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{768} \\
\frac{\epsilon^*}{64} & \frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{192} & \frac{\epsilon^*}{384} \\
\frac{\epsilon^*}{128} & \frac{\epsilon^*}{384} & \frac{\epsilon^*}{768} & \frac{\epsilon^*}{384} & -\frac{\epsilon^*}{768}
\end{bmatrix}
\]  

(2-1-113)
For example, for time-like curve, $\xi^A$ is calculated as
\[
\xi^A = \frac{1}{2} \left[ -\lambda \tilde{\xi}^c + \xi^c + \lambda \xi^c + \frac{D}{D_t} \tilde{\xi}^c \right] (\xi^c, B, C) (\xi^c, A, B, C) - (\xi^c, C, B, A) \xi^c + \frac{D}{D_t} \xi^c + \xi^c
\]
and for space-like curves with indicators $\epsilon_2 = -1$, $\epsilon_0 = \epsilon_1 = \epsilon_3 = 1$, we obtain
\[
\xi^A = \frac{1}{2} \left[ -\lambda \tilde{\xi}^c + \xi^c + \lambda \xi^c + \frac{D}{D_t} \tilde{\xi}^c \right] (\xi^c, B, C) (\xi^c, A, B, C) - (\xi^c, C, B, A) \xi^c + \frac{D}{D_t} \xi^c + \xi^c
\]

We then rewrite Eqs. (2-1-24) and (2-1-25) as
\[
\frac{\text{d}}{\text{d}s} \xi^A = \nabla_{\dot{A}} \xi^A = \eta^C \nabla_{\dot{A}} \dot{C}^A
\]
and
\[
\frac{\text{d}}{\text{d}s} \xi^A = \nabla_{\dot{A}} \xi^A = \eta^C \nabla_{\dot{A}} \dot{C}^A
\]

where
\[
\eta^C = \begin{bmatrix}
\eta^c & 0 & 0 & 0 \\
0 & \xi^c & 0 & 0 \\
0 & 0 & \eta^D & 0 \\
0 & 0 & 0 & \xi^D
\end{bmatrix}
\]
In a similar manner to Eq. (2-1-60), Eqs. (2-1-120) and (2-1-121) are rewritten as

\[
\dot{\mathbf{E}}_A = \frac{1}{4} \left[ -P_{12} (\mathbf{A} \cdot \mathbf{E} - \frac{1}{2} \mathbf{E} \cdot \mathbf{E}) - P_{34} (\mathbf{B} \cdot \mathbf{D} - \frac{1}{2} \mathbf{D} \cdot \mathbf{D}) \right]
\]
\[
\n\Pi_T \mathcal{C} A = \frac{1}{2} \left\{ \frac{\dot{\gamma}}{\gamma} \left( \frac{\dot{\gamma}^A}{\gamma} - \frac{\dot{\gamma}^c}{\gamma} \frac{\ddot{\gamma}^c}{\gamma} \right) \right\} = \frac{1}{2} \left\{ \frac{\dot{\gamma}}{\gamma} \left( \frac{\dot{\gamma}^A}{\gamma} - \frac{\dot{\gamma}^c}{\gamma} \frac{\ddot{\gamma}^c}{\gamma} \right) \right\} = \frac{1}{2} \left\{ \frac{\dot{\gamma}}{\gamma} \left( \frac{\dot{\gamma}^A}{\gamma} - \frac{\dot{\gamma}^c}{\gamma} \frac{\ddot{\gamma}^c}{\gamma} \right) \right\}.
\]

(2-1-123)

For example, \( \Pi_T^{BA} \) is calculated for time-like curves as

\[
\Pi_T \mathcal{C} A = \frac{1}{2} \left( \frac{\dot{\gamma}}{\gamma} \left( \frac{\dot{\gamma}^A}{\gamma} - \frac{\dot{\gamma}^c}{\gamma} \frac{\ddot{\gamma}^c}{\gamma} \right) \right) = \frac{1}{2} \left( \frac{\dot{\gamma}^A}{\gamma} - \frac{\dot{\gamma}^c}{\gamma} \frac{\ddot{\gamma}^c}{\gamma} \right).
\]

(2-1-124)

and for space-like curves with indicators \( \varepsilon_2 = -1 \), \( \varepsilon_0 = \varepsilon_1 = \varepsilon_3 = 1 \) as

\[
\Pi_T \mathcal{C} A = \lambda R_2 \left( \frac{\dot{\gamma}^A}{\gamma} - \frac{\dot{\gamma}^c}{\gamma} \frac{\ddot{\gamma}^c}{\gamma} \right)
\]

(2-1-125)

We then rewrite Eqs. (2-1-40) and (2-1-41) instead of Eqs. (2-1-94) and (2-1-95) as

\[
\frac{d}{ds} \psi^A = \frac{\dot{\gamma}}{\gamma} \cdot \psi^A = \chi^c \cdot \Pi_T^a \quad (2-1-126)
\]

and

\[
\frac{d}{ds} \bar{\psi}^A = \frac{\dot{\gamma}}{\gamma} \cdot \bar{\psi}^A = \frac{\dot{\gamma}^c}{\gamma} \cdot \Pi_T^a \quad (2-1-127)
\]
where
\[
\overline{T}_c^a = \overline{\Phi}_c \cdot \frac{\gamma}{\mu} \cdot \Phi_c^A
\]
\[
= \frac{1}{\sqrt{2}} \begin{bmatrix} \Phi_c & 0 \\ 0 & -\gamma^d \end{bmatrix} \begin{bmatrix} \Phi_{c_1} & \Phi_{c_2} \\ \Phi_{c_1} & \Phi_{c_2} \end{bmatrix} \frac{1}{\sqrt{2}} \begin{bmatrix} \gamma_a \\ \gamma_b \end{bmatrix}
\]
\[
= \frac{1}{2} \begin{bmatrix} \overline{\Phi}_{c_1} \gamma_a \gamma_c + \overline{\Phi}_{c_2} \gamma_b \gamma_c \\ -\overline{\Phi}_{c_1} \gamma_a \gamma_d - \overline{\Phi}_{c_2} \gamma_b \gamma_d \end{bmatrix}
\]
(2-1-128)

and
\[
\overline{T}_c^a = \overline{\Phi}_c \cdot \frac{\gamma}{\mu} \cdot \Phi_c^A
\]
\[
= \frac{1}{2} \begin{bmatrix} \overline{\Phi}_{c_1} \gamma_a \gamma_c + \overline{\Phi}_{c_2} \gamma_b \gamma_c \\ -\overline{\Phi}_{c_1} \gamma_a \gamma_d - \overline{\Phi}_{c_2} \gamma_b \gamma_d \end{bmatrix}
\]
(2-1-129)

In a similar manner to Eq. (2-1-62), Eqs. (2-1-128) and (2-1-129) are rewritten as
\[
\overline{T}_c^a = \frac{1}{2} \left[ \overline{\Phi}_{c_1} \gamma_a \gamma_c + \overline{\Phi}_{c_2} \gamma_b \gamma_c - \overline{\Phi}_{c_1} \gamma_a \gamma_d - \overline{\Phi}_{c_2} \gamma_b \gamma_d \right]
\]
\[
= \frac{1}{2} \left[ -\left( 2 \sqrt{11} \gamma_a \gamma_c \gamma_b \gamma_d - \gamma_{11} \gamma_c \gamma_b \gamma_d \right) \right.
\]
\[
\left. - \left[ \gamma_{15} \gamma_a \gamma_c \gamma_b \gamma_d - \gamma_{15} \gamma_a \gamma_c \gamma_b \gamma_d \right] \right]
\]
(2-1-130)

and
\[
\overline{T}_c^a = \frac{1}{2} \left[ \overline{\Phi}_{c_1} \gamma_a \gamma_c + \overline{\Phi}_{c_2} \gamma_b \gamma_c - \overline{\Phi}_{c_1} \gamma_a \gamma_d - \overline{\Phi}_{c_2} \gamma_b \gamma_d \right]
\]
\[
= \frac{1}{2} \left[ -\left( \sqrt{11} \gamma_a \gamma_c \gamma_b \gamma_d - \gamma_{11} \gamma_c \gamma_b \gamma_d \right) \right.
\]
\[
\left. - \left[ \gamma_{15} \gamma_a \gamma_c \gamma_b \gamma_d - \gamma_{15} \gamma_a \gamma_c \gamma_b \gamma_d \right] \right]
\]
(2-1-131)
For example, $\Pi^a_c$ is calculated for time-like curves as

$$\Pi^a_c = \lambda R_1(\psi_a^c + \chi^c) - \lambda R_0(I^a_c \psi^c - I^c_a \psi^c) + \lambda R_2(\psi_1^{(5)} - \chi_1^{(5)}) + \lambda R_3(\psi_2^{(5)} - \chi_2^{(5)})$$

and for space-like curves with indicators $\varepsilon_2 = -1$, $\varepsilon_0 = \varepsilon_1 = \varepsilon_2 = 1$ as

$$\Pi^a_c = -\lambda R_1(\psi_a^c + \chi^c) - \lambda R_2(\psi_1^{(5)} - \chi_1^{(5)}) - \lambda R_3(\psi_2^{(5)} - \chi_2^{(5)})$$

(2-1-132)

We then take the bispinor adjoint of Eqs. (2-1-126) and (2-1-127) or rewrite Eqs. (2-1-53) and (2-1-54) to obtain

$$\frac{d}{ds} \chi^A = \frac{d}{ds} (\psi^A) \oplus$$

$$= \chi^A \cdot \left(\begin{array}{c} \frac{1}{\sqrt{2}} \left[ \chi^a \cdot \psi^a \right] \\ \frac{1}{\sqrt{2}} \left[ \chi^a \cdot \chi^a \right] \end{array} \right)$$

$$= \left(\Pi^A_c \oplus \chi^C \right) \oplus \left(\psi^A \oplus \psi^C \right)$$

(2-1-134)

and

$$\left(\Pi^A \oplus \psi^C \right) = \chi^A \cdot \chi^C$$

$$= \frac{1}{\sqrt{2}} \left[ \chi^a \cdot \psi^a \right] \cdot \left(\Pi^A_c \oplus \chi^C \right)$$

$$= \frac{1}{\sqrt{2}} \left[ \chi^a \cdot \psi^a \right] \cdot \left(\chi^C \oplus \chi^C \right)$$

$$= \frac{1}{\sqrt{2}} \left[ \chi^a \cdot \psi^a \right] \cdot \left(\chi^C \oplus \chi^C \right)$$

(2-1-135)
and
\[
(\bar{\eta} \eta^\Psi) \text{ }_A^C = \frac{1}{2} \left[ \bar{\eta}_1 \gamma^\alpha y_c + \bar{\eta}_2 \gamma^\alpha y \chi_d \right] - \frac{1}{2} \left[ \bar{\eta}_1 \gamma^\alpha y_c + \bar{\eta}_2 \gamma^\alpha y \chi_d \right]
\]
\[
= \frac{1}{2} \left[ -\frac{1}{2} \left( \frac{2}{\sqrt{\lambda^2 + t^2}} \right) \left( \gamma^\alpha y c - y \chi d \right) \right] - \frac{1}{2} \left[ \frac{1}{\sqrt{T^2 + \lambda^2}} \right] \left( \gamma^\alpha y c - y \chi d \right)
\]
\[
\text{In a similar manner to Eq. (2-1-62), Eqs. (2-1-135) and (2-1-136) are re-expressed as}
\]
\[
(\bar{\eta} \eta^\Psi) \text{ }_A^C = \frac{1}{2} \left[ \bar{\eta}_1 \gamma^\alpha y_c + \bar{\eta}_2 \gamma^\alpha y \chi_d \right] - \frac{1}{2} \left[ \bar{\eta}_1 \gamma^\alpha y_c + \bar{\eta}_2 \gamma^\alpha y \chi_d \right]
\]
\[
+ \left[ \frac{1}{\sqrt{T^2 + \lambda^2}} \right] \left( \gamma^\alpha y c - y \chi d \right)
\]
\[
\text{and}
\]
\[
(\bar{\eta} \eta^\Psi) \text{ }_A^C = \frac{1}{2} \left[ \bar{\eta}_1 \gamma^\alpha y_c + \bar{\eta}_2 \gamma^\alpha y \chi_d \right] - \frac{1}{2} \left[ \bar{\eta}_1 \gamma^\alpha y_c + \bar{\eta}_2 \gamma^\alpha y \chi_d \right]
\]
\[
+ \left[ \frac{1}{\sqrt{T^2 + \lambda^2}} \right] \left( \gamma^\alpha y c - y \chi d \right)
\]
\[
\text{For example } (\bar{\eta} \eta^\Psi) \text{ }_A^C \text{ is calculated for time-like curve as}
\]
\[
(\bar{\eta} \eta^\Psi) \text{ }_A = -\frac{1}{2} \left[ \gamma^\alpha y c - y \chi d \right] \gamma^\alpha y c - y \chi d \right) \right] + \gamma^\alpha y c - y \chi d \right)
\]
\[
+ \gamma^\alpha y c - y \chi d \right)
\]
\[
\text{(2-1-139)}
\]
and for space-like curves with indicators $\epsilon_2 = -1$, $\epsilon_0 = \epsilon_1 = \epsilon_3 = 1$ as

\[(\Pi^3)_{\alpha} = -R_{1}(\chi^2 u_{\alpha} - 4 b_{\beta} c_{\gamma} \chi_{\lambda}) + i R_{2}(\gamma^{(3)}_{\alpha} u_{\beta} c_{\gamma} + \gamma^{(5)}_{\alpha} \chi_{\beta} \chi_{\gamma}).\] 

(2-1-140)
(ii) SOLUTIONS

In Section 1-[W] we solved a set of simultaneous linear ordinary differential equations of third order for $\xi$ and of fourth order for $\eta$ assuming all the Frenet-Serret coefficients to be constant. The latter can be readily applied to the solution of the same for $\xi$ and $\eta$. Moreover characteristic roots are the same since only linear transformation is involved. However, since $\xi$ and $\eta$ are not introduced via linear transformation, characteristic roots are not the same. Also noteworthy is the fact that $\xi$ and $\eta$ are decoupled into a set of two by two matrices. Thus we write again

$$\frac{d}{ds} \xi = \bar{\mathcal{P}} \cdot \xi \quad . \quad (2-1-24)$$

Characteristic roots can be found by solving

$$\begin{vmatrix}
\bar{\mathcal{P}}_{11} - \lambda & \bar{\mathcal{P}}_{12} & 0 & 0 \\
\bar{\mathcal{P}}_{21} & \bar{\mathcal{P}}_{22} - \lambda & 0 & 0 \\
0 & 0 & \bar{\mathcal{P}}_{33} - \lambda & \bar{\mathcal{P}}_{34} \\
0 & 0 & \bar{\mathcal{P}}_{43} & \bar{\mathcal{P}}_{44} - \lambda \\
\end{vmatrix}$$

$$= [\lambda^2 - (\bar{\mathcal{P}}_{11} + \bar{\mathcal{P}}_{22}) \lambda + \bar{\mathcal{P}}_{11} \bar{\mathcal{P}}_{22} - \bar{\mathcal{P}}_{12} \bar{\mathcal{P}}_{21}] [\lambda^2 - (\bar{\mathcal{P}}_{33} + \bar{\mathcal{P}}_{44}) \lambda + \bar{\mathcal{P}}_{33} \bar{\mathcal{P}}_{44} - \bar{\mathcal{P}}_{34} \bar{\mathcal{P}}_{43}]$$

$$= 0 \quad , \quad (2-2-1)$$
\[ \lambda_{ij} = \frac{(\Gamma_{ij} + \Gamma_{jj}) \pm \sqrt{(\Gamma_{ij} + \Gamma_{jj})^2 + 4(\Gamma_{ij} \Gamma_{jj} - \Gamma_{ii} \Gamma_{jj})}}{2} \]

\[ = \pm \sqrt{\Gamma_{ii} \Gamma_{jj} - \Gamma_{ii} \Gamma_{jj}} \]

\[ = \pm \sqrt{\frac{1}{8}(1 - \varepsilon_0) \left[ \varepsilon_0 \left[ \varepsilon_0 (1 - \varepsilon_0) + (1 - 6\varepsilon_0) \frac{R_1^2}{R_2^2} + \frac{1}{4\varepsilon_0} \frac{R_1^2}{R_2^2} \right] - \frac{1}{4\varepsilon_0} \frac{R_1^2}{R_2^2} \right]} \quad (2-2-2) \]

and

\[ \lambda_{kl} = \frac{(\Gamma_{kl} + \Gamma_{kk}) \pm \sqrt{(\Gamma_{kl} + \Gamma_{kk})^2 + 4(\Gamma_{kl} \Gamma_{kk} - \Gamma_{kk} \Gamma_{kk})}}{2} \]

\[ = \pm \sqrt{\Gamma_{kk} \Gamma_{kk} - \Gamma_{kk} \Gamma_{kk}} \]

\[ = \pm \sqrt{\frac{1}{8}(1 - \varepsilon_0) \left[ \varepsilon_0 \left[ \varepsilon_0 (1 - \varepsilon_0) + (1 - 6\varepsilon_0) \frac{R_1^2}{R_2^2} + \frac{1}{4\varepsilon_0} \frac{R_1^2}{R_2^2} \right] - \frac{1}{4\varepsilon_0} \frac{R_1^2}{R_2^2} \right]} \quad (2-2-3) \]

They are calculated to be

\[ \lambda_{ij} = \frac{1}{2}(\varepsilon_0^2 - \varepsilon_1^2 - \varepsilon_2^2 \pm 2\varepsilon_2 R_1^2) \quad (2-2-4) \]

and

\[ \lambda_{kl} = \frac{1}{2}(\varepsilon_0^2 - \varepsilon_1^2 - \varepsilon_2^2 \pm 2\varepsilon_2 R_1^2) \quad (2-2-5) \]
for time-like curve and

$$\lambda_{ij} = \frac{\phi_i}{2}$$  \hspace{1cm} (2-2-6)

for space-like curve with indicators $\xi_0 = \xi_1 = \xi_3 = 1$, $\xi_2 = -1$.

General solution for $\xi^A$ and $\eta^A$ can be written as

$$\begin{bmatrix} \xi^A \\ \eta^A \end{bmatrix} = \begin{bmatrix} C_{11}C_{12} \\ C_{21}C_{22} \end{bmatrix} \begin{bmatrix} e^{\lambda_1 S} \\ e^{\lambda_2 S} \end{bmatrix}$$  \hspace{1cm} (2-2-7)

where $C$'s are integration constants and can be expressed in terms of initial values as

$$\begin{bmatrix} 1 & 1 \\ \lambda_1 & \lambda_2 \end{bmatrix} \begin{bmatrix} C_{11}C_{12} \\ C_{21}C_{22} \end{bmatrix} = \begin{bmatrix} \xi^A(0) & \eta^A(0) \\ \frac{d\xi^A}{dS}(0) & \frac{d\eta^A}{dS}(0) \end{bmatrix}$$

$$= \begin{bmatrix} \xi^A(0) & \eta^A(0) \\ \Gamma_{11}^\xi A(0) + \Gamma_{12}^\eta A(0) & \Gamma_{21}^\xi A(0) + \Gamma_{22}^\eta A(0) \end{bmatrix}$$  \hspace{1cm} (2-2-8)

$C$'s are expressed as

$$C_{11} = \frac{(\Gamma_{11} - \lambda_2)\xi^A(0) + \Gamma_{12}^\eta A(0)}{\lambda_1 - \lambda_2}$$
\[
\begin{align*}
\Gamma_{21} &= \frac{(\Gamma_{12} - \lambda_{1}) g^{A}(0) + \Gamma_{12} \eta^{A}(0)}{\lambda_{2} - \lambda_{1}} \\
\Gamma_{21} &= \left[ -\frac{\Gamma_{11} - \Gamma_{22}}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4\Gamma_{12} \Gamma_{21}}} + 1 \right] g^{A}(0) - \frac{\Gamma_{12}}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4\Gamma_{12} \Gamma_{21}}} \eta^{A}(0) \\
\Gamma_{21} &= \left( -\frac{(4\sqrt{6} - 14) R_{1}}{\sqrt{-16 R_{1}^2 - 8(1 - 6 \epsilon_{1}^{a}) \{R_{1}^{2} + 2 \epsilon_{1}^{a}(\epsilon_{1}^{a} - 2\epsilon_{2}^{a})/\sqrt{(1 - 6 \epsilon_{1}^{a})(1 - 6 \epsilon_{2}^{a})}\} R_{1} R_{2} + 6 \epsilon_{1}^{a} \epsilon_{2}^{a} R_{2}^2} \right) \frac{\partial A(0)}{\partial \gamma} + 1 \right) \frac{\partial A(0)}{\partial \gamma} \\
\Gamma_{21} &= \left[ -\frac{\Gamma_{11} - \Gamma_{22}}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4\Gamma_{12} \Gamma_{21}}} + 1 \right] g^{A}(0) - \frac{\Gamma_{12}}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4\Gamma_{12} \Gamma_{21}}} \eta^{A}(0) \\
\Gamma_{21} &= \frac{\Gamma_{21}}{\lambda_{1} - \lambda_{2}} g^{A}(0) + \left( -\frac{\Gamma_{11} - \Gamma_{22}}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4\Gamma_{12} \Gamma_{21}}} + 1 \right] \eta^{A}(0) \\
\Gamma_{21} &= \left( -\frac{(4\sqrt{6} - 14) R_{1}}{\sqrt{-16 R_{1}^2 - 8(1 - 6 \epsilon_{1}^{a}) \{R_{1}^{2} + 2 \epsilon_{1}^{a}(\epsilon_{1}^{a} - 2\epsilon_{2}^{a})/\sqrt{(1 - 6 \epsilon_{1}^{a})(1 - 6 \epsilon_{2}^{a})}\} R_{1} R_{2} + 6 \epsilon_{1}^{a} \epsilon_{2}^{a} R_{2}^2} \right) \frac{\partial A(0)}{\partial \gamma} + 1 \right) \frac{\partial A(0)}{\partial \gamma} \\
\end{align*}
\]
\[ C_{22} = \frac{\Gamma_{21} s_A(0) + (\Gamma_{22} - \lambda) \eta_A(0)}{\lambda - \lambda_1} \]

\[ = \frac{\Gamma_{21} s_A(0)}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4 \Gamma_{12} \Gamma_{21}}} + \frac{\Gamma_{11} - \Gamma_{22}}{\sqrt{(\Gamma_{11} - \Gamma_{22})^2 + 4 \Gamma_{12} \Gamma_{21}}} + 1 \eta_A(0) \]

\[ = \frac{-(1 - E_0 \xi) R_o + \xi \xi_1 \xi_2}{\xi_1 \xi_2} \frac{\xi \xi_3 + \xi (1 - E_0 \xi) (\xi - \xi_3 - \xi_4)}{\xi_1 \xi_2 + \xi \xi_3 \xi_4} \eta_A(0) \]

\[ + \left( \frac{4}{\sqrt{4 - E_0 \xi_1 \xi_2}} \frac{\xi}{\xi_1 \xi_2} + 1 \right) \eta_A(0) \]

(2-2-12)

For example, C's are calculated for time-like curve as

\[ C_{11} = \frac{-i \gamma_1}{\sqrt{(k - i \gamma_2)^2 - \gamma_1^2}} + 1 \eta_A(0) + \frac{k - i \gamma_2}{2\sqrt{(k - i \gamma_2)^2 - \gamma_1^2}} \eta_A(0) \]

(2-2-13)

\[ C_{21} = \frac{i \gamma_1}{\sqrt{(k - i \gamma_2)^2 - \gamma_1^2}} + 1 \eta_A(0) - \frac{k - i \gamma_2}{2\sqrt{(k - i \gamma_2)^2 - \gamma_1^2}} \eta_A(0) \]

(2-2-14)

\[ C_{12} = \frac{k - i \gamma_2}{2\sqrt{(k - i \gamma_2)^2 - \gamma_1^2}} \eta_A(0) + \frac{\gamma}{\sqrt{(k - i \gamma_2)^2 - \gamma_1^2}} + 1 \eta_A(0) \]

(2-2-15)
\[ C_{22} = -\frac{k - i\gamma_2}{2\sqrt{(k - i\gamma_2)^2 - \gamma_1^2}} \xi^A(0) + \left[ \frac{-i\gamma_1}{\sqrt{(k - i\gamma_2)^2 - \gamma_1^2}} + 1 \right] \eta^A(0) \]  

\[ (2-2-16) \]

and for space-like curves with indicators \( \epsilon_2 = -1, \epsilon_0 = \epsilon_1 = \epsilon_3 = 1 \) as

\[ C_{11} = 2 \xi^A(0) \]  

\[ C_{21} = 0 \]  

\[ C_{12} = 0 \]  

\[ C_{22} = 2 \eta^A(0) \]  

\[ (2-2-17) \]

\[ (2-2-18) \]

\[ (2-2-19) \]

\[ (2-2-20) \]
CHAPTER 3

A POINT CHARGE AND A FREELY SPINNING PARTICLE

We first describe the motion of a point particle with charge $e$ and mass $m$ in an electromagnetic field $F^{\mu\nu}$ by the Lorentz equation

$$\frac{d}{ds} U^\mu = \frac{e}{m} F^{\mu\nu} U^\nu .$$  \hspace{1cm} (3-1)

where $u^\mu$ is the 4 velocity of this particle.

Setting

$$U^\mu = e^\mu_{(a)}$$ \hspace{1cm} (3-2)

and assuming the field to be static, we obtain

$$\frac{d}{ds} e^\mu_{(a)} = \frac{e}{m} F^{\mu\nu} e^\nu_{(a)} .$$ \hspace{1cm} (3-3)

Darboux bivector is related to the field by

$$D^{\mu\nu} = \frac{e}{m} F^{\mu\nu} .$$ \hspace{1cm} (3-4)

Hence, using Eq. (2-1-62), we obtain the local electric, magnetic and 'Poynting' projections as

$$\frac{\varepsilon_e}{m} E^\mu = D^{\mu\nu} e^\nu_{(a)}$$

$$= a^\mu$$

$$= k_0 e^\mu_{11}$$

$$\frac{\varepsilon_m}{m} H^\mu = - D^{\mu\nu} e^\nu_{(a)}$$

$$= \Omega^\mu$$

$$= \varepsilon_0 \left( \varepsilon_1 k_1 e^\mu_{13} + \varepsilon_2 k_2 e^\mu_{(a)} \right) ,$$ \hspace{1cm} (3-5)

and

$$\left( \frac{\varepsilon_e}{m} \right)^2 R^\mu = \left( \frac{\varepsilon_m}{m} \right)^2 \varepsilon^{\mu\nu\alpha\beta} E^\nu H^\alpha U^\beta$$

$$= -\varepsilon_0 \varepsilon_1 k_0 k_1 e^\mu_{(a)} .$$ \hspace{1cm} (3-6)
They are calculated, for example, for time-like curves as
\[
\frac{e}{m} E^\alpha = k_0 e_\alpha^m
\]  \hspace{1cm} (3-8)
\[
\frac{e}{m} H^\alpha = -(k_1 e_\alpha^{(1)} + k_2 e_\alpha^{(2)})
\]  \hspace{1cm} (3-9)

and
\[
\left(\frac{e}{m}\right) R^\alpha = k_0 k_1 e_\alpha^{(2)}
\]  \hspace{1cm} (3-10)

and for space-like curves with indicators \(\xi_2 = -1, \xi_0 = \xi_1 = \xi_3 = 1\) as
\[
\frac{e}{m} E^\alpha = k_0 e_\alpha^m
\]  \hspace{1cm} (3-11)
\[
\frac{e}{m} H^\alpha = k_1 e_\alpha^{(1)} - k_2 e_\alpha^{(2)}
\]  \hspace{1cm} (3-12)

and
\[
\left(\frac{e}{m}\right)^2 R^\alpha = -k_1 k_2 e_\alpha^{(2)}
\]  \hspace{1cm} (3-13)

Also from Eqs. (3-1-5), (3-1-6) \& (3-1-7), we obtain
\[
k_2 = \left(\frac{e}{m}\right)^2 \xi_1 E_\alpha E^\alpha
\]  \hspace{1cm} (3-14)
\[
k_2 = \frac{\xi_1}{\xi_0} R_\alpha R^\alpha
\]  \hspace{1cm} (3-15)

and
\[
k_2 = \left(\frac{e}{m}\right)^2 \frac{(E_\alpha H^\alpha)^2}{\xi_0 E_\alpha E^\alpha}
\]  \hspace{1cm} (3-16)

which are calculated for time-like curves as
\[
k_2 = \left(\frac{e}{m}\right)^2 E_\alpha E^\alpha
\]  \hspace{1cm} (3-17)
\[
k_2 = \frac{E_\alpha R_\alpha}{E_\alpha E^\alpha}
\]  \hspace{1cm} (3-18)

and
\[
k_2 = \left(\frac{e}{m}\right)^2 \frac{(E_\alpha H^\alpha)^2}{E_\alpha E^\alpha}
\]  \hspace{1cm} (3-19)

and for space-like curves with indicators \(\xi_2 = -1, \xi_0 = \xi_1 = \xi_3 = 1\) as
\[ k_i^2 = \left( \frac{e^2}{m} \right) \frac{E_i E^i}{E_x E_y} \]  \quad (3-20)

\[ k_z^2 = - \left( \frac{e^2}{m} \right) \frac{E_z^2}{E_x E_y} \]  \quad (3-21)

and

\[ k_i^2 = \left( \frac{e^2}{m} \right) \frac{(E_i - H_i)^2}{E_x E_y} \]  \quad (3-22)

Two field invariants are expressed as

\[ \frac{1}{2} \left( \frac{e^2}{m} \right) F^{\mu \nu} F_{\mu \nu} = - (\epsilon_0 \epsilon_1 k_0^2 + \epsilon_2 \epsilon_0 k_1^2 + \epsilon_3 \epsilon_2 k_2^2) \]  \quad (3-23)

and

\[ \frac{1}{2} \left( \frac{e^2}{m} \right) F^{\mu \nu} F_{\mu \nu} = \epsilon_0 \epsilon_2 \epsilon_3 k_0 k_2 \]  \quad (3-24)

which are calculated for time-like curves as

\[ \frac{1}{2} \left( \frac{e^2}{m} \right) F^{\mu \nu} F_{\mu \nu} = k_1^2 + k_2^2 \]  \quad (3-25)

and

\[ \frac{1}{2} \left( \frac{e^2}{m} \right) F^{\mu \nu} F_{\mu \nu} = 2 k_0 k_2 \]  \quad (3-26)

and for space-like curves, with indicators \( \epsilon_2 = -1, \epsilon_0 = \epsilon_1 = \epsilon_3 = 1 \) as

\[ \frac{1}{2} \left( \frac{e^2}{m} \right) F^{\mu \nu} F_{\mu \nu} = k_1^2 + k_2^2 - k_0^2 \]  \quad (3-27)

and

\[ \frac{1}{2} \left( \frac{e^2}{m} \right) F^{\mu \nu} F_{\mu \nu} = -2 k_0 k_2 \]  \quad (3-28)
We then describe the motion of a 'freely-spinning' point particle having spin $S$ and total energy $m$ by the Frenkel–Thomas equations

$$\frac{d}{d\xi} P^\mu = 0 \quad \quad (3-29)$$

and

$$\frac{d}{d\xi} S^{\nu\gamma} = P^\nu U^\gamma - U^\nu P^\gamma \quad \quad (3-30)$$

where $P^\mu$ is the energy-momentum 4-vector satisfying

$$m^2 = P^\mu P_\mu \quad \quad (3-31)$$

and $S^{\mu\nu}$ is the spin tensor. Then we write

$$P^\mu = M e^\mu_{(1)} - P^{a_1} e^\mu_{a_2} - P^{a_2} e^\mu_{a_3} - P^a e^\mu_{(3)} \quad \quad (3-32)$$

and

$$S^{\mu\nu} = S^{(12)} E_{(12)}^{\mu\nu} + S^{(23)} E_{(23)}^{\mu\nu} + S^{(31)} E_{(31)}^{\mu\nu} \quad \quad (3-33)$$

Substituting Eqs. (3-32) & (3-33) into Eqs. (3-29) & (3-30), respectively and utilizing Eq. (1-1-12), we obtain

$$\frac{dM}{d\xi} = -\xi_1 \xi_2 K_0 P_{(1)} \quad \quad (3-34)$$

$$\frac{dP^\mu}{d\xi} = K_0 M + \xi_1 \xi_2 K_1 P_{(1)} \quad \quad (3-35)$$

$$\frac{dP_{a_1}}{d\xi} = -K_0 P_{a_2} + \xi_2 \xi_3 K_2 P_{(3)} \quad \quad (3-36)$$

$$\frac{dP_{a_2}}{d\xi} = -K_1 P_{a_3} \quad \quad (3-37)$$

$$\frac{dS_{(12)}}{d\xi} = -\xi_2 \xi_3 K_2 S_{(23)} \quad \quad (3-38)$$

$$\frac{dS_{(23)}}{d\xi} = K_2 S_{(12)} \quad \quad (3-39)$$

$$\frac{dS_{(31)}}{d\xi} = K_1 S_{(12)} - \xi_1 \xi_2 K_3 S_{(23)} \quad \quad (3-40)$$

$$P_{(1)} = 0 \quad \quad (3-41)$$

$$P_{(2)} = \xi_0 \xi_1 K_0 S_{(12)} \quad \quad (3-42)$$

and

$$P_{(3)} = -\xi_0 \xi_1 K_0 S_{(23)} \quad \quad (3-43)$$
We can write Eqs. (3-34) (3-40) as
\[
\frac{d}{ds} M = \tilde{K} \cdot M, \tag{3-44}
\]
where
\[
M = \begin{bmatrix}
M_1 \\
M_2 \\
M_3 \\
M_4 \\
\end{bmatrix}
\tag{3-45}
\]
and
\[
\tilde{K} = \begin{bmatrix}
0 & -\varepsilon_1 K_0 & 0 & 0 & 0 & 0 & 0 \\
K_0 & 0 & \varepsilon_1 \varepsilon_2 K_1 & 0 & 0 & 0 & 0 \\
0 & -K_1 & 0 & \varepsilon_2 \varepsilon_3 K_2 & 0 & 0 & 0 \\
0 & 0 & K_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\varepsilon_3 K_1 \\
0 & 0 & 0 & 0 & 0 & 0 & -\varepsilon_1 K_1 \\
0 & 0 & 0 & 0 & K_1 & -\varepsilon_3 K_2 & 0 \\
\end{bmatrix}, \tag{3-46}
\]
where the indicator-dependent symmetry is explicit.
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