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Abstract

Cellular Neural Networks (CNNs) are massively parallel nonlinear locally connected analog cells; they are often targeted for use in image processing applications. An analog signal processor which (in majority of cases) does not require A/D conversion, occupies only a fraction of the area occupied by its digital counterpart. In image processing, it is possible to integrate an analog processor with each signal source (pixel) without leading to impractically low signal-source (or pixel) density. This makes possible the parallel loading or injecting of the input signal into the analog processor. Thus, sequential sampling at the output voltage (or current) of each signal-source is eliminated and a high degree of parallelism in signal processing is easily achievable. With the use of modified and creative algorithms, Cellular Neural Networks may also be used for digital arithmetic operations. For the same speed, these analog processors have lower slew rates compared to their digital counterparts which, in turn, leads to a lower generated noise. Using a Cellular Neural Network architecture, this thesis focuses on silicon implementation and experimental characterization of the building blocks for image processing and binary arithmetic applications using the MOSIS 0.5μm technology. These library cells are verified functionally at the layout level by conducting DRC, LVS, and post layout simulations. Sensitivity analysis is also carried out on a basic CNN cell in order to determine its tolerance with respect to expected variations in process parameters.
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Chapter 1

INTRODUCTION

Alternative computational architectures, based on some aspects of neurobiology and adapted to integrated circuits[1][2], have been explored over the past 2 decades. A recently introduced locally connected architecture, referred to as Cellular Neural Networks (CNNs) [3], has recently emerged and is proving to be a powerful new computational paradigm. The CNN is a locally connected non-linear analog circuit architecture adaptable to a variety of array computations. Array computations can be defined as the parallel execution of complex operations on a large number of processors placed on a geometrically regular grid. CNNs have recently been targeted for several image processing application areas.

1.1 Definition

Cellular Neural Networks are n-dimensional arrays of identical dynamical systems, called cells, which satisfy the following two properties[4]:

1. Most interactions are local within a finite radius \( r \).
2. All state variables are continuously valued signals.
A template specifies the interaction between each cell and all its neighbouring cells in terms of their input, state and output variables.

1.2 General Architecture

The basic CNN is a continuous time network in the form of a $M \times N$ rectangular grid array arranged in $M$ rows and $N$ columns. The basic unit of the CNN, called a cell, corresponds to an element of the array. Notice that the geometry of the array need not be rectangular and can, in fact, be other configurations such as triangles or hexagons. Theoretically, we can define a CNN to be of any dimension; however, in this dissertation we will concentrate on the 2-dimensional case. A typical example is shown in Figure 1.1.

![Figure 1.1](image)

**Figure 1.1** A two dimensional 4×4 CNN. The squares are the cells and the link between the cells indicate their interaction.

For the $M \times N$ cells arranged in $M$-rows by $N$-columns, the $r$-th neighbourhood cells $N_r(i,j)$ of a cell $C(i,j)$, $1 \leq i \leq M$ and $1 \leq j \leq N$, are defined as the cells $C(k,l)$, $1 \leq k \leq M$ and $1 \leq l \leq N$, for which $|k - i| \leq r$ and $|l - j| \leq r$ such that:
\[ N_r(i, j) = \{ C_{k,l} : \max(|k-i|, |l-j|) = r(\text{integer}) \} \] (1.1)

Figure 1.2 shows 2-neighbourhoods of the same cell (located at the center and shown shaded) with \( r=1 \) and \( r=2 \) respectively. With \( r=1 \) we have a \( 3 \times 3 \) neighbourhood and with \( r=2 \) we have a \( 3 \times 5 \) neighbourhood. These neighbourgood structures have been used in image processing applications described in CNN classical literatures[3][4].

![Figure 1.2 The neighbourhood of cell C(i, j) for r=1 and r=2 respectively](image)

### 1.3 Functional Block Diagram of a Cell

The cell \( C(i,j) \) has direct interconnections with neighbours \( N_r(i, j) \) through two kinds of weights, i.e. the feedback weights \( A(i,j,k,l) \& A(k,l;i,j) \) and feedforward weights \( B(i,j,k,l) \& B(k,l;i,j) \), where the index pair \( (k,l;i,j) \) represents the direction of signal from cell \( C(i,l) \) to cell \( C(k,l) \). The cell \( C(i,j) \) communicates directly with its neighbourhood cells \( C(k,l) \in N_r(i, j) \). Since the cells \( C(k,l) \) have their own neighbourhood cells, \( C(i,j) \) also communicates with all other cells indirectly. The functional block diagram of a cell is shown in Figure 1.3[5]. The external input to the cell is denoted by \( V_{uij}(t) \) and typically assumed to be constant over an operational interval \( 0 \leq t \leq T \). The input is connected to \( N_r(i, j) \) through the feedforward weights \( B(i,j,k,l) \). The output of the cell, denoted by
$V_{yij}(t)$ is coupled to the neighbourhood cells $C(k,l)$ through the feedback weights $A(ij;kl)$. Therefore, the input signals consist of the weighted sum of feedforward inputs and weighted sum of feedback inputs. In addition, a constant bias term is added to the cell. If the weights represent the transconductance values among the cells, the total input current to the cell is given by Eqn. (1.2)

$$I_{xij}(t) = \sum_{C(k,l) \in N(i,j)} A(ij;kl)V_{ykl}(t) + \sum_{C(k,l) \in N(i,j)} B(ij;kl)V_{ukl}(t) + I_b \quad (1.2)$$

**Figure 1.3** Functional block diagram of a cell
Figure 1.4 Equivalent circuit diagram of a cell

The equivalent circuit diagram of a cell $C(i,j)$ is shown in Figure 1.4, where $R$ and $C$ are the equivalent resistance and capacitance respectively. All inputs are represented by dependent current sources and summed at the state node. Due to the capacitance $C$ and resistance $R$, the state voltage $V_{xij}$, is established at the summing node and satisfies a set of differential equations. Referring to Figure 1.4, the suffixes $u$, $x$, and $y$ denote the input, state, and output respectively. Thus the node voltages of the cell $C(i,j)$ are the state voltage $V_{xij}$, the input voltage $V_{uij}$, and the output voltage $V_{yij}$. Observe from Figure 1.4 that each cell $C(i,j)$ contains one independent voltage source $E$, one independent current source $I$, one linear capacitor $C$, two linear resistors and at most $2m$ linear voltage controlled current sources, where $m$ is equal to the number of neighbour cells. The linear voltage controlled current sources $I_{xy}(ij;kl)$ and $I_{ux}(ij;kl)$ have the following characteristics:

\begin{align}
I_{xy}(ij;kl) &= A(ij;kl)V_{ykl} \quad \text{and} \\
I_{ux}(ij;kl) &= B(ij;kl)V_{ukl}
\end{align}

(1.3)

(1.4)

for all $C(k,l) \in N_r(i,j)$, where $A$ & $B$ are known as template coefficients. The only nonlinear element in each cell is a piecewise-linear voltage controlled current source $I_{yx} = \left(\frac{1}{R}\right)f(V_{xij})$ with characteristic $f(.)$ as shown in Figure 1.5.
**Figure 1.5** The characteristic of the nonlinear voltage controlled current source

To illustrate the interaction between neighbouring cells, consider a CNN with two cells (cell C and cell D) as shown in Figure 1.6[6]. Each cell (say cell C) receives external signals through its input voltage $V_{uC}$ and has an independent current source $I_c$. Also, as indicated by the transconductance, the state voltage of a given cell $V_xC$ is influenced not only by its own input $V_{uC}$, bias current $I_c$ and its output feedback $AC_vV_yC$, but also by the input and output voltages of the neighbouring cell D. The output feedback effect depends on the interactive parameter $A$, which is referred to as feedback operator; the input control effect depends on the interactive parameter $B$, which is referred to as feedforward operator. Here $AC_d$ indicates the direction of the signal from cell C to cell D and $AD_c$ indicates interaction from cell D to cell C and so on.
1.3.1 The Circuit Equations of a Cell

Applying Kirchoff’s current and voltage laws (KCL and KVL) to the equivalent circuit of Figure 1.4, the circuit equations of a cell are easily derived as follows:

State Equation:

\[ C \frac{dV_{xij}(t)}{dt} = -\frac{1}{R} V_{xij}(t) + \sum_{C(k, l) \in N,(i, j)} A(ij;kl) V_{ykl}(t) + \sum_{C(k, l) \in N,(i, j)} B(ij;kl) V_{ukl}(t) + I \] \tag{1.5} \]

Output equation:

\[ V_{yij}(t) = \frac{1}{2} (|V_{xij}(t)| + 1 - |V_{xij}(t) - 1|) \quad \text{for } 1 \leq i \leq M \text{ and } 1 \leq j \leq N \] \tag{1.6}
Input Equation:

\[ V_{uij}(t) = E_{ij} \quad \text{for } 1 \leq i \leq M \text{ and } 1 \leq j \leq N \]  \hspace{1cm} (1.7)

Constraint Conditions:

\[ |V_{xij}(0)| \leq 1 \quad \text{for } 1 \leq i \leq M \text{ and } 1 \leq j \leq N \]  \hspace{1cm} (1.8)

\[ |V_{uij}| \leq 1 \quad \text{for } 1 \leq i \leq M \text{ and } 1 \leq j \leq N \]  \hspace{1cm} (1.9)

Parameter Assumptions:

\[ A(ij;kl) = A(kl;ij) \quad 1 \leq i, k \leq M; \quad 1 \leq j, l \leq N \]  \hspace{1cm} (1.10)

\[ C > 0, \ R > 0 \]  \hspace{1cm} (1.11)

In order to guarantee the validity of the above circuit equations, the following theorems are proved which, in turn, can be used to determine the dynamic range of all node voltages in the network.

1. The state voltage \( V_{xij} \) of each cell in the CNN is bounded for all time \( t > 0 \) and the bound, \( V_{max} \), can be computed by the following formula for any CNN:

\[ V_{max} = 1 + R \times I + R \sum_{1 \leq i \leq M, \ 1 \leq j \leq N}^{max} (|A(ij;kl)| + |B(ij;kl)|) \]  \hspace{1cm} (1.12)

2. To ensure that the circuit will not oscillate or become chaotic, we must have

\[ \lim_{t \to \alpha} V_{xij}(t) = \text{constant, for } (1 \leq i \leq M) \text{ and } (1 \leq j \leq N) \]  \hspace{1cm} (1.13)
3. To guarantee binary value outputs, the circuit parameters must satisfy

$$A(ij;ij) > \frac{1}{R}$$  \hspace{1cm} (1.14)

### 1.3.2 Stability of a CNN array

Each cell of the CNN must settle at a stable equilibrium point after the transient has decayed to zero. Moreover, the magnitude of all stable equilibrium points is greater than 1. In other words, we have the following properties:

$$\lim_{t \to \infty} |V_{xij}(t)| > 1 \hspace{1cm} \text{for} \hspace{0.5cm} 1 \leq i \leq M \hspace{0.5cm} \text{and} \hspace{0.5cm} 1 \leq j \leq N$$  \hspace{1cm} (1.15)

and

$$\lim_{t \to \infty} V_{yij}(t) = \pm 1 \hspace{1cm} \text{for} \hspace{0.5cm} 1 \leq i \leq M \hspace{0.5cm} \text{and} \hspace{0.5cm} 1 \leq j \leq N$$  \hspace{1cm} (1.16)

### 1.4 CNN with Nonlinear and Delay type Templates

By introducing very simple nonlinear and delay type templates, the CNN becomes a powerful framework for general analog array dynamics[6]. Here, instead of the two linear controlled sources, defined by $A(ij;kl)V_{ykl}$ and $B(ij;kl)V_{ukl}$ associated with a typical cell $C(i,j)$ and a typical interacting cell $C(k,l)$, we allow nonlinear and delayed controlled sources defined by

$$\hat{A}(ij;kl)V_{ykl} + A^T(ij;kl)V_{ykl}(t-\tau) \hspace{1cm} (1.17)$$

$$\hat{B}(ij;kl)V_{ukl} + B^T(ij;kl)V_{ukl}(t-\tau) \hspace{1cm} (1.18)$$

where $\hat{A}, \hat{B}$ and $A^T, B^T$ are associated with the nonlinear and delay type templates respectively. Thus instead of having a linear voltage controlled current source in the $A$ and $B$ templates, we now have a nonlinear and/or delay type voltage controlled current source.
Notice that we also allow the output function to have wider range output voltages so that the saturation voltage is \( \pm K \) instead of \( \pm 1 \). Further, the nonlinearity in the templates is a function of at most two variables, namely the output voltage of a cell \( C(i,j) \) and that of a neighbour \( C(k,l) \).

1.5 Outline of the Dissertation

The entire work has been developed through five chapters. An outline of the work reported in these chapters is described below.

Chapter 1 gives a definition and general architecture of the CNN, functional block diagram, equivalent circuit and circuit equations of the cell. CNNs with non-linear and delay type templates are also presented along with a broad outline of the presented work.

Chapter 2 is devoted to the application of CNNs for image processing and binary arithmetic operations. In this chapter, the electronic equivalent circuit for image processing applications with a programming template is introduced. For binary arithmetic applications, the algorithm for the binary addition with their constraint conditions is included.

Chapter 3 is devoted to the VLSI implementation of the CNN applications. This includes building blocks for image processing applications, building blocks for binary arithmetic operations, and the basic CNN cell. All the building blocks have had their corresponding layouts and their functions verified using DRC, LVS, and post layout simulations using the Cadence design tool suite and HSPICE.

Chapter 4 presents results from a sensitivity analysis on the basic CNN cell. This is carried out by applying variations to process parameters of the target CMOS technology.
Finally, chapter 5 highlights the detailed conclusion of the entire work. Netlist of all the circuits designed in this research project are available in the Appendices.
Chapter 2

CNN APPLICATIONS

2.1 Image Processing

The CNN architecture is a uniform two dimensional array of locally interconnected analog cells which operate in continuous time. The interconnection strengths are spatially invariant and are organized in templates, which control the function of the network. Since the network contains no adaptive behavior or learning, the network can be better described as a nonlinear dynamic analog grid[7]. All cells operate in parallel and in continuous time. Notice that although the cells are locally connected, the network is able to perform global operations (e.g. image hole-filling)[8]. This is due to the dynamic nature of the network, information can propagate through the network and global properties of the 2-D data can be extracted.

The cell integrates the signal from its neighbours to calculate its state evolution and it sends an outgoing signal proportional to its output and input to its neighbours. The weights or scaling factors $A$ and $B$ for the outgoing signals are organized here in $3 \times 3$ matrices, called templates. The weights for the output related signals are collected in the $A$ template and the scaling factors for the input related signals are in the $B$ template. In every cell there is a constant
bias, contained in the \( I \) template. The three templates are identical for all cells in the grid and define the operation and function of the network.

Depending on the \( B \) template, the input image is loaded as either the inputs to the cells or as their initial states. After initialization, the states evolve to an equilibrium condition, and the final states are the output of the network. The speed of the operation is proportional to the cell time constant. This speed of the network depends on the ratio of the integrating capacitor to the transconductance of the nonlinear element \( \frac{C}{g_m} \); hence, the convergence time is reduced by using small integrating capacitors and increasing \( g_m \). It is well known that the transconductance gain of a CMOS transistor is proportional to the square root of both bias current and the gate dimensions. Therefore, there is a trade-off between speed of the network, silicon area and power consumption.

### 2.1.1 CNN Architecture with Programmable Templates

Figure 2.1 shows the electronic equivalent of a cell with programming templates[9][10]. Here programmability is defined as the ability to alter the value of the templates. By doing so, the network is able to implement many different processing algorithms. The transformation of the mathematical model for the cell behavior into an electronic circuit requires the choice of signal representations and of circuitry to perform the different functions. On a VLSI chip computation is performed by integrating current through capacitors[11][12][13]. The state \( X_i \) of the cell is then represented by the voltage across the state capacitor \( C \). If the signals from the neighbours and the feedback are currents, they are easily summed with high precision through KCL. The input \( U_i \) of the cell remains constant during the cell evolution and can be stored as charge on the capacitor \( C_{\text{input}} \) (basically a dynamic analog memory), since the speed of the network is high. The loss term is realized with a linear cell resistor \( R \) in parallel with the state capacitor \( C \). The generation of the output current signals requires a voltage to current conversion and a current scaling operation[14][15][16]. The \( A \) template signals are proportional to the cell...
output $Y_i$. The nonlinear V/I converter converts the cell state voltage $X_i$ to the cell output current $Y_i$ using the nonlinearity $f(.)$ of Figure 1.5. It has an input range specification equal to the state voltage swing. For the $B$ template signals, the V/I converter is linear for the unit range [-1,1] and its output current is proportional to the input $U_i$. The $I$ template is a current source[17][18][19].

![Diagram of electronic equivalent circuit of a cell with programmable template](image)

**Figure 2.1** Electronic equivalent circuit of a cell with programmable template
2.2 Binary Arithmetic Operations

Cellular neural networks can be used to implement binary arithmetic arrays[20]. These arithmetic arrays are targeted at low speed/low noise applications where continuous power / speed trade-offs and lower slew rate during transition are the advantages. Here a CNN array using a simple nonlinear feedback template with hysteresis for each node can perform arbitrary length binary addition with good performance in terms of stability and robustness.

The state equation of a cell $C(i,j)$ for this application is

$$\frac{d}{dt}X_{ij}(t) = -\frac{1}{R}X_{ij}(t) + \sum_{k,l \in N(i,j)} A(ij;kl)X_{kl}(t)Y_{kl}(t)$$

(2.1)

The feedback template $A(ij;kl)$ is a function of both the state and output voltages of the neighbourhood cells $N(i,j)$, including the cell itself. The feedback template for a 2-neighbourhood CNN is given by the matrix

$$\begin{bmatrix}
A_{-2, -2} & A_{-2, -1} & A_{-2, 0} & A_{-2, 1} & A_{-2, 2} \\
A_{-1, -2} & A_{-1, -1} & A_{-1, 0} & A_{-1, 1} & A_{-1, 2} \\
A_{0, -2} & A_{0, -1} & A_{0, 0} & A_{0, 1} & A_{0, 2} \\
A_{1, -2} & A_{1, -1} & A_{1, 0} & A_{1, 1} & A_{1, 2} \\
A_{2, -2} & A_{2, -1} & A_{2, 0} & A_{2, 1} & A_{2, 2}
\end{bmatrix}$$

(2.2)

2.2.1 Binary Addition

Consider the addition of two $N$-bit binary numbers $A = a_1a_2\cdots a_N$ and $B = b_1b_2\cdots b_N$[20]. For this we need a $3\times N$ CNN. The initial values of the state voltages of the cells in the first row are set to -1 and the values of $A$ and $B$ are loaded as the initial values of the state voltages of the second and third row respectively. After the
transient time the result of the addition is stored in the third row. The binary addition is based on the following two rules:

2.2.2 Rule 1:

![Figure 2.2 Application of rule 1](image)

Figure 2.2 Application of rule 1

Figure 2.2 shows the application of binary addition Rule 1. It shows that the output voltages of any two adjacent cells in a column at position (2,j) and (3,j) [being referred to as $Y_u(t)$ and $Y_d(t)$ respectively] with initial voltages of 1 will drop to -1. Simultaneously, the output voltage of the cell at position (1,j-1) (being referred to as $Y_c(t)$) will rise from -1 to 1. The ideal time for applying Rule 1 is indicated when $V_{c1} = Y_d(t) - Y_u(t)$ is zero.

2.2.3 Rule 2:

![Figure 2.3 Application of rule 2](image)

Figure 2.3 Application of rule 2

If there are any two adjacent cells in a column with the output voltage of the upper cell $Y_u(t)$ equal to 1 and the output voltage of the lower cell $Y_d(t)$ equal to -1, then the value
of the upper cell will drop to -1 and, simultaneously, the value of the lower cell will rise to 1 as shown in Figure 2.3. The ideal time for applying Rule 2 is indicated when $V_{c2} = |Y_u(t) + Y_d(t)|$ is zero.

These rules are applied successively without the need to change the templates, using an external controller, hence they are called as self-programming templates. The addition is finished as soon as all the output voltages of the cells in the first two rows settle down to -1. The final result is stored as the output voltages of the cells in the last row.

2.3 Self-Feedback Template

We use a $3 \times N$ CNN with self-programming feedback template given by the Eqn. (2.3)

$$A_f = \begin{bmatrix} 0 & A_{-2,-1} & 0 & 0 & 0 \\ 0 & A_{-1,-1} & A_{-1,0} & 0 & 0 \\ 0 & 0 & A_{0,0} & 0 & 0 \\ 0 & 0 & A_{1,0} & A_{1,1} & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

(2.3)

From this, we can group the template elements that enforce the two rules as:

Group 1: $[A_{-2,-1}, A_{-1,-1}, A_{1,1}]$ enforcing rule 1.

Group 2: $[A_{-1,0}, A_{1,0}]$ enforcing rule 2.

$A_{0,0}$ is the self feedback element which is a linear function of the output voltage of the cell and is given by the Eqn. (2.4).

$$A_{0,0} = k \times Y_{ij}(t)$$

(2.4)
At any point in time, any given cell is subject to the application of only one rule and consequently only one element of its feedback template, in addition to the self-feedback element, is non-zero.

The non-zero elements which are used to apply rule 1 and rule 2 can be written as the product of two terms as:

\[ A_{m,n} = F_{m,n} \times H_{m,n} \]  \hspace{1cm} (2.5)

The \( H_{m,n} \) term represents a hysteresis characteristic shown in Figure 2.4 which is controlled by \( V_{c1} \) for Group 1 or \( V_{c2} \) for Group 2.

![Hysteresis characteristic](image)

**Figure 2.4** Hysteresis characteristic of \( H_{m,n} \)

The \( F_{m,n} \) and their corresponding \( V_{c1} \) for elements of Group 1 are given in Eqn. (2.6), Eqn. (2.7) and Eqn. (2.8).
\[ F_{-2,-1} = \begin{cases} -k(1-x_{ij}) & \text{if } (y_{i-2,j-1} + y_{i-1,j} + y_{i,j} \geq -0.5) \\ 0 & \text{otherwise} \end{cases} \]

\[ V_{c1} = Y_{i,j} - Y_{i-1,j} \]

\[ F_{-1,1} = \begin{cases} -k(x_{ij}) & \text{if } Y_{i-2,j-1} + Y_{i-1,j} + Y_{i,j} \geq 0.5 \\ 0 & \text{otherwise} \end{cases} \]

\[ V_{c1} = Y_{i+1,j} - Y_{i,j} \]

\[ F_{1,1} = \begin{cases} k(1-x_{ij}) & \text{if } (y_{i,j} + y_{i+1,j+1} + y_{i+2,j+1} \geq -0.5) \\ 0 & \text{otherwise} \end{cases} \]

\[ V_{c1} = Y_{i+2,j+1} - Y_{i+1,j+1} \]

The \( F_{m,n} \) and their corresponding \( V_{c2} \) for elements of Group 2 are given in Eqn. (2.9) and Eqn. (2.10).

\[ F_{-1,0} = \begin{cases} k(1-x_{ij}) & \text{if } (y_{i,j} \leq 0.5) \\ & \land (|y_{i+1,j}| \geq 0.8) \\ & \land (y_{i-2,j-1} \leq -0.5) \\ 0 & \text{otherwise} \end{cases} \]

\[ V_{c2} = |y_{ij} + Y_{i-1,j}| \]
In the above equation, the second and third conditions are applied only to the cells of the second and third rows respectively.

\[
F_{-1,0} = \begin{cases} 
  k^{(1-x_{ij})} & \text{if } (y_{i,j} \leq 0.5) \\
  \& (y_{i+1,j} \geq 0.8) \\
  \& (y_{i-2,j-1} \leq -0.5) \\
  0 & \text{otherwise}
\end{cases}
\]

(2.10)

\[
V_{c2} = |Y_{ij} + Y_{i+1,j}|
\]

In the above equation, second condition is applied only to the cells of the first row

### 2.4 Equivalent Circuit Diagram of a Cell

![Equivalent Circuit Diagram](image)

**Figure 2.5** Equivalent circuit diagram

Figure 2.5 shows the equivalent circuit diagram of the cell. The difference between this and the basic cell diagram in Figure 1.4 is that, in this application, we do not need the feedforward templates. Also we note that among the feedback templates some of them are
used to charge the capacitor (current sourcing) while the others discharge the capacitor (current sinking).

Figure 2.6 Detailed equivalent diagram of a cell
Chapter 3

VLSI

IMPLEMENTATION

The VLSI implementation is accomplished by realizing the concepts described in the previous chapter. From Figure 2.1, it is possible to draw the building blocks for image processing applications. As reported earlier[4], the basic CNN cell consists of the cell resistor, cell capacitor, nonlinear voltage controlled current source and an output resistor. These blocks can be realized by choosing the appropriate circuits described in the following section. This CNN structure also provides programming capability using current scaling circuits. The VLSI building blocks for the binary arithmetic application are described in a later section.

3.1 Nonlinear V/I Converter

The non-linear converter is basically an operational transconductance amplifier (OTA)[21][22][23]. Figure 3.1 shows the circuit diagram of a simple OTA. It generates an output current $I_{out}$ that is a function of the differential input voltage ($V1-V2$). It essentially consists of a differential pair and a current mirror. The bottom transistor is used as a current source; its drain voltage, $V_d$, is large enough that the drain current, $I_b$, is saturated at a value set by the gate voltage, $V_g$. 
Referring to Figure 3.1, currents flowing through transistors M1 and M2 are given by:

\[ I_1 = \frac{B}{2} (V_{gs1} - V_T)^2 \]  \hspace{1cm} (3.1)

and

\[ I_2 = \frac{B}{2} (V_{gs2} - V_T)^2 \]  \hspace{1cm} (3.2)

Therefore, the bias current is: \[ I_b = I_1 + I_2 \]

Notice that if \( V_1 \) is more positive than \( V_2 \), transistor M2 is turned off, thus all of the current flows through M1 and hence \( I_1 \) is approximately equal to \( I_b \), and \( I_2 \) is approximately equal to zero. Conversely, if \( V_2 \) is more positive than \( V_1 \), M1 is turned off, \( I_2 \) is approximately equal to \( I_b \) and \( I_1 \) approximately equal to zero[24][25][26].

The output current of the simple transconductance amplifier \( (I_{out} = I_1 - I_2) \) is:

\[ I_{out} = \sqrt{I_b B} (V_1 - V_2) \]  \hspace{1cm} (3.3)

The output current, plotted as a function of \( (V_1 - V_2) \), is shown in Figure 3.2. The transconductance, \( G_m \), of the amplifier is the slope of the curve at the origin and it can be shown to be[27][28]:

\[ G_m = \frac{\partial I_{out}}{\partial V_{in}} = \sqrt{2B I_b \frac{W}{L}} \]  \hspace{1cm} (3.4)

where \( B \) is the transconductance parameter of the MOS transistor[29][30].
Figure 3.1 Simple transconductance amplifier
Figure 3.2 DC response of OTA
3.1.1 Programmable Current Scaling Circuit

A very compact tunable current scaling circuit is shown in Figure 3.3[10]. Using this circuit the value of the $A$ template elements can be varied within the prescribed dynamic range (DR)[11]. The dynamic range of a variable is defined as its largest possible value divided by its smallest possible value.

The transistors M5 and M6 operate in the non-saturation region as resistors, and transistors M3 and M4 operate in saturation as voltage followers. Notice that at both the input and output, current mirrors are used to reflect the input and the output currents respectively. When the gate voltage of M5 is equal to that of M6 i.e., zero voltage, then the source voltages of M3 and M4 will become equal, hence $I_{in} = I_{out}$. When the gate voltage of M6 is greater than M5, then the source voltage of M4 increases and its gate-source voltage decreases. So $I_{out}$ is scaled down to a value depending on the gate voltage of M6.

The current scaling factor, $F$, can be calculated by considering the input-output relationship

$$F = \frac{I_{out}}{I_{in}} = \frac{1/gds5 + 1/gm3}{1/gds6 + 1/gm4}$$

(3.5)

If $g_m$ of M3 and M4 is much larger than $g_{ds}$ of M5 and M6, then the scaling factor is proportional to the ratio of the resistances.

Therefore the template value can be calculated by multiplying the scaling factor with the transconductance of the differential pair.

Cascading of the nonlinear V/I converter with the scaling circuit is shown in Figure 3.4. The positive current flowing out of the OTA is scaled down by the circuit shown in Figure 3.3. The negative current is scaled by the complement of the positive scaling
The output response of the circuit is shown in Figure 3.5. Notice that the maximum current flow is when the voltage \( V_{\text{value}} \) is minimum.

![Circuit Diagram](image)

**Figure 3.3** Current scaling circuit for nonlinear V/I converter
Figure 3.4 Cascading of nonlinear V/I converter with a current scaling circuit
Figure 3.5 Output response of the scaling circuit for different Vvalue Voltages
3.2 Tunable Linear V/I Converter

A tunable linear V/I converter is used to control the $B$ template value of the CNN. A linear V/I converter is designed with the use of a linear composite n-channel transistor and CMOS composite transistors[31][32]. Figure 3.6 shows n-channel linear transistors. It consists of two matched transistors, M1 and M3, and a load transistor, M2 (which is matched with M1 and M3). With the threshold voltage, $V_T$, and the transconductance parameter, $\beta$, the currents $I_{d1}$ and $I_{d2}$ can be expressed as

$$I_{d1} = \frac{\beta}{2}(V_{in} - V_x - V_T)^2$$

(3.6)

and

$$I_{d2} = \frac{\beta}{2}(V_x - V_c - V_T)^2$$

(3.7)

where all the transistors operate in the saturation region. Because M1 and M3 are matched, $V_{in} - V_x = V_x - V_{ss}$. Thus:

$$2V_x = V_{in} + V_{ss}$$

(3.8)

The difference in the currents is then given by:

$$I_{d1} - I_{d2} = \frac{\beta}{2}(V_c - V_{ss})(V_{in} - V_c - 2V_T)$$

(3.9)

Eqn. (3.9) shows that the differential current and the input voltage have a linear relationship with a DC voltage offset. Therefore, a linear transconductance can be implemented by cross-coupling two basic cells as shown in Figure 3.7. The differential current is then given by:
\[ I_1 - I_2 = \frac{\beta}{2} (V_c - V_{ss})(V_1 - V_c - 2V_T) - \frac{\beta}{2} (V_c - V_{ss})(V_2 - V_c - 2V_T) \]  
(3.10)

\[ = \frac{\beta}{2} (V_c - V_{ss})(V_1 - V_2) \]  
(3.11)

This new linear transconductance is a constant \( G_m \) and is given by:

\[ G_m = \frac{\beta}{2} (V_c - V_{ss}) \]  
(3.12)

Although it can be tuned (programmed) by a voltage \( V_c \), a disadvantage of this circuit is that the linear input range is limited to \( V_{ss} + 2V_T \leq V_1, 2 \leq V_{DD} + V_T \), where \( V_{ss} + 2V_T \) is the voltage required to turn on transistors M0, M5, M3 and M8.

To increase the linear range, the circuit is modified by replacing M1 and M2 with CMOS composite transistors as shown in Figure 3.8, where the equivalent transconductance parameter and the threshold voltage are given by Eqn. (3.13)[33]:

\[ \left[ \frac{1}{\sqrt{\beta_{equ}}} \right] = \left[ \frac{1}{\sqrt{\beta_n}} \right] + \left[ \frac{1}{\sqrt{\beta_p}} \right] \]  
(3.13)

and

\[ V_{T_{eq}} = V_{T_n} - V_{T_p} \]  
(3.14)

Since the transconductance parameter \( \beta_p \) is much larger than \( \beta_n \), \( \beta_{equ} = \beta_n = \beta \) (say), then:

\[ I_1 - I_2 = \frac{\beta}{2} (V_c - V_{ss} - V_T - V_{T_{eq}})(V_1 - V_2) \]  
(3.15)

and
\[ G = \frac{B}{2}(V_c - V_{ss} - V_T - V_{Teq}) \]  \hspace{1cm} (3.16)

The output response of the circuit \( i \) is shown in Figure 3.9:

Figure 3.6 Basic cell of linear transconductance circuit
Figure 3.7 Linear tunable transconductance circuit
Figure 3.8 Modified linear tunable transconductance circuit
Figure 3.9 Output response of a linear transconductance circuit
3.3 Cell Resistor and State Capacitor

The cell time constant is defined by a cell resistor $R$ and a state capacitor $C$. The cell resistor is built with an NMOS transistor and a PMOS transistor connected in parallel and biased in the linear region as shown in Figure 3.10[34]. This compact structure is a grounded resistor for all state voltages and has a constant resistance in the unit range. In this structure, input $V_3$ is varied from 0-5 volts. When $V_3$ is less than the bias voltage $V_2$, the source and drain of both the NMOS and PMOS transistor are interchanged and hence negative currents flow through both NMOS and PMOS transistors. When $V_3$ is greater than $V_2$, current flows through the transistors in a reverse manner. The plot of this current with $V_3$ gives the resistance plot shown in Figure 3.11.

3.3.1 State capacitor

For a parallel plate capacitor assumption, the capacitance is represented as:

$$C = \frac{\varepsilon A}{d} \quad (3.17)$$

where $A$ is the area of the electric plate, $d$ is the distance between two plates and $\varepsilon$ is the dielectric constant.

A capacitor can be designed by several different techniques using standard CMOS technology. One method uses double polysilicon plates; however, this approach requires large silicon area due to large oxide thickness between the polysilicon and hence low sheet capacitance. A second method uses the gate oxide capacitance of the MOS transistor in the ohmic region. This approach requires less silicon area than the first method because of the thin oxide layer of the gate. This technique is adopted in our design[35].

In order to use a MOS ‘sandwich’ as a capacitor, the channel has to be biased in the strong inversion region. This is done by ensuring a minimum gate-source voltage of several hundred millivolts above the threshold voltage, $V_T$. 
Gate oxide capacitance $C_{gox}$ can be represented as

$$C_{gox} = AC_{ox} = A \frac{\varepsilon_{ox}}{T_{ox}}$$  \hspace{1cm} (3.18)

where

- $A = (W*L)$ is area of the transistor
- $C_{ox}$ = capacitance density of the channel junction
- $\varepsilon_{ox}$ = dielectric constant of the gate oxide
- $T_{ox}$ = Thickness of the gate oxide

Therefore the transistor area is given by:

$$A = \frac{C}{C_{ox}} = C \frac{T_{ox}}{\varepsilon_{ox}}.$$  \hspace{1cm} (3.19)
Figure 3.10 Cell resistor circuit
Figure 3.11 DC. response of the cell resistor
3.4 VLSI Library Cells for Binary Addition

Cellular neural networks (CNNs) can be used to perform arithmetic operations. The algorithms used to implement these concepts are introduced in chapter 2[20]. From the analysis of the algorithms, we required to have appropriate building blocks to implement this idea in VLSI. The following sections briefly describes the circuits and their layouts of the required building blocks. These layouts are verified by conducting DRC, LVS and post layout simulations. Finally the basic CNN cell circuit and a demonstration of the verification of Rule 2 for the binary arithmetic application is presented.

3.4.1 Absolute Value Function Circuit

In many system applications, it is not the signed value of the signal that is important, but rather the absolute value of the signal. If the signal is current, it is extremely easy to take the absolute value with a current mirror. A p-channel current mirror can act as a current source, whereas an n-channel current mirror can act as a current sink. The positive or negative part of any signal represented as a bidirectional current can thus be taken by the appropriate current mirror. There are circuits which create a current proportional to the absolute value of the voltage difference[21]. In this application the absolute value of a current signal can be taken by placing appropriate current mirrors as shown in Figure 3.12. Here the current mirror formed by M6 and M7 is used to reflect the positive current and the current mirror formed by M1 and M2 is used to reflect the negative current.

The output current is:

\[ I_{out} = |I_1 + I_2| \] (3.20)

Figure 3.13 and Figure 3.14 show the DC response and the layout, respectively, of the absolute value function circuit.
Figure 3.12 Absolute value function circuit
Figure 3.13 DC response of the absolute value circuit
Figure 3.14 Layout of the absolute value circuit
3.4.2 Current Comparator

The circuit diagram for the current comparator is shown in Figure 3.15. It is basically a modified version of the maximum-minimum circuit [36]. It consists of two cross coupled current mirrors which reflect two input currents to be compared. The cross coupled connection ensures that there is a drain voltage reduction or increase at the receiving transistors of the two current mirrors, as shown in Figure 3.15. This will cause an increase or decrease of the gate voltage in the current mirrors. If we connect inverters with appropriate sizes to these current mirrors, we obtain an output voltage with two logic levels, hence providing the comparison. Figure 3.16 shows the DC response and Figure 3.17 shows the layout of the current comparator[37][38].

![Current Comparator Diagram]

Figure 3.15 Current comparator
<table>
<thead>
<tr>
<th>Time (μs)</th>
<th>I(uA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>5.005</td>
</tr>
<tr>
<td>5.001</td>
<td></td>
</tr>
<tr>
<td>4.997</td>
<td></td>
</tr>
<tr>
<td>4.993</td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>366.5</td>
</tr>
<tr>
<td>366.2</td>
<td></td>
</tr>
<tr>
<td>365.9</td>
<td></td>
</tr>
<tr>
<td>365.6</td>
<td></td>
</tr>
<tr>
<td>366.5</td>
<td>5.005</td>
</tr>
</tbody>
</table>

Figure 3.16 DC response of the current comparator
Figure 3.17 Layout of current comparator
3.4.3 Hysteresis Circuit

In the hysteresis circuit, shown Figure 3.18, the bottom circuit M4, M5, and M0 (which is called the N-subcircuit), is loaded by the top circuit, M1, M2, and M3 (the P-subcircuit). As a result of the circuit symmetry, each circuit acts as a nonlinear load to the other.

In order to understand the circuit operation, assume that the voltage $V_g$ in Figure 3.18 is zero. Then transistors M4 and M0 are off. Transistors M1 and M3 are in the linear mode of operation, but the voltage drop at each is zero, because the current in M1 and M2 is equal to the current in M4 and M0. The output voltage is equal to $V_{DD}$ (or high). Transistor M5 is on since its drain and gate have the same voltage ($V_{DD}$). When $V_g$ rises above $V_{TN}$, transistor M4 turns on and starts to conduct. The current in M4 is determined by Eqn. (3.21):

$$I_{D4} = \beta_4(V_g - V_{TN})^2$$  \hspace{1cm} (3.21)

If the potential, $V_N$, decreases, the triggering operation starts when the voltage $V_g$ reaches $V_{Hi}$. At this point, due to the simultaneous increase of $V_g$ and decrease of $V_N$, transistor M0 turns on. The detailed description of the circuit can be found in the references[39][40][41]. It is possible to obtain a relationship between the transistor parameters and the triggering operation, i.e. $V_{Hi}$ and $V_{Li}$ can be specified by the following equations:

$$\frac{\beta_4}{\beta_5} = \left(\frac{V_{DD} - V_{Hi}}{V_{Hi} - V_{TN}}\right)^2$$  \hspace{1cm} (3.22)

$$\frac{\beta_1}{\beta_3} = \left(\frac{V_{Li}}{V_{DD} - V_{Li} - |V_{TH}|}\right)^2$$  \hspace{1cm} (3.23)
where $\beta_i$ is the transconductance parameter of the transistor \( \beta = \mu C_{ox} \frac{W}{L} \). $V_{TN}$ and $V_{Tp}$ are the threshold voltages of NMOS and PMOS transistors respectively.

Eqn. (3.22) and Eqn. (3.23) give sufficient information to design the hysteresis circuit. Figure 3.19 shows the D.C. response of the circuit when sweeping the input voltage from 0-5 V and 5-0 V. Figure 3.20 shows the transient response of the circuit displaying the triggering points ($V_{Hi}$ and $V_{Li}$), when applied by a triangular pulse and observe the triggering points. Figure 3.21 shows the layout of the hysteresis circuit.

Figure 3.18 Hysteresis function circuit
Figure 3.19 DC. response of the hysteresis circuit

Figure 3.20 Transient response of the circuit
Figure 3.21 Layout of the hysteresis circuit
3.4.4 Current Adder and Subtractor Circuits

Addition and subtraction on current type signals are obtained by following Kirchhoff’s current law[21]. This law states that the algebraic sum of the currents into an electrical node is zero, i.e. the sum of the currents out of the node is same as the sum of the currents into the node. By using this basic principle, it is possible to construct current adders and subtractors. The current addition is carried out by using two current mirrors and a load. The two current mirrors are used to reflect the two input currents to be added; the circuit for current addition is shown in Figure 3.22. The output can be measured at the load ($I_{out} = I_1 + I_2$); the simulation result is shown in Figure 3.25. The current subtraction can be carried out in a similar fashion, and the circuit is shown in Figure 3.23. The subtracted value can be measured at the output node ($I_{out} = I_1 - I_2$), the result is shown in Figure 3.24.

![Current Adder Diagram](image)

**Figure 3.22 Current adder**
Figure 3.23 Current subtractor
Figure 3.24 DC response of current subtractor
Figure 3.25 DC response of current adder
3.5 Basic CNN Cell

Figure 3.26 shows the basic CNN cell. As explained in the previous chapters, a basic CNN cell consists of a cell resistor, cell capacitor, and voltage controlled current source. This structure is designed for arithmetic operations. The operation of the cell is described below.

Logic 1 and logic 0 are determined by initial capacitor voltages of 4V and 0.5V respectively. Suppose that 4V is assigned to the state capacitor and the state voltage is connected to one of the inputs of the OTA. If \( V1 > V2 \), more current will flow through transistor M5 and less current will flow through transistor M55. As can be seen, the feedback is connected to the state voltage node, a decrease in current flow through M55 causes the feedback voltage to increase up to \( V_{DD} - V_T \), so the state voltage will rise to \( V_{DD} - V_T \). This will cause the output current to flow in the positive direction which indicates the logic 1 level. When the initial voltage of the state capacitor is assigned to 0.5V, then the voltage at the V2 node is more than that at the V1 node, which in turn causes more current to flow through M55 (because \( I_b = I_1 + I_2 \)). This causes the feedback voltage to drop and hence the state voltage also drops. This causes the output current to flow in the negative direction which indicates the logic 0 level. Figure 3.27 and Figure 3.28 show the transient response of the cell when the initial state voltages of the capacitor are at 4V and 0.5V respectively. The layout of the cell is shown in Figure 3.29.
Figure 3.26 Basic cell circuit
Figure 3.27 Transient response when initial voltage is 4V

\[ \text{I(uA)} \]

\[
\begin{array}{c}
32.5 \\
32.2 \\
31.9 \\
31.6 \\
\times 10^{-3} \\
5.0 \\
4.6 \\
4.2 \\
3.8 \\
0.00 \\
\end{array}
\]

\[ \text{V} \]

\[ \text{Iout} \]

\[ \text{State Voltage} \]

\[ \text{TIME(nS)} \]

Figure 3.28 Transient response when initial voltage is 0.5V
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Figure 3.29 Layout of the basic CNN cell
3.6 Verification of Rule 2:

The algorithms that are used to implement binary arithmetic operations in cellular neural networks have been explained in chapter 2[20]. It may be recalled that binary addition can be carried out by applying two rules successively on the cells. The VLSI architecture to realize Rule 2 is shown in Figure 3.30. Rule 2 states that if there are any two adjacent cells in a column with the output voltage of the upper cell, \( Y_u(t) = 1 \) and the output voltage of the lower cell, \( Y_d(t) = -1 \), then the value of the upper cell will drop to -1 and, simultaneously, the value of the lower cell will rise to +1. Verification of the correctness of the circuit is carried out in the following manner.

Cell N1 is initialized with 4V across the state capacitor. The transient response of the cell is shown in Figure 3.31. As expected, positive current (logic ‘1’) will flow through the output node. Cell N2 is initialized with 0.5V across its capacitor (logic ‘0’) and the transient response is shown in Figure 3.32. We may realize the algorithm as follows:

- Add the output currents of the two cells. This is achieved by connecting the outputs into a common node (in this case we do not have to use a current adder circuit).

- Take the absolute value of the summed output by using an absolute value function circuit. Since the summed output is directly connected to the absolute circuit, one PMOS current mirror is eliminated from the structure.

- The corresponding output voltage can be attained by using a load at the output node of the absolute value circuit. This output voltage is used as the input for an inverter in order to obtain a steady voltage level. Since the state voltage of cell N1 increases and that of cell N2 decreases, the input of the inverter will be high and hence the output will be low. The output of the inverter is connected to the input of the hysteresis circuit which performs the switching of the logic levels. In order to guarantee correct switching, the gate-source voltage of the input transistors of the hysteresis circuit is initialized with 5V. This makes the output voltage of the hysteresis circuit to go from low to high voltage.

- The output of the hysteresis circuit is connected to the gates of two NMOS transistors, which turns the two transistors on. The drain of the upper transistor (M35) is connected to the state node of cell N1 and its source is connected to ground, whereas the drain of the bottom transistor (M33) is connected to VDD and its source is connected to the state
node of cell N2. This setup causes the state voltage of cell N1 to drop and that of cell N2 to rise. So the logic level of N1 switches from logic 1 to logic 0, whereas logic level of N2 switches from logic 0 to logic 1, hence the Rule 2 is verified.

The simulation results of the Rule 2 verification is shown in Figure 3.31 and Figure 3.32.

Figure 3.30 Verification of rule 2
Figure 3.31 Output of the cell N1&N2 before switching

Graph showing the output of cell N1&N2 before switching.
Figure 3.32  Output after switching
4.1 Mismatches in MOS Transistors

The ideal behavior of MOS transistors is compromised by mismatches that are caused by variations at various levels of the fabrication process. These variations can occur in both fundamental process variables and transistor dimensions.

In general, there are three levels of statistical variations to consider in an IC process[43][44]:

- global variation between average chip values
- local variation within the chip
- mismatches reflecting the variations in component parameters between matched (adjacent) components on the same chip

The design of precision analog circuits requires an understanding of the matching behavior of the components. In the strong inversion region (in saturation), the drain current is given by:

\[ I = \frac{\beta}{2} (V_{GS} - V_T)^2 \]  

(4.1)
The variance in the drain current is given by

$$\frac{\gamma^2 I}{I^2} = \frac{\gamma_B^2}{\beta^2} + 4 \frac{\gamma^2 V_T}{(V_{GS} - V_T)^2}$$  \hspace{1cm} (4.2)$$

where

$$\gamma I, \gamma_B, \gamma_{V_I}$$ are standard deviation of \(I\), \(\beta\), and \(V_T\) respectively

\(\bar{I}, \beta, \text{ and } \bar{V_T}\) are mean of \(I\), \(\beta\), and \(V_T\)

From Eqn. (4.2), it is evident that the dominant factor causing mismatch in drain current for low \(V_{GS}\) is the threshold voltage[45], but both \(\beta\) and \(V_T\) have equal contributions at near mid-rail values of \(V_{GS}\).

4.1.1 Threshold Voltage Mismatch

The threshold voltage can be expressed as:

$$V_T = \Phi_{m3} + \Phi_b + \frac{Q_B}{C_{ox}} - \frac{Q_f}{C_{ox}} + q \frac{D_I}{C_{ox}}$$  \hspace{1cm} (4.3)$$

where

$$\Phi_{m3} = \text{gate semiconductor work function difference}$$

$$\phi_b = \text{fermi potential in bulk}$$
\[ Q_B \quad = \text{depletion charge density} \]

\[ Q_f \quad = \text{fixed oxide charge density} \]

\[ D_I \quad = \text{threshold adjust implant} \]

\[ C_{ox} \quad = \text{gate oxide capacitance per unit area} \]

Notice that \( \Phi_{ms} \) and \( \phi_b \) are constants and do not contribute to any mismatches. Also \( Q_f \) is much less than \( Q_B \) and hence can be neglected. Thus the variance is given by:

\[
\gamma^2 V_T = \frac{1}{LWC_{ox}} [q(Q_B + qDl)] + A_{ox}(Q_B^2 + q^2 + D^2l) \tag{4.4}
\]

We see that the standard deviation of mismatch is inversely proportional to the square root of the channel area. The non-uniform distribution of the dopant atoms in the bulk is a major contributor to the \( V_T \) mismatch[47].

### 4.1.2 Conductance Term Mismatch

The conductance term is given by:

\[
\beta = \mu C_{ox} \frac{W}{L} \tag{4.5}
\]

where \( \mu \) is the channel mobility.

The variance is given by,
\[
\frac{\gamma_\beta^2}{\beta^2} = \frac{1}{LW} (A_\mu + A_{ox}) + \frac{\gamma_L^2}{L^2} + \frac{\gamma_W^2}{W^2}.
\] (4.6)

The mismatch in \( \beta \) due to edge variations is proportional to \( \left( \frac{1}{L^2} + \frac{1}{W^2} \right) \).

A common contributing factor to the mismatches in \( V_T \) and in \( \beta \) is the variation in the gate-oxide capacitance[45][47].

### 4.2 Sensitivity Analysis

Sensitivity analysis indicates the extent to which a performance parameter varies with a small variation in a component / process parameter[43].

Normalized sensitivity \( S \) of a performance parameter \( F \) with respect to a component / process parameter \( P \) is given by:

\[
S = \frac{P}{F} \left( \frac{\partial F}{\partial P} \right)
\] (4.7)

In order to get a better estimate of \( S \), we must examine the behavior of \( F \) over a range of values of \( P \) ranging from \( P_{min} \) to \( P_{max} \). Once the sensitivity of the performance to all the disturbances has been calculated, and the worst case directions are determined, the worst case for the performance may be calculated by adjusting all the disturbances in their worst case directions.

#### 4.2.1 Sensitivity analysis of the basic CNN cell

In this analysis, the output current of the cell is the performance parameter. A sensitivity analysis is carried out on the performance parameter, \( F \) for different combinations of the threshold voltage \( V_T \) and the conductance parameter \( \beta \) (or \( K_p \)).
For a typical CMOSIS5 process, the values of $V_T$ and $K_P$ for NMOS and PMOS are shown in Table 4.1.

<table>
<thead>
<tr>
<th>Transistor</th>
<th>$V_T$</th>
<th>$K_P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>0.6566V</td>
<td>1.9647E-4</td>
</tr>
<tr>
<td>PMOS</td>
<td>-0.9122V</td>
<td>4.8740E-5</td>
</tr>
</tbody>
</table>

By applying a 10% tolerance of $V_T$ and $K_P$ on the basic cell, the variations in the output current are determined for the following different combinations of the process parameters.

- Varying $V_T$ of NMOS only
- Varying $V_T$ of both PMOS and NMOS
- Varying $K_P$ of NMOS
- Varying $K_P$ of both NMOS and PMOS
- Varying $K_P$ and $V_T$ of both NMOS and PMOS

Figures 4.1 to 4.5 show the simulation results for the above mentioned combinations. The resulting output currents due to variations of the process parameters are measured and recorded in Table 4.2. The expression $k=0$ indicates the minimum tolerance and $k=10$ indicates the maximum tolerance. The deviation of the output current from its normal condition to the worst case are calculated for the above cases and are provided in Table 4.3, 4.4 and 4.5.
### Table 4.2. Measured output current from different combinations

<table>
<thead>
<tr>
<th></th>
<th>$I_{out(k=0)}$ U</th>
<th>$I_{out(k=10)}$ U</th>
</tr>
</thead>
<tbody>
<tr>
<td>VTn</td>
<td>33.81</td>
<td>30.89</td>
</tr>
<tr>
<td>VTn &amp; VTp</td>
<td>33.84</td>
<td>33.00</td>
</tr>
<tr>
<td>KPn</td>
<td>31.69</td>
<td>32.68</td>
</tr>
<tr>
<td>KPn &amp; KPp</td>
<td>31.76</td>
<td>32.69</td>
</tr>
<tr>
<td>VT &amp; KP</td>
<td>32.92</td>
<td>30.97</td>
</tr>
</tbody>
</table>

#### Figure 4.1 Varying $V_T$ of NMOS
Figure 4.2 Varying $V_T$ of both NMOS and PMOS

Figure 4.3 Varying $K_p$ of NMOS
Figure 4.4 Varying $K_p$ of both NMOS and PMOS

Figure 4.5 Varying $K_p$ and $V_T$ of both NMOS and PMOS
### Table 4.3. Influence of $V_T$

<table>
<thead>
<tr>
<th></th>
<th>$V_{t1}$</th>
<th>$V_t$</th>
<th>$V_{t2}$</th>
<th>$V_{t-V_{t1}}$</th>
<th>$V_{t-V_{t2}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>33.81 U</td>
<td>32.2 U</td>
<td>30.09 U</td>
<td>-1.61 U</td>
<td>2.11 U</td>
</tr>
<tr>
<td>N&amp;P MOS</td>
<td>33.84 U</td>
<td>32.2 U</td>
<td>33.00 U</td>
<td>-1.64 U</td>
<td>0.8 U</td>
</tr>
</tbody>
</table>

$V_{t1}$: $V_T(k=0)$, $V_{t2}$: $V_T(k=10)$, $V_t$: $V_T$(normal), N&P MOS: NMOS & PMOS

### Table 4.4. Influence of $K_p$

<table>
<thead>
<tr>
<th></th>
<th>$K_{p1}$</th>
<th>$K_p$</th>
<th>$K_{p2}$</th>
<th>$K_{p-K_{p1}}$</th>
<th>$K_{p-K_{p2}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMOS</td>
<td>31.69 U</td>
<td>32.2 U</td>
<td>32.68 U</td>
<td>0.51 U</td>
<td>-0.48 U</td>
</tr>
<tr>
<td>N&amp;P MOS</td>
<td>31.76 U</td>
<td>32.2 U</td>
<td>32.69 U</td>
<td>0.44 U</td>
<td>-0.49 U</td>
</tr>
</tbody>
</table>

$K_{p1}$: $K_P(k=0)$, $K_{p2}$: $K_P(k=10)$, $K_p$: $K_P$(normal), N&P MOS: NMOS & PMOS

### Table 4.5. Influence of $V_T$ and $K_p$

<table>
<thead>
<tr>
<th></th>
<th>R1</th>
<th>R</th>
<th>R2</th>
<th>R-R1</th>
<th>R-R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>N&amp;P MOS</td>
<td>32.92 U</td>
<td>32.2 U</td>
<td>30.97 U</td>
<td>-0.72 U</td>
<td>1.23 U</td>
</tr>
</tbody>
</table>

$R1$: $K_P$&$V_T(k=0)$, $R2$: $K_P$&$V_T(k=10)$, $R$: $K_P$&$V_T$(normal),
N&P MOS: NMOS & PMOS
4.2.2 Observations

The following observations are made when performing a sensitivity analysis on the output current of a basic CNN cell. The parameters are varied by applying a ±10% tolerance:

1. The circuit is more sensitive to variations in threshold voltage than to variations in the conductance parameter.

2. The sensitivity of the output current when $V_T$ and $K_P$ are separately applied on the circuit is different from the combined influence of $V_T$ and $K_P$. This shows a common contributing factor to the mismatches in $V_T$ and $K_P$, and is due to the variation in the gate-oxide capacitance of the MOS transistor.

3. The sensitivity of the output current of the basic cell due to parameter disturbances are monotonic and nearly linear.

4. A 10% tolerance on process parameters yields less than a 7% variation in circuit performance.

4.3 Summary

This chapter described the sensitivity analysis on a basic CNN cell. The analysis is conducted by identifying the process parameters that cause mismatch in transistor behavior, i.e., threshold voltage ($V_t$) and transconductance term parameter ($\beta$ or $K_P$) and applying 10% tolerance on these parameters to monitor the influence of these disturbance on the performance of the circuit. The simulations are performed by choosing five different combinations of $V_t$ and $K_P$ of both NMOS and PMOS transistors. The $P_{min}$ has been chosen as a starting value and incremented with a constant step. Parametric simulation is employed to conduct the analysis. It has been observed that the sensitivity of the output current of the basic cell due to parameter variations is monotonic and nearly linear. Also the 10% tolerance on process parameters yields less than a 7% variation in the circuit performance.
This thesis has investigated different aspects of designing analog library cells for Cellular Neural Network applications. A sensitivity analysis for the worst case design has also been conducted.

The silicon implementation for realizing the building blocks for image processing and binary arithmetic operations has been the main thrust of this thesis. The building blocks for image processing include: an operational transconductance amplifier (or nonlinear V/I converter) with programming capabilities; a linear tunable V/I converter; a cell resistor and a cell capacitor. The circuits have been designed using state of the art techniques and the functionalities of these circuits have been verified by performing Design Rule Check (DRC), Layout Versus Schematic (LVS), and post layout simulations. The parasitics extracted from the layout have a minor influence on the performance of the circuits.

The building blocks for binary arithmetic operations include: an absolute value function circuit; a current comparator; a hysteresis circuit; a current adder; and a current subtractor. Since the network operates in current mode, all the above mentioned circuits are designed using simple current mirrors (both NMOS and PMOS),
and differential pairs. The operations of these circuits have also been verified by conducting DRC, LVS, and post layout simulations.

The speed of the basic CNN cell is calculated by applying different state voltages across the capacitor and observing the transient response of the circuit. The speed is approximated as the inverse of the time difference between starting the circuit evaluation and the time at which the output becomes stable. It is found that the basic CNN cell operates at 40MHz.

The CNN cell employs a linear resistor to realize the loss term. In order to realize a cell resistor, we use an NMOS and a PMOS transistor operating in the linear region; this occupies a relatively large area in the layout. In order to test the robustness of the design to a more area efficient resistor, we replaced the linear resistor with a nonlinear resistor built by connecting the gate of an NMOS transistor to its drain and operating in the saturation region. Surprisingly, the influence of the nonlinear resistor to the performance of the circuit is found to be negligible at the cell level. However, this nonlinear structure may not exhibit similar behavior in a complete CNN array due to possible effects of the potential race condition. This situation arises due to fluctuating RC time constants of cells in a typical operating neighbourhood.

A sensitivity analysis was also carried out on the basic CNN cell in order to determine its tolerance with regard to the variations of the process parameters. The simulations are performed by choosing the threshold voltage ($V_T$) and the conductance parameter ($K_P$) of the MOS transistor as the potential component parameters and varying these parameters by 10% tolerance. The influence of these variations on the output has been monitored. It has been observed that the circuit is more sensitive to variations in $V_T$ than in $K_P$. We also notice that the sensitivity of the output, when $V_T$ and $K_P$ separately applied to the circuit, is different from the combined influence of $V_T$ and $K_P$. This shows a correlation between the mismatches in $V_T$ and $K_P$; we conclude that this is due to the variation in the
gate-oxide capacitance of the MOS transistor. The sensitivity of the output due to parameter disturbances is monotonic and nearly linear. Furthermore, a 10% tolerance on the process parameter has yielded less than 7% variations on the circuit performance, this shows that the basic CNN cell circuit is reasonably robust.
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Appendix A

SPICE netlist of OTA circuit

# vdc Instance V45 = spectreS device v45 v45 g1 0 \vsourc e type=\dc \dc=5.0

# vdc Instance V64 = spectreS device v64 v64 net58 0 \vsourc e type=\dc \dc=vdc1

# vdc Instance V63 = spectreS device v63 v63 net68 0 \vsourc e type=\dc \dc=2.5

# n Fet3 Instance M21 = spectreS device m21 m21 net54 net58 net57 0 \CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# n Fet3 Instance M17 = spectreS device m17 m17 net57 net66 0 0 \CMOSN region=\triode w=5.2e-6 l=800e-9 as=1e-6*5.2e-6 ad=1e-6*5.2e-6 ps=2e-6+2.0*5.2e-6 pd=2e-6+2.0*5.2e-6 nrd=1e-6/5.2e-6 & nrs=1e-6/5.2e-6 m=1.0

# n Fet3 Instance M57 = spectreS device m57 m57 out net68 net57 0 \CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# p Fet3 Instance M19 = spectreS device m19 m19 net54 net54 g1 g1 \CMOSP region=\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 & nrs=1e-6/8e-6 m=1.0

# p Fet3 Instance M20 = spectreS device m20 m20 out net54 g1 g1 \CMOSP region=\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 & nrs=1e-6/8e-6 m=1.0
Appendix B

SPICE netlist of the linear V/I converter

# resistor Instance R18 = spectreS device r18 r18 0 net1 \ resistor r=25e3 m=1.0

# resistor Instance R17 = spectreS device r17 r17 net1 g1 \ resistor r=5e3 m=1.0

# resistor Instance R16 = spectreS device r16 r16 net39 net1 \ resistor r=3e3 m=1.0

# vdc Instance V25 = spectreS device v25 v25 net31 0 \ vsource type=dc dc=2.5

# vdc Instance V24 = spectreS device v24 v24 net7 0 \ vsource type=dc dc=vdc2

# vdc Instance V15 = spectreS device v15 v15 net25 0 \ vsource type=dc dc=vdc1

# vdc Instance V14 = spectreS device v14 v14 g1 0 \ vsource type=dc dc=5.0

# pefet3 Instance M12 = spectreS device m12 m12 net27 net27 g1 g1 \ CMOS region=\triode w=80e-6 l=4e-6 as=1e-6*80e-6 & ad=1e-6*80e-6 ps=2e-6+2.0*80e-6 pd=2e-6+2.0*80e-6 nrd=1e-6/80e-6 nrs=1e-6/ & 80e-6 m=1.0

# pefet3 Instance M9 = spectreS device m9 m9 net39 net27 g1 g1 \ CMOS region=\triode w=80e-6 l=4e-6 as=1e-6*80e-6 & ad=1e-6*80e-6 ps=2e-6+2.0*80e-6 pd=2e-6+2.0*80e-6 nrd=1e-6/80e-6 nrs=1e-6/ & 80e-6 m=1.0

# pefet3 Instance M8 = spectreS device m8 m8 0 net34 net23 g1 \ CMOS region=\triode w=80e-6 l=2e-6 as=1e-6*80e-6 & ad=1e-6*80e-6 ps=2e-6+2.0*80e-6 pd=2e-6+2.0*80e-6 nrd=1e-6/80e-6 nrs=1e-6/ & 80e-6 m=1.0
# pftet3 Instance M10 - spectreS device m10 m10 0 net28 net20 g1 \CMOS region=\triode w=80e-6 l=2e-6 as=1e-6*80e-6 & ad=1e-6*80e-6 ps=2e-6+2.0*80e-6 pd=2e-6+2.0*80e-6 nrd=1e-6/80e-6 nrs=1e-6/& 80e-6 m=1.0

# nfet3 Instance M13 - spectreS device m13 m13 net27 net25 net28 0 \CMOSN region=\triode w=10e-6 l=20e-6 as=1e-6* & 10e-6 ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6 nrd=1e-6/10e-6 & nrs=1e-6/10e-6 m=6.0

# nfet3 Instance M7 - spectreS device m7 m7 net39 net31 net34 0 \CMOSN region=\triode w=10e-6 l=20e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6 nrd=1e-6/10e-6 nrs=1e-6/& 6/10e-6 m=6.0

# nfet3 Instance M6 - spectreS device m6 m6 net34 net34 0 0 \CMOSN region=\triode w=10e-6 l=20e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6 nrd=1e-6/10e-6 nrs=1e-6/& 10e-6 m=6.0

# nfet3 Instance M5 - spectreS device m5 m5 net28 net28 0 0 \CMOSN region=\triode w=10e-6 l=20e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6 nrd=1e-6/10e-6 nrs=1e-6/& 10e-6 m=6.0

# nfet3 Instance M3 - spectreS device m3 m3 net27 net7 net23 0 \CMOSN region=\triode w=10e-6 l=20e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6 nrd=1e-6/10e-6 nrs=1e-6/& 6/10e-6 m=6.0

# nfet3 Instance M1 - spectreS device m1 m1 net39 net7 net20 0 \CMOSN region=\triode w=10e-6 l=20e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6 nrd=1e-6/10e-6 nrs=1e-6/& 6/10e-6 m=6.0
Appendix C

SPICE netlist of programmable nonlinear V/I converter

# ota2 Instance I27 = spectreS device xi27 xi27 net40 net46 net48 net57 net58 cnllib1_ota2_schematic

# res Instance R24 = spectreS device r24 r24 net37 net59 \resistor r=1e3 m=1.0

# res Instance R13 = spectreS device r13 r13 net37 0 \resistor r=100e3 m=1.0

# res Instance R12 = spectreS device r12 r12 net57 net37 \resistor r=10e3 m=1.0

# vdc Instance V29 = spectreS device v29 v29 net58 net39 \vsourcetype=\dc dc=0.0

# vdc Instance V28 = spectreS device v28 v28 net67 net58 \vsourcetype=\dc dc=0.0

# vdc Instance V20 = spectreS device v20 v20 net40 0 \vsourcetype=\dc dc=vdc1

# vdc Instance V21 = spectreS device v21 v21 net42 0 \vsourcetype=\dc dc=vdc2

# vdc Instance V22 = spectreS device v22 v22 net56 0 \vsourcetype=\dc dc=vdc3

# vdc Instance V8 = spectreS device v8 v8 net46 0 \vsourcetype=\dc dc=2.5

# vdc Instance V7 = spectreS device v7 v7 net48 0 \vsourcetype=\dc dc=900e-3

# vdc Instance V4 = spectreS device v4 v4 net57 0 \vsourcetype=\dc dc=5.0
# gilbert1 Instance I2 = spectres device xi2 xi2 net57 net67 net42 net59
cnnlib1_gilbert1_schematic

# terminal mapping: IN1 = IN1 # IN2 = IN2 # IN3 = IN3 #
IN4 = IN4 # OUT1 = OUT1

.SUBCKT &1 IN1 IN2 IN3 IN4 OUT1

# nmos Instance M37 = spectres device m37 m37 net21 in1 net39 net39 \mnch_0p8
region=\sat w=5e-6 l=800e-9 m=1.0

# pmos Instance M41 = spectres device m41 m41 net21 net21 in4 in4 \mpch_0p8
region=\sat w=5e-6 l=800e-9 m=1.0

# pmos Instance M40 = spectres device m40 m40 out1 net21 in4 in4 \mpch_0p8
region=\sat w=5e-6 l=800e-9 m=1.0

# nmos Instance M38 = spectres device m38 m38 out1 in2 net39 net39 \mnch_0p8
region=\sat w=5e-6 l=800e-9 m=1.0

# nmos Instance M39 = spectres device m39 m39 net39 in3 0 0 \mnch_0p8 region=\sat
w=4e-6 l=800e-9 m=1.0

# End of subcircuit definition..ENDS &1 # terminal mapping: IN1 = IN1 # IN2 = IN2 #
IN3 = IN3 # OUT = OUT

.SUBCKT &1 IN1 IN2 IN3 OUT

# pmos Instance M15 = spectres device m15 m15 net42 in3 in2 in2 \mpch_0p8
region=\trio w=60e-6 l=10e-6 m=1.0

# pmos Instance M16 = spectres device m16 m16 net50 in2 in2 \mpch_0p8 region=\trio-
de w=60e-6 l=10e-6 m=1.0

---
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# pmos Instance M4 = spectreS device m4 m4 net21 net21 net5 net5 \mpch_0p8
region=\triode w=60e-6 l=10e-6 m=1.0 &

# pmos Instance M2 = spectreS device m2 m2 net18 net21 net42 net42 \mpch_0p8
region=\triode w=60e-6 l=10e-6 & m=1.0

# nmos Instance M17 = spectreS device m17 m17 out net18 0 0 \mnch_0p8 region=\trio
dode w=60e-6 l=10e-6 m=1.0

# nmos Instance M18 = spectreS device m18 m18 in1 in1 0 0 \mnch_0p8 region=\trio
dode w=60e-6 l=10e-6 m=1.0

# nmos Instance M3 = spectreS device m3 m3 net18 net18 0 0 \mnch_0p8 region=\trio
dode w=60e-6 l=10e-6 m=1.0

# nmos Instance M1 = spectreS device m1 m1 net21 in1 0 0 \mnch_0p8 region=\trio
dode w=60e-6 l=10e-6 m=1.0 # End of subcircuit definition. .ENDS &1 # terminal mapping:
IN1 = IN1 #
IN2 = IN2 #
IN3 = IN3 #
OUT = OUT

.SUBCKT &1 IN1 IN2 IN3 OUT

# pmos Instance M15 = spectreS device m15 mm15 net30 net30 in1 in1 \mpch_0p8
region=\triode w=40e-6 l=10e-6 m=1.0

# pmos Instance M49 = spectreS device m49 m49 out net30 in1 in1 \mpch_0p8
region=\triode w=40e-6 l=10e-6 m=1.0

# pmos Instance M50 = spectreS device m50 m50 in2 in2 in1 in1 \mpch_0p8 region=\trio
dode w=40e-6 l=10e-6 m=1.0

# pmos Instance M16 = spectreS device m16 m16 net21 in2 in1 in1 \mpch_0p8
region=\triode w=40e-6 l=10e-6 m=1.0
# nmos Instance M58 = spectreS device m58 m58 net30 net21 net70 net70 \mnch_0p8 region=\triode w=10e-6 l=10e-6 & m=1.0

# nmos Instance M57 = spectreS device m57 m57 net21 net21 net84 net84 \mnch_0p8 region=\triode w=10e-6 l=10e-6 & m=1.0

# nmos Instance M3 = spectreS device m3 m3 net70 in3 0 0 \mnch_0p8 region=\triode w=10e-6 l=10e-6 m=1.0

# nmos Instance M1 = spectreS device m1 m1 net84 in1 0 0 \mnch_0p8 region=\triode w=10e-6 l=10e-6 m=1.0 # End of subcircuit definition. .ENDS &1
Appendix D

SPICE netlist of absolute value function circuit

i13 net10 isource type= dc dc=1.5e-6 m=1.0 i12 g1 net16 isource type= dc dc=0.0 m=1.0 v11 g10 vsource type= dc dc=5.0

m8 net7 net7 0 0 CMOSN region= triode w=2e-6 l=8e-6 as=+2.000000000E-12
+ad=+2.000000000E-12 ps=+6.000000000E-06 pd=+6.000000000E-06 nrd=+5.000000000E-01 +nrs=+5.000000000E-01 m=1.0

m10 net10 net10 0 0 CMOSN region= triode w=2.2e-6 l=800e-9 +as=+2.200000000E-12
ad=+2.200000000E-12 ps=+6.400000000E-06 pd=+6.400000000E-06 +nrd=+4.54545455E-01 nrs=+4.54545455E-01 m=1.0

m9 net15 net10 0 0 CMOSN region= triode w=2.2e-6 l=800e-9 +as=+2.200000000E-12
ad=+2.200000000E-12 ps=+6.400000000E-06 pd=+6.400000000E-06 +nrd=+4.54545455E-01 nrs=+4.54545455E-01 m=1.0

m7 net16 net16 0 0 CMOSN region= triode w=2e-6 l=4e-6 as=+2.000000000E-12
+ad=+2.000000000E-12 ps=+6.000000000E-06 pd=+6.000000000E-06 nrd=+5.000000000E-01 +nrs=+5.000000000E-01 m=1.0

m6 net24 net16 0 0 CMOSN region= triode w=2e-6 l=4e-6 as=+2.000000000E-12
+ad=+2.000000000E-12 ps=+6.000000000E-06 pd=+6.000000000E-06 nrd=+5.000000000E-01 +nrs=+5.000000000E-01 m=1.0
m5 net24 net24 g1 g1  CMOS region= triode w=1.2e-6 l=800e-9 +as=+1.20000000E-12 ad=+1.20000000E-12 ps=+4.40000000E-06 pd=+4.40000000E-06
+nrd=+8.33333333E-01 nrs=+8.33333333E-01 m=1.0

m4 net7 net24 g1 g1  CMOS region= triode w=1.2e-6 l=800e-9 +as=+1.20000000E-12 ad=+1.20000000E-12 ps=+4.40000000E-06 pd=+4.40000000E-06 +nrd=+8.33333333E-01 nrs=+8.33333333E-01 m=1.0

m3 net7 net15 g1 g1  CMOS region= triode w=1.2e-6 l=3e-6 +as=+1.20000000E-12 ad=+1.20000000E-12 ps=+4.40000000E-06 pd=+4.40000000E-06 nrd=+8.33333333E-01 +nrs=+8.33333333E-01 m=1.0

m2 net15 net15 g1 g1  CMOS region= triode w=1.2e-6 l=3e-6 +as=+1.20000000E-12 ad=+1.20000000E-12 ps=+4.40000000E-06 pd=+4.40000000E-06 nrd=+8.33333333E-01 nrs=+8.33333333E-01 m=1.0

m1 net1 net1 g1 g1  CMOS region= triode w=1.2e-6 l=4e-6 +as=+1.20000000E-12 ad=+1.20000000E-12 ps=+4.40000000E-06 pd=+4.40000000E-06 nrd=+8.33333333E-01 +nrs=+8.33333333E-01 m=1.0

m0 net10 net1 g1 g1  CMOS region= triode w=1.2e-6 l=4e-6 +as=+1.20000000E-12 ad=+1.20000000E-12 ps=+4.40000000E-06 pd=+4.40000000E-06 nrd=+8.33333333E-01 +nrs=+8.33333333E-01 m=1.0 .MODEL CMOSN NMOS LEVEL=3
VTO=+6.56600000E-01 PHI=0.700000 TOX=9.6000E-09 XJ=0.200000U TPG=1
DELTA=6.9100E-01 LD=4.7290E-08 KP=1.9647E-04 UO=546.2 +THETA=2.6840E-01 RSH=3.5120E+01 GAMMA=0.5976 NSUB=1.3920E+17 NFS=5.9090E+11 +VMAX=2.0080E+05 ETA=3.7180E-02 KAPPA=2.8980E-02 CGDO=3.0515E-10 +CGSO=3.0515E-10 CGBO=4.0239E-10 CJ=5.62E-04 MJ=0.559 CJSW=5.00E-11 +MJSW=0.521 PB=0.99 XW=4.108E-07 XQC=0.5 XPART=0.5

.MODEL CMOSP PMOS LEVEL=3 PHI=0.700000 TOX=9.6000E-09 XJ=0.200000U
+TPG=-1.00000000E+00 VTO=-9.12200000E-01 DELTA=2.8750E-01 LD=3.5070E-08 +KP=4.8740E-05 UO=135.5 THETA=1.8070E-01 RSH=1.1000E-01
GAMMA=0.4673  +NSUB=8.5120E+16 NFS=6.5000E+11 VMAX=2.5420E+05
ETA=2.4500E-02  +KAPPA=7.9580E+00 CGDO=2.3922E-10 CGSO=2.3922E-10
CGBO=3.7579E-10 CJ=9.35E-04 +MJ=0.468 CJSW=2.89E-10 MJSW=0.505 PB=0.99
XW=3.6222E-07 XQC=0.5 XPART=0.5 *

simulator lang=spectre

modelParameter info what=models where=rawfile

element info what=inst where=rawfile

outputParameter info what=output where=rawfile

simulator lang=spice

.TRAN 1.00000E-10 1.00000E-07 0.

simulator lang=spectre

finalTimeOP info what=oppoint where=rawfile

simulator lang=spice

.end
Appendix E

SPICE netlist of hysteresis circuit

# vpwl Instance V16 = spectreS device v16 v16 net24 net25 \source type=\pwl wave={
0.0 0.0 50e-9 5.0 51e-9 5.0 & 100e-9 0.0} delay=100e-9

# vdc Instance V17 = spectreS device v17 v17 in 0 \source type=\dc dc=vdc1

# vdc Instance V11 = spectreS device v11 v11 g1 0 \source type=\dc dc=5.0

# pft3 Instance M3 = spectreS device m3 m3 0 out net4 g1 \CMOS region\triode
w=6e-6 l=1.2e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-6+2.0*6e-6
nr=1e-6/6e-6 nrs=1e-6/6e-6 & m=1.0

# pft3 Instance M2 = spectreS device m2 m2 0 out in net4 g1 \CMOS region\triode
w=14e-6 l=1.2e-6 as=1e-6*14e-6 & ad=1e-6*14e-6 ps=2e-6+2.0*14e-6 pd=2e-6+2.0*14e-6
nr=1e-6/14e-6 nrs=1e-6/& 14e-6 m=1.0

# pft3 Instance M1 = spectreS device m1 m1 net4 in g1 g1 \CMOS region\triode
w=6e-6 l=1.2e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-6+2.0*6e-6
nr=1e-6/6e-6 nrs=1e-6/6e-6 & m=1.0

# nft3 Instance M5 = spectreS device m5 m5 0 out net13 0 \CMOSN region\triode
w=9.2e-6 l=1.2e-6 as=1e-6*9.2e-6 & ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6
nr=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0
# nfe3 Instance M4 = spectreS device m4 m4 net13 in 0 0 \CMOSN region=\triode
w=3e-6 l=1.2e-6 as=1e-6*3e-6 ad=1e-6*6*3e-6 ps=2e-6+2.0*3e-6 pd=2e-6+2.0*3e-6
nrd=1e-6/3e-6 nrs=1e-6/3e-6 m=1.0 &

# nfe3 Instance M0 = spectreS device m0 m0 out in net13 0 \CMOSN region=\triode
w=3.6e-6 l=1.2e-6 as=1e-6*3.6e-6 & ad=1e-6*3.6e-6 ps=2e-6+2.0*3.6e-6 pd=2e-6+2.0*3.6e-6
nrd=1e-6/3.6e-6 & nrs=1e-6/3.6e-6 m=1.0
# vdc Instance V6 = spectreS device v6 v6 g1 0 \wsource type=\dc dc=5.0

# nfet3 Instance M12 = spectreS device m12 m12 g1 g1 net14 0 \CMOSN region=\triode
  w=10e-6 l=2e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6
  nrd=1e-6/10e-6 nns=1e-6/10e-6 m=1.0

# nfet3 Instance M8 = spectreS device m8 m8 net14 net6 0 0 \CMOSN region=\triode
  w=4e-6 l=2e-6 as=1e-6*4e-6 ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
  nrd=1e-6/4e-6 nns=1e-6/4e-6 m=1.0 &

# nfet3 Instance M7 = spectreS device m7 m7 net6 net6 0 0 \CMOSN region=\triode
  w=4e-6 l=2e-6 as=1e-6*4e-6 ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
  nrd=1e-6/4e-6 nns=1e-6/4e-6 m=1.0 &

# nfet3 Instance M4 = spectreS device m4 m4 net14 net15 0 0 \CMOSN region=\triode
  w=4e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
  nrd=1e-6/4e-6 nns=1e-6/4e-6 & m=1.0

# nfet3 Instance M5 = spectreS device m5 m5 net15 net15 0 0 \CMOSN region=\triode
  w=4e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
  nrd=1e-6/4e-6 nns=1e-6/4e-6 & m=1.0

# idc Instance I1 = spectreS device i1 i1 g1 net6 \wsource type=\dc dc=25e-6 m=1.0

# idc Instance I2 = spectreS device i2 i2 g1 net15 \wsource type=\dc dc=50e-6 m=1.0
/*SUBTRACTOR NETLIST*/

# idc Instance I7 = spectreS device i7 i7 g1 net15 \isource type=dc dc=50e-6 m=1.0

# idc Instance I6 = spectreS device i6 i6 g1 net24 \isource type=dc dc=100e-6 m=1.0

# resistor Instance R5 = spectreS device r5 r5 net6 0 \resistor r=15e3 m=1.0

# vdc Instance V4 = spectreS device v4 v4 g1 0 \vsource type=dc dc=5.0

# pftet3 Instance M3 = spectreS device m3 m3 net23 net23 g1 g1 \CMOSP region=\triode
w=10e-6 l=2e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6
nrd=1e-6/10e-6 nrs=1e-6/& 10e-6 m=1.0

# pftet3 Instance M2 = spectreS device m2 m2 net6 net23 g1 g1 \CMOSP region=\triode
w=10e-6 l=2e-6 as=1e-6*10e-6 & ad=1e-6*10e-6 ps=2e-6+2.0*10e-6 pd=2e-6+2.0*10e-6
nrd=1e-6/10e-6 nrs=1e-6/& 10e-6 m=1.0

# nftet3 Instance M11 = spectreS device m11 m11 net6 net15 0 0 \CMOSN region=\triode
w=4e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
nrd=1e-6/4e-6 nrs=1e-6/4e-6 & m=1.0

# nftet3 Instance M10 = spectreS device m10 m10 net15 net15 0 0 \CMOSN region=\triode
w=4e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
nrd=1e-6/4e-6 nrs=1e-6/4e-6 & m=1.0

# nftet3 Instance M9 = spectreS device m1 m1 net24 net24 0 0 \CMOSN region=\triode
w=4e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
nrd=1e-6/4e-6 nrs=1e-6/4e-6 & m=1.0

# nftet3 Instance M0 = spectreS device m0 m0 net23 net24 0 0 \CMOSN region=\triode
w=4e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
nrd=1e-6/4e-6 nrs=1e-6/4e-6 & m=1.0
Appendix G

SPICE netlist of a basic CNN cell

v48 in2 0 vsource type=dc dc=2.5 v47 in 0 vsource type=dc dc=2.5 v46 in 1 0 vsource type=dc dc=900e-3 v45 n5 0 vsource type=dc dc=5.0 r53 net118 n5 resistor r=10e3 m=1.0 r52 out net118 resistor r=1e3 m=1.0 r54 0 net118 resistor r=100e3 m=1.0

m45 out n4 n5 n5 CMOS region=triode w=7.99999997980194e-6
+l=800.000009348878e-9 as=7.99999996803358e-12 ad=12.799999753814e-12
+ps=9.99999974737875e-6 pd=19.2000006791204e-6 nrd=+1.25000000E-01
+nrs=+1.25000000E-01 m=1.0

m46 n5 n4 n5 n5 CMOS region=triode w=7.99999997980194e-6
+l=800.000009348878e-9 as=12.7999999753814e-12 ad=7.99999996803358e-12
+ps=19.2000006791204e-6 pd=9.99999974737875e-6 nrd=+1.25000000E-01
+nrs=+1.25000000E-01 m=1.0

m47 n2 n1 n5 n5 CMOS region=triode w=7.99999997980194e-6
+l=800.000009348878e-9 as=7.99999996803358e-12 ad=12.7999999753814e-12
+ps=9.99999974737875e-6 pd=19.2000006791204e-6 nrd=+1.25000000E-01
+nrs=+1.25000000E-01 m=1.0

m48 n5 n1 n1 n5 CMOS region=triode w=7.99999997980194e-6
+l=800.000009348878e-9 as=12.7999999753814e-12 ad=7.99999996803358e-12
+ps=19.2000006791204e-6 pd=9.99999974737875e-6 nrd=+1.25000000E-01
+nrs=+1.25000000E-01 m=1.0
m49 n2 0 in n5  CMOSP  region= triode w=800.000009348878e-9
+l=27.5999991572462e-6 as=4.88000004988942e-12 ad=4.48000013822392e-12
+ps=10.2000003607827e-6 pd=9.20000002224697e-6 nrd=+1.24999999E+00
+nrs=+1.24999999E+00 m=1.0

m50 in n5 n2 0  CMOSN  region= triode w=800.000009348878e-9
+l=24.9999993684469e-6 as=4.39999989568229e-12 ad=4.7199999848705e-12
+ps=9.0000003183377e-6 pd=9.80000004346948e-6 nrd=+1.24999999E+00
+nrs=+1.24999999E+00 m=1.0

m51 0 n2 0 0  CMOSN  region= triode w=21.1999995372025e-6
+l=9.99999974737875e-6 as=+2.11999995E-11 ad=69.959996129576e-12
+ps=+4.43999991E-05 pd=91.3999974727631e-6 nrd=+4.71698124E-02
+nrs=+4.71698124E-02 m=1.0

m52 out in2 n3 0  CMOSN  region= triode w=9.20000002224697e-6
+l=800.0000009348878e-9 as=9.20000013671096e-12 ad=14.7199995248481e-12
+ps=11.199997898238e-6 pd=21.6000007640105e-6 nrd=+1.08695652E-01
+nrs=+1.08695652E-01 m=1.0

m53 n3 n2 n4 0  CMOSN  region= triode w=9.20000002224697e-6
+l=800.0000009348878e-9 as=14.7199995248481e-12 ad=9.20000013671096e-12
+ps=21.6000007640105e-6 pd=11.199997898238e-6 nrd=+1.08695652E-01
+nrs=+1.08695652E-01 m=1.0

m54 n3 in1 0 0  CMOSN  region= triode w=5.2000000323246e-6 +l=800.0000009348878e-9
as=8.32000007083833e-12 ad=8.8399999126354e-12 +ps=13.599998747138e-6
pd=13.799995786231e-6 nrd=+1.92307691E-01 +nrs=+1.92307691E-01 m=1.0

m55 n2 in2 n0 0  CMOSN  region= triode w=9.20000002224697e-6
+l=800.0000009348878e-9 as=9.20000013671096e-12 ad=14.7199995248481e-12
+ps=11.199997898238e-6 pd=21.6000007640105e-6 nrd=+1.08695652E-01
+nrs=+1.08695652E-01 m=1.0
m56 n0 n2 n1 0  CMOSN region= triode w=9.20000002224697e-6
+l=800.000009348878e-9 as=14.719995248481e-12 ad=9.20000013671096e-12
+ps=21.6000007640105e-6 pd=11.1999997898238e-6 nrd=+1.08695652E-01
+nrs=+1.08695652E-01 m=1.0

m57 n0 in1 0 0  CMOSN region= triode w=5.200000032346e-6 +l=800.000009348878e-
9 as=8.32000007083833e-12 ad=8.8399999126354e-12 +ps=13.5999998747138e-6
pd=13.7999995786231e-6 nrd=+1.92307691E-01 +nrs=+1.92307691E-01 m=1.0

.CODE CMOSN PMOS LEVEL=3 PHI=0.700000 TOX=9.6000E-09 XJ=0.200000U
+TPG=1.00000000E+00 VTO=9.12200000E-01 DELTA=2.8750E-01 LD=3.5070E-08
+KP=4.8740E-05 UO=135.5 THETA=1.8070E-01 RSH=1.1000E-01
GAMMA=0.4673 +NSUB=8.5120E+16 NFS=6.5000E+11 VMAX=2.5420E+05
ETA=2.4500E-02 +KAPPA=7.9580E+00 CGDO=2.3922E-10 CGSO=2.3922E-10
CGBO=3.7579E-10 CI=9.35E-04 +MJ=0.468 CJSW=2.89E-10 MJSW=0.505 PB=0.99
XW=3.622E-07 XQC=0.5 XPARTE=0.5

.CODE CMOSN NMOS LEVEL=3 VTO=+6.56600000E-01 PHI=0.700000
TOX=9.6000E-09 +XJ=0.200000U TPG=1 DELTA=6.9100E-01 LD=4.7290E-08
KP=1.9647E-04 UO=546.2 +THETA=2.6840E-01 RSH=3.5120E+01
GAMMA=0.5976 NSUB=1.3920E+17 NFS=5.9090E+11 +VMAX=2.0080E+05
ETA=3.7180E-02 KAPPA=2.8980E-02 CGDO=3.0515E-10 +CGSO=3.0515E-10
CGBO=4.0239E-10 CI=5.62E-04 MJ=0.559 CJSW=5.00E-11 +MJSW=0.521 PB=0.99
XW=4.108E-07 XQC=0.5 XPARTE=0.5

.TRAN 1.000000E-10 2.000000E-07 0.

simulator lang=spectre

simulator lang=spice

.end
Appendix H

SPICE netlist of Rule 2 verification

# capacitor Instance C50 = spectreS device c50 c50 net11 0 \ capacitor c=100e-15 m=1.0 ic=0.0

# neuronR Instance I47 = spectreS device xi47 xi47 net56 net55 net54 net83 net5 cell_neuronR_schematic

# neuronR1 Instance I46 = spectreS device xi46 xi46 net56 net55 net54 net68 net57 cell_neuronR1_schematic

# inverter1 Instance I45 = spectreS device xi45 xi45 net11 net10 cell_inverter1_schematic

# resistor Instance R37 = spectreS device r37 r37 net57 net1 \ resistor r=10e3 m=1.0

# resistor Instance R38 = spectreS device r38 r38 net5 net1 \ resistor r=10e3 m=1.0

# resistor Instance R27 = spectreS device r27 r27 net1 net20 \ resistor r=10e3 m=1.0

# hyteresis Instance I25 = spectreS device xi25 xi25 net10 net44 cell_hyteresis_schematic

# nfet3 Instance M49 = spectreS device m49 m49 net83 net44 0 0 \ CMOSN region\trio
de w=2e-6 l=2e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6

nrd=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0
# net3 Instance M33 = spectreS device m33 m33 g1 net44 net68 0 \CMOSN region=\trio
de w=2e-6 l=2e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6
nr=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0

# net3 Instance M22 = spectreS device m22 m22 net11 net11 0 0 \CMOSN region=\trio
de w=2e-6 l=2e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6
nr=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0

# net3 Instance M42 = spectreS device m42 m42 net14 net14 0 0 \CMOSN region=\trio
de w=2e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
nr=1e-6/4e-6 nrs=1e-6/4e-6 & m=1.0

# net3 Instance M13 = spectreS device m13 m13 net19 net14 0 0 \CMOSN region=\trio
de w=2e-6 l=2e-6 as=1e-6*4e-6 & ad=1e-6*4e-6 ps=2e-6+2.0*4e-6 pd=2e-6+2.0*4e-6
nr=1e-6/4e-6 nrs=1e-6/4e-6 & m=1.0

# net3 Instance M41 = spectreS device m41 m41 net20 net20 0 0 \CMOSN region=\trio
de w=2e-6 l=2e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6
nr=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0

# net3 Instance M10 = spectreS device m10 m10 net28 net20 0 0 \CMOSN region=\trio
de w=2e-6 l=2e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6
nr=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0

# pfet3 Instance M18 = spectreS device m18 m18 net28 net28 g1 g1 \CMOSP
region=\trio w=6e-6 l=4e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-
6+2.0*6e-6 nr=1e-6/6e-6 nrs=1e-6/6e-6 & m=1.0

# pfet3 Instance M17 = spectreS device m17 m17 net11 net28 g1 g1 \CMOSP
region=\trio w=6e-6 l=4e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-
6+2.0*6e-6 nr=1e-6/6e-6 nrs=1e-6/6e-6 & m=1.0
# pef3 Instance M16 = spectreS device m16 m16 net11 net19 g1 g1 \ CMOSP
region=\triod w=6e-6 l=4e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-6+2.0*6e-6 nrd=1e-6/6e-6 nrs=1e-6/6e-6 & m=1.0

# pfe3 Instance M15 = spectreS device m15 m15 net19 net19 g1 g1 \ CMOSP
region=\triod w=6e-6 l=4e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-6+2.0*6e-6 nrd=1e-6/6e-6 nrs=1e-6/6e-6 & m=1.0

# pfe3 Instance M11 = spectreS device m11 m11 net20 net20 g1 g1 \ CMOSP
region=\triod w=2e-6 l=10e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6 nrd=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0

# pfe3 Instance M9 = spectreS device m9 m9 net14 net20 g1 g1 \ CMOSP region=\triod
w=2e-6 l=10e-6 as=1e-6*2e-6 & ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6
nrd=1e-6/2e-6 nrs=1e-6/2e-6 & m=1.0

# vdc Instance V7 = spectreS device v7 v7 net54 0 \vsoure type=\dc dc=2.5

# vdc Instance V4 = spectreS device v4 v4 g1 0 \vsoure type=\dc dc=5.0

# vdc Instance V3 = spectreS device v3 v3 net55 0 \vsoure type=\dc dc=1.0

# vdc Instance V2 = spectreS device v2 v2 net56 0 \vsoure type=\dc dc=2.5

*/ CELL N1

# terminal mapping: IN = IN #     IN1 = IN1 #     IN2 = IN2 #
IN3 = IN3 #     OUT = OUT

.SUBCKT &1 IN IN1 IN2 IN3 OUT

# capacitor Instance C60 = spectreS device c60 c60 in3 0 \capacitor c=10e-15 m=1.0
ic=500e-3
# nfet3 Instance M55 = spectroS device m55 m55 in3 in2 net63 0 \CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# nfet3 Instance M42 = spectroS device m42 m42 0 in3 0 0 \CMOSN region=\triode w=21.2e-6 l=10e-6 as=1e-6*21.2e-6 & ad=1e-6*21.2e-6 ps=2e-6+2.0*21.2e-6 pd=2e-6+2.0*21.2e-6 nrd=1e-6/21.2e-6 & nrs=1e-6/21.2e-6 m=1.0

# nfet3 Instance M21 = spectroS device m21 m21 net54 in3 net57 0 \CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# nfet3 Instance M17 = spectroS device m17 m17 net57 in1 0 0 \CMOSN region=\triode w=5.2e-6 l=800e-9 as=1e-6*5.2e-6 & ad=1e-6*5.2e-6 ps=2e-6+2.0*5.2e-6 pd=2e-6+2.0*5.2e-6 nrd=1e-6/5.2e-6 & nrs=1e-6/5.2e-6 m=1.0

# nfet3 Instance M57 = spectroS device m57 m57 out in2 net57 0 \CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# nfet3 Instance M6 = spectroS device m6 m6 net63 in1 0 0 \CMOSN region=\triode w=5.2e-6 l=800e-9 as=1e-6*5.2e-6 & ad=1e-6*5.2e-6 ps=2e-6+2.0*5.2e-6 pd=2e-6+2.0*5.2e-6 nrd=1e-6/5.2e-6 & nrs=1e-6/5.2e-6 m=1.0

# nfet3 Instance M5 = spectroS device m5 m5 net66 in3 net63 0 \CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# pft3 Instance M19 = spectroS device m19 m19 net54 net54 g1 g1 \CMOSP region=\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 & nrs=1e-6/8e-6 m=1.0
# pfer3 Instance M20 = spectreS device m20 m20 out net54 g1 g1 \CMOSP region=triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 & m=1.0

# pfer3 Instance M4 = spectreS device m4 m4 net66 net66 g1 g1 \CMOSP region=triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 & m=1.0

# pfer3 Instance M2 = spectreS device m2 m2 in3 net66 g1 g1 \CMOSP region=triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 & m=1.0

# nfet Instance M59 = spectreS device m59 m59 in3 0 in g1 \CMOSN region=triode w=800e-9 l=27.2e-6 as=1e-6*800e-9 & ad=1e-6*800e-9 ps=2e-6+2.0*800e-9 pd=2e-6+2.0*800e-9 nrd=1e-6/800e-9 & nrs=1e-6/800e-9 m=1.0

# nfet Instance M0 = spectreS device m0 m0 in3 g1 in 0 \CMOSN region=triode w=800e-9 l=25e-6 as=1e-6*800e-9 & ad=1e-6*800e-9 ps=2e-6+2.0*800e-9 pd=2e-6+2.0*800e-9 nrd=1e-6/800e-9 & nrs=1e-6/800e-9 m=1.0 # End of subcircuit definition.
.ENDS &1

*/ CELL N2

# terminal mapping: IN = IN # IN1 = IN1 # IN2 = IN2 #
IN3 = IN3 # OUT = OUT

.SUBCKT &1 IN IN1 IN2 IN3 OUT

# capacitor Instance C60 = spectreS device c60 c60 in3 0 \capacitor c=10e-15 m=1.0
ic=4.0
# n fret3 Instance M55 = spectreS device m55 m55 in3 in2 net63 0 \ CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# n fret3 Instance M42 = spectreS device m42 m42 0 in3 0 0 \ CMOSN region=\triode w=21.2e-6 l=10e-6 as=1e-6*21.2e-6 & ad=1e-6*21.2e-6 ps=2e-6+2.0*21.2e-6 pd=2e-6+2.0*21.2e-6 nrd=1e-6/21.2e-6 & nrs=1e-6/21.2e-6 m=1.0

# n fret3 Instance M21 = spectreS device m21 m21 net54 in3 net57 0 \ CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & 9.2e-6 ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# n fret3 Instance M17 = spectreS device m17 m17 net57 in1 0 0 \ CMOSN region=\triode w=5.2e-6 l=800e-9 as=1e-6*5.2e-6 & ad=1e-6*5.2e-6 ps=2e-6+2.0*5.2e-6 pd=2e-6+2.0*5.2e-6 nrd=1e-6/5.2e-6 & nrs=1e-6/5.2e-6 m=1.0

# n fret3 Instance M57 = spectreS device m57 m57 out in2 net57 0 \ CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & 6 ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & nrs=1e-6/9.2e-6 m=1.0

# n fret3 Instance M6 = spectreS device m6 m6 net63 in1 0 0 \ CMOSN region=\triode w=5.2e-6 l=800e-9 as=1e-6*5.2e-6 & ad=1e-6*5.2e-6 ps=2e-6+2.0*5.2e-6 pd=2e-6+2.0*5.2e-6 nrd=1e-6/5.2e-6 & nrs=1e-6/5.2e-6 m=1.0

# n fret3 Instance M5 = spectreS device m5 m5 net66 in3 net63 0 \ CMOSN region=\triode w=9.2e-6 l=800e-9 as=1e-6*9.2e-6 & 9.2e-6 ad=1e-6*9.2e-6 ps=2e-6+2.0*9.2e-6 pd=2e-6+2.0*9.2e-6 nrd=1e-6/9.2e-6 & 6 nrs=1e-6/9.2e-6 m=1.0

# p fret3 Instance M19 = spectreS device m19 m19 net54 net54 g1 g1 \ CMOSP region=\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 & nrs=1e-6/8e-6 m=1.0
# pfet3 Instance M20 = spectreS device m20 m20 out net54 g1 g1 \CMOS region\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 & m=1.0

# pfet3 Instance M4 = spectreS device m4 m4 net66 net66 g1 g1 \CMOS region\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 & m=1.0

# pfet3 Instance M2 = spectreS device m2 m2 in3 net66 g1 g1 \CMOS region\triode w=8e-6 l=800e-9 as=1e-6*8e-6 & ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 & m=1.0

# nfet Instance M59 = spectreS device m59 m59 in3 0 in g1 \CMOS region\triode w=800e-9 l=27.2e-6 as=1e-6*800e-9 & ad=1e-6*800e-9 ps=2e-6+2.0*800e-9 pd=2e-6+2.0*800e-9 nrd=1e-6/800e-9 & nrs=1e-6/800e-9 m=1.0 # End of subcircuit definition.

.ENDS &1 # terminal mapping: IN = IN # OUT = OUT

*/ INVERTER

.SUBCKT &1 IN OUT

# nfet3 Instance M3 = spectreS device m3 m3 out in 0 0 \CMOSN region\triode w=8e-6 l=800e-9 as=1e-6*8e-6 ad=1e-6*8e-6 ps=2e-6+2.0*8e-6 pd=2e-6+2.0*8e-6 nrd=1e-6/8e-6 nrs=1e-6/8e-6 m=1.0

# pfet3 Instance M2 = spectreS device m2 m2 out in g1 g1 \CMOS region\triode w=2e-6 l=800e-9 as=1e-6*2e-6 ad=1e-6*2e-6 ps=2e-6+2.0*2e-6 pd=2e-6+2.0*2e-6 nrd=1e-6/2e-6 nrs=1e-6/2e-6 m=1.0 & # End of subcircuit definition. .ENDS &1 # terminal mapping: IN = IN # OUT = OUT
/* HYSTERESIS CIRCUIT */

.SUBCKT &1 IN OUT

# capacitor Instance C12 = spectreS device c12 c12 out 0 \ capacitor c=1e-12 m=1.0 ic=0.0

# capacitor Instance C13 = spectreS device c13 c13 in 0 \ capacitor c=1e-12 m=1.0 ic=5.0

# pft3 Instance M3 = spectreS device m3 m3 0 out net4 g1 \ CMOSP region=\triode
w=14e-6 l=6e-6 as=1e-6*14e-6 & ad=1e-6*14e-6 ps=2e-6+2.0*14e-6 pd=2e-6+2.0*14e-6
ndo=1e-6/14e-6 nrs=1e-6/ & 14e-6 m=1.0

# pft3 Instance M2 = spectreS device m2 m2 0 out in net4 g1 \ CMOSP region=\triode
w=14e-6 l=6e-6 as=1e-6*14e-6 & ad=1e-6*14e-6 ps=2e-6+2.0*14e-6 pd=2e-6+2.0*14e-6
ndo=1e-6/14e-6 nrs=1e-6/ & 14e-6 m=1.0

# pft3 Instance M1 = spectreS device m1 m1 net4 in g1 g1 \ CMOSP region=\triode
w=14e-6 l=6e-6 as=1e-6*14e-6 & ad=1e-6*14e-6 ps=2e-6+2.0*14e-6 pd=2e-6+2.0*14e-6
ndo=1e-6/14e-6 nrs=1e-6/ & 14e-6 m=1.0

# nft3 Instance M5 = spectreS device m5 m5 g1 out net13 0 \ CMOSN region=\triode
w=44e-6 l=6e-6 as=1e-6*44e-6 & ad=1e-6*44e-6 ps=2e-6+2.0*44e-6 pd=2e-6+2.0*44e-6
ndo=1e-6/44e-6 nrs=1e-6/ & 44e-6 m=1.0

# nft3 Instance M4 = spectreS device m4 m4 net13 in 0 0 \ CMOSN region=\triode
w=6e-6 l=6e-6 as=1e-6*6e-6 & ad=1e-6*6e-6 ps=2e-6+2.0*6e-6 pd=2e-6+2.0*6e-6
ndo=1e-6/6e-6 nrs=1e-6/6e-6 m=1.0

# nft3 Instance M0 = spectreS device m0 m0 out in net13 0 \ CMOSN region=\triode
w=18e-6 l=6e-6 as=1e-6*18e-6 & ad=1e-6*18e-6 ps=2e-6+2.0*18e-6 pd=2e-6+2.0*18e-6
ndo=1e-6/18e-6 nrs=1e-6/ & 18e-6 m=1.0

# End of subcircuit definition .ENDS &1
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