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Abstract

The document image analysis has been intensively studied in the last decades, while Hidden Markov Model (HMM) turns out to be the mainstream method in image processing and computer vision. In this paper we strive to implement HMM in the most critical two steps of document image analysis: Binarization and Optical Character Recognition (OCR). We propose a HMM based binarization method, whose efficiency is demonstrated through the simulation results of document images with different degradations. At the same time we also introduce an edge based binarization method, which has lower computational burden and higher performance than other similar methods. Test results for OCR applications show 77% correct rate for HMM based binarization method and 67.3% for the edge based binarization method, while the best performance for other reference techniques is 57%.

The conventional HMM based classifier is a causal system, which means the deduction of the hidden states is unidirectionally obtained along a single path. Thereby, the performance of the HMM classifier can be degraded by the noise mixed in the signals, which is inevitable for the real world applications. Here we propose a new non-causal Self-Adaptive Hidden Markov Model (SAHMM) for Optical Character Recognition (OCR) application. The experiment results prove that it has stronger immunity to the noise than the conventional methods. We also extend the 1-D SAHMM into 2-D, where some new feature extraction methods and new architecture for the nodes in the model are introduced. The proposed 2-D SAHMM OCR engine achieves recognition rates of up to 96% on the MNIST database, which is higher than any reported single HMM based OCR engine.
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M The number of entries in the observation codebook in the Discrete HMM or SAHMM.
N The number of states in the conventional HMM or SAHMM.
O A sequence of observations.
O_t The tth observation in a 1-D observation sequence.
P(O,Q|\lambda) The joint probability of the observation O and a state sequence Q given by the class model \lambda.
Q A sequence of active states.
Q* A sequence of optimal active states for a sequence of observations O.
LIST OF SYMBOLS

$q_{k,l}$ The active state at the $i_{th}$ row and $j_{th}$ column of an image in 2D SAHMM or HMM.
$q_t$ The $t_{th}$ active state in the conventional 1-D HMM.
$S_i$ The $i_{th}$ state in the conventional 1-D HMM or SAHMM.
$S_{i,j}$ The state at the $i_{th}$ row and $j_{th}$ column in the proposed 2D SAHMM state constellation.
$V_k$ The $k_{th}$ entry in the observation codebook in the Discrete HMM.
Chapter 1

Introduction

1.1 Document Image Analysis

Document image analysis refers to algorithms and techniques that are applied to images of documents to obtain a computer-readable description from pixel data. Data in a paper document are usually captured by optical scanning or camera and stored in a file of picture elements, called pixels, that are sampled in a grid pattern throughout the document. These pixels may have values: OFF (0) or ON (255) for binary images, from 0 to 255 for gray-scale images, and 3 channels of 0 to 255 colour values for colour images. In any case, it is important to understand that the image of the document contains only raw data that must be further analysed to process the information.

In the next stage some further procedures are required, which include: Thresholding to convert a grayscale or colour image to a binary image, reduction of noise to reduce extraneous data, segmentation to separate various components in the image and thinning or boundary detection to enable easier subsequent detection of pertinent features and objects of interest. Thereafter objects of interest, such as characters or pictures in the image, will be recognized and saved for further process.

For gray-scale images with information that is inherently binary such as text or graphics, binarization is usually performed first. The objective of binarization is to automatically choose a threshold that separates the foreground and background information. Considering the complexity of real world images, selection of a good threshold is always difficult.
Document image noise is caused by many sources, including degradation due to aging, photocopying, or during data capture. Many image and signal processing methods have been proposed to reduce noise. After binarization, document images are usually filtered to reduce noise. Salt and pepper noise (also called impulse and speckle noise, or just dirt) is a prevalent artifact in poor quality document images. This type of noise appears in images as isolated pixels or pixel regions of ON noise in OFF backgrounds or OFF noise (holes) within ON regions, or as rough edges on character and graphics components.

Skew detection is usually necessary to rotate the image to zero skew angle before layout analysis is performed. Structural layout analysis is performed to obtain a physical segmentation of groups of document components. Depending on the document format, segmentation can be performed to isolate words, text lines, and structural blocks (groups of text lines such as separated paragraphs or table of contents entries). Functional layout analyses use domain-dependent information consisting of layout rules of a particular page to perform labeling of the structural blocks giving some indication of the function of the block.

Segmentation occurs at two levels. At the first level, if the document contains both text and graphics, these are separated for subsequent processing by different methods. At the second level, segmentation is performed on text by locating columns, paragraphs, words, and characters; and on graphics, segmentation usually includes separating symbol and line components.

There are two main types of analysis that are applied to text in documents. One is optical character recognition (OCR) to derive the meaning of the characters and words from their bit-mapped images. The other is page-layout analysis to determine the formatting of the text, and from that to derive meaning associated with the positional and functional blocks (titles, subtitles, bodies of text, footnotes etc) in which the text is located.

Optical Character Recognition (OCR) usually lies at the core of document image analysis, whose objective is to interpret a sequence of characters taken from an alphabet. The big challenge is that characters of the alphabet are usually rich in shape. In fact, the characters can be subject to many variations in terms of fonts and handwriting styles. Despite these variations, there is perhaps a basic abstraction of the shapes that identifies any of their instantiations. Developing computer algorithms to identify the characters of the alphabet is the principal task of OCR.
1.2 Hidden Markov Model

The Hidden Markov Model (HMM) was a result of the attempt to model speech generation statistically. The main reason for this success is its wonderful ability to characterize the speech signal in a mathematically tractable way.

Typically the HMM stage is proceeded by the preprocessing (feature extraction) stages. Thus the input to the HMM is a discrete time sequence of feature vectors. The feature vectors can be supplied to the HMM either in vector quantized form, which is called Discrete HMM, or in raw continuous form, which, therefore is called Continuous HMM. HMM expertizes in handling the stochastic nature of the amplitudes of the feature vectors which are superimposed on the time stochasticity. The Hidden Markov Model is a finite set of states, each of which is associated with a (generally multidimensional) probability distribution. Transitions among the states are governed by a set of probabilities called transition probabilities. In a particular state, an outcome or observation can be generated according to the associated probability distribution. It is only the outcome (not the state) visible to an external observer, therefore states are hidden to the outside; hence the name 'Hidden Markov Model'.

After several decades of research and development, HMM becomes the predominant approach to the automatic speech recognition. At the same time the applications of HMM are expanded to every field of signal processing, such as image processing, bioinformatics, etc. In this thesis, we focus on the application of Discrete Hidden Markov Model in document image analysis.

1.3 Thesis Objectives

Though document image analysis has been intensively studied in the last decades, there are still big margins for us to further improve the performance at every stage. No system can process the document as well as human being. In this thesis we will focus on binarization and classification stages. First of all, because of the variation of lighting condition, image acquisition methods, it is always difficult to binarize different kinds of real world images with a method. Binarization is the challenge we try to solve in the thesis. At the same time though numerous classifiers have been achieved and developed by now, the most used strategy is to test those methods with some benchmark databases and compare their performances at different aspects, such as recognition rate and speed. For the real world applications, it's normal that signals have more noises and distortions than the benchmark database. Tolerance to noises should be another criterion for the classifier. Here we will proposed a system who is more tolerant to the noise and distortations. A new test...
methodology is also introduced in the following chapters.

The major theme of this study focuses on how to expand the implementation of HMM in document analysis fields and how to improve their performance. First, HMM is implemented in the binarization problem and satisfactory results are reported. For such pixel characteristics based binarization methods, high computation cost is always required, which results in unbearably slow speed. In the proposed method we strive to reduce the computation cost without degrading the performance. We also address an alternative edge based binarization method in this thesis. Because the conventional HMM is a causal system, for HMM the observations in a signal sequence are supposed to be generated in series, which is untrue in many cases. There are some drawbacks in this model, especially when it is utilized as a classifier. To improve the performance of the HMM in the field of classifiers, we propose a new noncausal HMM which is more tolerant to the noise and degradation imposed to the signals. The 1-D Self Adaptive Hidden Markov Model(SAHMM) is also successfully expanded into two dimensional, where high performance is obtained.

1.4 Thesis Organization

This thesis is organized as follows: Chapter 2 details the problems involved in document image analysis. Chapter 3 gives in depth introduction of conventional HMM; some variation of HMMs are also mentioned here. Chapter 4 introduces the HMM based binarization method, some experiment results are also provided here. In chapter 5 an edge based binarization method and its mechanism are demonstrated. Chapter 6 gives the brief review of the technologies in the procedure of OCR. Chapter 6 proposes a new noncausal Self-Adaptive HMM system. An OCR engine based on the proposed model is tested on the MNIST and comparative study of performance of proposed method and conventional HMM are carried out. In Chapter 7 a 2D SAHMM system is introduced and its implementation in the OCR engine is compared with other OCR engines in the term of recognition rate. Chapter 8 provides concluding remarks and details future work.
Chapter 2

Introduction of document analysis and optical character recognition

2.1 Introduction

Digital image analysis is continuously expanding its applications in many areas of science and industry, including medicine, microscopy, remote sensing, astronomy, defense, materials science, manufacturing, security, robotics, etc. Each of these application areas has spawned separate subfields of digital image analysis, with a large collection of specialized algorithms and concepts. Document image analysis is a small division of digital image analysis. It refers to algorithms and techniques that are applied to images of documents to obtain a computer-readable description from pixel data. The objectives of image analysis vary according to the different applications. Generally, the text components or picture components in document images should be extracted and analyzed separately. Therefore, document image analysis consists of the techniques in the fields of image processing and pattern recognition. In general the procedure of document image analysis can be divided into several steps:

1. Document acquisition.
2. Pre-processing.

5. Character recognition or Object Recognition.

6. Post-Processing

2.2 Document Acquisition

Data of a document image are usually captured by optical scanning and stored in a file of picture elements, called pixels, which are sampled in a grid pattern throughout the document. Each of the pixels that represents an image stored inside a computer has a pixel value which describes how bright that pixel is, and/or what color it should be. In the case of binary images, the pixel value is a 1-bit number indicating either foreground or background. For a greyscale image, the pixel value is a single number that represents the brightness of the pixel. The most common pixel format is the byte image, where this number is stored as an 8-bit integer giving a range of possible values from 0 to 255. Typically zero is taken to be black, and 255 is taken to be white. Values between 0 and 255 make up the different shades of gray. To represent color images, independent red, green and blue components must be specified for each pixel (assuming an RGB colorspace), so the pixel ‘value’ is actually a vector of three numbers. Often the three different components are stored as three separate channels, which have to be recombined when displaying or processing.

With the development of new hardware, more approaches are available for images acquisition besides the scanners, such as cameras, video cameras, and other sensors. In such cases the resolution of images are usually smaller than the ones from scanners and some more degradation will be imposed in the images, which are caused by environment lighting, angle of the lenses, etc. Consequently, the quality of images will be degraded greatly and tasks of image processing will be much more challenging.

2.3 Preprocessing

During the image acquisition process, noises are unavoidably mixed in the raw image data. Some other degradations, such as noise caused by the distortions from the lenses or non-uniform lighting sources, also increase the difficulty of document analysis. Some preprocessing, such as image enhancement and restoration techniques, are implemented in this stage to make the image more robust which is a critical to the whole performance. Preprocessing generally consists of a series of image-to-image transformations. It does not increase our knowledge of the contents of the document image,
but it may help to extract it. Such technologies include noise removal[1], image enhancement[2], deblurring, skew detection and correction. In some cases it is necessary to reduce the resolutions of images to improve the speed of the whole process, where the low-pass filters and sub-sampling methods are usually utilized.

2.4 Binarization

Binarization is the process of separating the foreground, such as texts or some other objects of interest, from the background in an image. The binarization process will convert a grey image into an image with only two levels. The first level will indicate foreground objects, such as text, logos or others, while the complementary level will correspond to the background. The foreground is usually represented by 0 and the background by 255, which is the highest luminance for 8-bit images. The extraction of textual content from digital images, which is done in the binarization and page segmentation stages, has received the most attention.

The binarization process is very critical stage of document analysis since the quality of binarized images greatly determines the final result. For example, it is well known that the performance of OCR will be degraded greatly if the characters in the binarized image are broken, blurred or overlapping. There are many uncertain factors that affect the performance of binarization, such as complex signal-dependent noise and variable background intensity, which are caused by non-uniform illumination, shadow, smear, smudge or low contrast.

One can notice that the definition of foreground is very subjective. In general, the grey levels of pixels that belong to the object are substantially different from the grey levels of pixels in the background, so thresholding becomes straightforward and the most effective tool to extract objects from background. Histogram based thresholding methods have been intensively studied since the 1960s[105][106] and are the most applied methods. In this method, the optimal threshold of the entire image or part of the image is determined according to the characteristics of the image's histogram. Thereby a 2-D pixel classification problem is converted into an easier 1-D digital signal processing problem. If the histogram of an image is bimodal, then this method can efficiently extract the foreground from the background. However, this is untrue for many real world digital images due to their inherent complexity. Besides the histogram based methods, many alternative methods have been proposed, such as the attribute-based[111][112][113][114][115][116], neural networks based binarization[164], etc. These algorithms are reported to produce robust performance, however, they are computationally expensive. In many cases, because of the high efficiency of the histogram...
based thresholding algorithms, they are combined with other methods to improve speed. Thereby, histogram based algorithms always get the attention of scholars. In this thesis we will introduce two novel binarization methods with different strategies. Our simulation results prove the efficiency of these methods.

2.5 Page Segmentation

After the discrimination of the objects from the background, at the next stage the objects in the foreground will be separated from each other for further classification. Segmentation occurs at two levels. At the first level, if the document contains both text and graphics, these are separated for subsequent processing by different methods\cite{142}\cite{17}. At the second level, segmentation is performed on text by locating columns, paragraphs, words, and characters; and on graphics, segmentation usually includes separating symbol and line components. Until now an image is typically broken down into its basic components such as an individual character or a graphic element.

Previous work on page segmentation can be broadly divided into three categories: bottom-up\cite{18}\cite{19}, top-down\cite{20}, and hybrid\cite{21}. In a typical bottom-up approach such as the Docstrum algorithm proposed by O'Gorman\cite{19}, connected components are extracted first and then merged into words, lines, zones, and columns hierarchically based on size and spatial proximity. Bottom-up methods can handle documents with complex layouts, however, they are time consuming and sensitive to noise.

A typical top-down method, such as the X-Y cuts proposed by Nagy et al.\cite{20}, starts with the whole document and splits it recursively into columns, zones, lines, words, and characters. Top-down methods are effective for documents with regular layouts, but fail when the documents have a non-Manhattan structure.

Another problem with X-Y cuts is that the global parameters for optimal segmentation are often difficult to find if prior knowledge is not available. A hybrid method which starts from the top is proposed\cite{21}. First, they oversegment a document into small zones using the X-Y cut algorithm\cite{20}. Then, they use the bottom-up method which groups oversegmented small zones with the same properties into a single zone.

All of the above methods are based on the analysis of foreground (black pixels). As an alternative, white stream methods based on the analysis of background (white pixels) are presented in \cite{22}\cite{23}. In these methods, rectangles covering white gaps (white pixels) between foreground are extracted. Foreground regions surrounded by these white rectangles are extracted as zones. A more
comprehensive survey is presented in [24].

2.6 Optical Character Recognition (OCR) or Object Recognition

2.6.1 Introduction

Optical Character Recognition (OCR) stands for the techniques designed to translate images of handwritten or machine-printed characters into machine-editable text, or to translate pictures of characters into a standard encoding scheme representing them (e.g. ASCII or Unicode). It is one of the well studies topics in pattern recognition, since it was assumed to be the easiest task in the optical pattern recognition, which is realized untrue by scholars.

After segmentation, the images of characters or objects are ready to be sent into classifiers for the classification. At this stage, pattern recognition turns out to be the major task of the process. Pattern recognition has long been studied in relation to many different applications. In the document image analysis field the optical pattern recognition is the implementation of pattern recognition in the optical or image/video information. Character or object recognition usually is the ultimate purpose of document image analysis, at the same time it is also the most challenging step of the whole process. In this thesis, we will focus on character recognition, since the methods used for OCR can be easily expanded to other shape recognition applications. Here we will give an in-depth introduction of technologies used in OCR.

According to the variation of input methods, character recognition can be categorized into on-line character recognition and off-line character recognition. Online recognition is based on the pattern of writing the characters with the aid of hand-held computers such as Personal Digital Assistant (PDAs) or other human-machine interfaces. This method has limited number of applications because of the constraints of machine-man interface. The signals of off-line OCR are any document images with characters. In general, the performance of online OCR is higher than the offline ones. First of all, most of the noise existing in the document images will not occur in the online recognition, such as the degradations caused by the lenses, complex background or nonuniform illuminations. Secondly, some extra information, such as the sequence of strokes is available in the online character recognition, while it is very difficult for the offline OCR to extract such information. Generally, segmentation of the characters from the neighbors is easier for the online OCR. According to different objects, the OCR can be categorized into handwritten character recognition and machines printed character recognition.
recognition. Since there are fewer variations, machine printed character recognition is much more
easier than handwritten character recognition.

Offline OCR can be further subcategorized into character recognition, word recognition, where
only limited vocabulary are permitted. In character recognition, the characters in a string are
recognized separately. Since in character recognitions, especially in the cursive character recognition,
most of the characters are connected with the neighbors, character segmentation is an essential step
to separate the individual characters from the string. The survey of the character segmentation
algorithms can be found in paper [25]. After segmentation the individual character will be inputted
into a character recognition classifier.

Word recognition is implemented in some applications such as recognition of addresses on the
envelopes and bank check recognition. In such cases the classifiers are made to recognize the in­
tegrated whole word instead of every character. Since the segmentation of characters is omitted,
the errors caused by this stage are avoided. The major drawback of this method is that the size
of the vocabulary is limited, which hampers implementing this method in many other real world
applications.

In general, the process occurring in OCR can be divided into three parts: preprocessing, feature
extraction, classification.

2.6.2 Preprocessing

Though it is not essential, in most cases preprocessing technologies are proven useful to make the
images of the characters more robust to improve the whole performance of the OCR. Various kinds of
methods are available for preprocessing. Though some grey image based OCR engines are proposed,
in most of the cases, the character images are binary after binarization. Therefore, here we focus on
introducing binary images based techniques, such as normalization, thinning, binary morphology.

Normalization is a term with multiple meaning. In the preprocessing of the OCR, they usually
include size normalization, skew normalization, stroke width normalization, and some other nonlinear
normalizations, e.t.c.

In many cases, it is essential to unify the sizes of the characters before the feature extraction,
because the features extracted usually are sensitive to the sizes of the characters. Image size normal­
ization attempts to obscure scale variations of images presented to a recognizer. It is a transformation
of an input image of arbitrary size into an output image of a fixed pre-specified size, while attempt­
ing to preserve structural detail. Many size normalization methods[172][173], such as Simple-Scaling
Method, Ratio-based, Multirate-based are proposed.
Though there are a few rotation invariant features available for the OCR, some features are not suitable for every application, because of computation cost issue or other reasons. Skew normalization is used in some of preprocessings in the OCR. First of all, a skew detection algorithm is imposed to the digital image of a character and it determines the angle (possibly zero degrees) by which it was skewed. Thereafter, the character image will be rotated proper angle to remove the skew.

In the stroke width normalization, run-length method is usually used to measure the width of the strokes [174]. Erosion and dilation which will be introduced in next session are utilized to normalized the stroke width. Stroke width normalization sounds like a trivial issue, actually from the images in figure 2.1, one can find the shape (feature) from the two images are different from each other, though the structures of the strokes are the same.

![Figure 2.1: Same character with different stroke width](image)

The language of mathematical morphology is that of set theory. Sets in mathematical morphology represent the shapes that are manifested on binary or gray images. The set of all the black pixels in a binary image constitutes a complete description of the binary image. Two sets are involved in the process of binary morphology, one is the image; the other is the kernel of the convolution, which is called a structuring element and has a defined origin. It is a nonlinear convolution-like operation between two such sets. Binary morphology is extremely important for fast, low-level image matching operations. The most common binary morphology includes dilation, erosion, opening, closing.

Dilation is the morphological transformation that combines two sets using vector addition of set elements. If $A$ and $B$ are sets in N-space $E^N$ with elements $a = (a_1, a_2, ..., a_N)$ and $b = (b_1, b_2, ..., b_N)$, respectively, then the dilation of $A$ by $B$ is the set of all possible vector sums of pairs of elements, one coming from $A$ and one from $B$.

The dilation of $A$ by $B$ is be noted by $A \oplus B$ and defined by

$$A \oplus B = c \in E^N | c = a + b \text{ for some } a \in A \text{ and } b \in B$$

(2.1)
Erosion is the morphological transformation which is opposite to dilation. If $A$ and $B$ are sets in $N$-space $E^N$ with elements $a = (a_1, a_2, ..., a_N)$ and $b = (b_1, b_2, ..., b_N)$, respectively, then the erosion of $A$ by $B$ is the set

$$A \ominus B = \{ c \in E^N | c + b \in A \ \text{for every} \ b \in B \}$$  \hspace{1cm} (2.2)

The opening is defined as an erosion followed by a dilation using the same structuring element for both operations. Opening an image with a disk-structuring element smooths the contours, breaks narrow isthmuses, and eliminates small islands and sharp peaks or capes.

$$A \circ B = (A \ominus B) \oplus B$$  \hspace{1cm} (2.3)

On the contrary to opening operator, the closing is defined as an dilation followed by a erosion using the same structuring element for both operations. Closing an image with a disk-structuring element smooths the contours, fuses narrow breaks and long thin gulfs, and eliminates small holes, and fills gaps on the contours.

$$A \bullet B = (A \oplus B) \ominus B$$  \hspace{1cm} (2.4)

### 2.6.3 Feature Extraction

Few OCR algorithms carry out recognition by matching the raw bitmap of character images, because this method is obviously sensitive to the variation of illumination, written style, fonts, size and some other issues. Feature extraction method is usually utilized to improve the performance. Feature extraction is a dimensionality reduction methods for signals to be processed in the pattern recognition; in the case of OCR the signal is the character image. The feature is required that after the reduction of dimensionality it should be able to describe the data sufficiently. Actually for classification purpose, the feature should minimize the within-class pattern variability while enhancing the between-class pattern variability.

Enormous feature extraction methods have been studied and proposed\cite{175}\cite{176}. A feature extraction method that proves to be successful in one application domain maybe turn out not to be very efficient in another domain. Here we only briefly introduce the most used feature extraction methods. According to the object, the feature extraction methods can be divided into grey image based and binary image base. There are various feature extraction methods available for grey scale images. It includes:
1. Template matching[177][178], where the character image itself is used as a feature vector. In this method some reference images will be saved as template, distances of the target image with the references will be measured in formula 2.5 to find the nearest template. Here $x, y$ are the pixel indexes in the 2D image; the $Z(x, y)$ is the pixel value of the target image; $T_j(x, y)$ is the pixel value of the $j$th template image.

$$D_j = \sum_{i=1}^{M} \sum_{j=1}^{N} (Z(x, y) - T_j(x, y))^2$$  \hspace{1cm} (2.5)

2. Deformable template[179]. In this way the deformed character skeletons will be used to find the best match.

3. Unitary transformation including Karhunem-Loeve(KL) Fourier[183], Cosine, Sine and Slant transforms.

4. Zoning: In this method the image of character will be divided into grids. Any simple features, such as average value of the grey values in the grid, DCT, Gradient values, will be extracted based on every grid.

5. Geometric moment invariants.[180][181][182] Various kinds of moments are available, such as Hu, Bamieh, Zernike, Teague-Zernike, and pseudo-Zernike moment invariant.

The only difference of a binary character image and grey character image is that the pixel values in binary images are either zero or the maximum pixel value, which is usually 255. If the binarization method is good enough, the features taken from binary images should be more robust than from grey images. One can tell the feature extraction methods used for the grey images mentioned in last section are all available to the binary images, since binary image can be regarded as a special case of grey image. Some extra feature methods which are only available for binary images are:

1. Projection histograms[184], which is to measure the histogram of the runlength of strokes in vertical, horizontal, or some other diagonal directions.

2. Contour profiles[185]: The closed outer contour curve of a character is a closed piecewise linear curve that passes through the centers of all the pixels which are 4-connected to the outside background, and no other pixels. Following the curve, the pixels are visited in counterclockwise order, and the curve may visit an edge pixel twice at locations where the object is one-pixel wide. Each line segment is a straight line between the pixel centers of two 8-connected neighbors. Chain code is usually used to describe the contour of an object.
3. Spline curve approximation\cite{186}, where the outer character contour will be divided spline by breakpoints. And the spline curve parameter are used as feature.

4. Elliptic and other Fourier descriptors\cite{187}\cite{188}, where the contour of the character will be transformed into other domains, where the feature can be more explicitly expressed.

Selection of a feature extraction methods is the most important factor in achieving high recognition performance. Different methods yield different performance with different computation cost and memory requirements. How to find the most promising methods for a specific application is not in the scope of this thesis.

### 2.6.4 Classification

Numerous techniques for character recognition have been investigated based on four general approaches of classification, as suggested by Jain\cite{26}: template matching, statistical techniques, structural techniques, and neural networks. Such approaches are neither necessary independent nor disjointed from each other. Occasionally, a technique in one approach can also be considered to be a member of other approaches.

Template matching operations determine the degree of similarity between two feature vectors in the feature space. Matching techniques can be grouped into three classes: direct matching \cite{27}, deformable templates and elastic matching \cite{28}, and relaxation matching \cite{29}.

Statistical techniques are concerned with statistical decision functions and a set of optimal criteria, which determine the probability of the observed pattern belonging to a certain class. Several popular handwriting recognition approaches belong to this domain: The k-Nearest-Neighbor (k-NN) rule is a popular non-parametric recognition method, where a posteriori probability is estimated from the frequency of nearest neighbors of the unknown pattern. Compelling recognition results for handwriting recognition have been reported using this approach\cite{199}. The drawback of this method is the high computational cost when the classification is conducted. To surpass such a problem some researchers have proposed faster k-NN methods, where some tricky search strategies such as search tree are utilized. A comparison of fast nearest neighbor classifiers for handwriting recognition is given in \cite{31}.

The Bayesian classifier assigns a pattern to a class with the maximum a posteriori probability. Class prototypes are used in the training stage to estimate the classconditional probability density function for a feature vector\cite{32}.

The polynomial discriminant classifier assigns a pattern to a class with the maximum discriminant
value which is computed by a polynomial in the components of a feature vector. The class models are implicitly represented by the coefficients in the polynomial[33].

Hidden Markov Model (HMM) is a doubly stochastic process, with an underlying stochastic process that is not observable, but can be observed through another stochastic process that produces the sequence of observations. Because of its two layer architecture, it is suitable to process highly variable spatiotemporal data sequence. Its application has been expanded to almost every field of image processing and machine vision[51][52][80]. Through our study, we have found there are some drawbacks in the conventional HMMs. In this thesis we will focus on some modifications of HMM based classifier to overcome some of the shortcomings.

Support Vector Machine (SVM) is based on the statistical learning theory[34] and quadratic programming optimization. A SVM is basically a binary classifier and multiple SVMs can be combined to form a system for multi-class classification. In the past few years, SVM has received increasing attention in the community of machine learning due to its excellent generalization performance. More recently, some SVM classification systems have been developed for handwritten digit recognition, and some promising results have been reported in [35][36][37].

In structural techniques the characters are represented as unions of structural primitives. It is assumed that the character primitives extracted from handwritten are quantifiable, and one can find the relationship among them. Basically, structural methods can be categorized into two classes: grammatical methods[38] and graphical methods[39].

A Neural Network (NN) is defined as a computing structure consisting of a massively parallel interconnection of adaptative neural processors. The main advantages of neural networks lies in the ability to be trained automatically from examples, good performance with noisy data, possible parallel implementation, and efficient tools for learning large databases. NNs have been widely used in this field and promising results have been achieved, especially in handwriting digit recognition. The most widely studied and used neural network is the Multi-Layer Perceptron (MLP) [40]. Such an architecture trained with back-propagation [41] is among the most popular and versatile forms of neural network classifiers and is also among the most frequently used traditional classifiers for handwriting recognition. See [42] for a review. Other architectures include Convolutional Network (CN) [43], Self-Organizing Maps (SOM)[44], Radial Basis Function (RBF)[40], Space Displacement Neural Network (SDNN)[45], Time Delay Neural Network (TDNN)[46], and Hopfield Neural Network (HNN)[47].

The above review indicates that there are many recognition techniques available for handwriting recognition systems. All of them have their own advantages and drawbacks. In the recent years,
many researchers have combined such techniques in order to improve the recognition results. Various classifier combination schemes have been devised and it has been experimentally demonstrated that some of them consistently outperform a single best classifier [48].

Object recognition has the same strategy as character recognition except the object can be more than characters, and some steps of the recognition process, such as feature extraction, have to be changed. This theme is out of the scope of this thesis.

2.7 Post-Processing

Recently, the majority of research in handwritten word recognition has integrated the lexicon as constraint to build lexicon-driven strategies with character recognition opposite to handwritten word recognition. The lexicon is a list of possible words that could possibly occur in an image. This lexicon is usually determined by the application. It aims at decreasing the complexity of the problem since the ambiguity makes many characters unidentifiable without referring to context. One can notice that such a method is much more flexible than word recognition. Generally the string matching algorithms between candidate words and a lexicon are used to rank the lexicon, often using a variant of the Koch et al [49] to combine contextual information for recognition of handwritten words extracted from real incoming mail documents. The word recognition process is based on three different sources of information: outputs of a character classifier, contextual information extracted from word shapes and some a priori knowledge. The experiments have shown the benefit of the additional information on word recognition rates.

Koerich et al [210] proposed a fast two level HMM decoding algorithm to deal with large vocabulary handwriting. The authors propose a nonheuristic, fast decoding algorithm which is based on a hidden Markov model representation of characters. The decoding algorithm breaks up the computation of word likelihoods into two levels: state level and character level. Given an observation sequence, the two level decoding enables the reuse of character likelihoods to decode all words in the lexicon, avoiding repeated computation of state sequences. In an 80,000 word recognition task, the proposed decoding algorithm is about 15 times faster than a conventional Viterbi algorithm, while maintaining the same recognition accuracy.
2.8 Conclusion

We presented a brief summary of basic building blocks that comprise a document analysis system. Some mainstream solutions for every stage of the procedure are numerated here. Though every step is critical for the whole process, until now the bottlenecks for the document image analysis are binarization and pattern recognition. First of all, because of the infinite variation of real world images, it is nearly impossible to find a real universal binarization method to sufficiently segment any kinds of document images. In the following chapters we will introduce two proposed methods which are capable of handling many kinds of degraded images. Though enormous methods have been proposed for OCR, this problem remains open for better solutions. Some methods[43] report high performance with unbelievable computational burden, and hugh memory storage requirement. Some[43] can efficiently recognize characters in good conditions, while failing when there is slight noise mixed with images. Classification is the major subject of OCR and different of classifiers are general introduced in this chapter. We will also present improved HMM based classifiers in the thesis.
Chapter 3

Review of Hidden Markov Model

3.1 Hidden Markov Model

The 1-D Hidden Markov Models (HMM) were proposed in the 1960s by Baum et al. [93][94][95][96]. HMM has the capability of capturing statistical properties of a wide spectrum of nondeterministic signals, or pseudo-properties from real random signals. Because of its efficiency and flexibility, in recent decades, it has become the predominant approach to automatic speech recognition[98], gesture and body motion recognition[51], optical character recognition[80][205], machine translation[52], bioinformatics and genomics[53].

A Markov chain is a collection of random variables $X_t$ (where the index $t$ runs through $0, 1, ...$) with the property that the probability of variable $X_t$ occurring depends on its history states (past states). In most cases the present variable is only directly effected by the last one, thereby it is called first order Markov chain. It can be formulated as below:

$$P(X_t = j|X_0 = i_0, X_1 = i_1, ..., X_{t-1} = i_{t-1}) = P(X_t = j|X_{t-1} = i_{t-1})$$ (3.1)

In a Markov model, the state is directly visible to the observer, therefore, the state transition probabilities are the only parameters. In a HMM, the state is not directly visible, however, observations which can be influenced by the state are visible. Each state has a probability distribution over the possible output observations. So the sequence of observations generated by an HMM give some information about the sequence of hidden states. Since its two layers architecture makes it capable
of handling more complex signals, HMMs are more powerful and much more broadly utilized in real world applications than Markov models.

3.1.1 Architecture of Hidden Markov Model

Different from the Markov chain, the architecture of HMM can be divided into two layers, observations and states, which are illustrated in Figure 3.1. Observations are the data (signals) collected for modeling the HMM, which are visible to external observers; while states are hidden behind the observations and the relationship of hidden states are the same as Markov chain, hence, it is called Hidden Markov Model. Here, another important notation, that is 'time' in the HMM has to be mentioned. Time here is used to annotate the progressive dimension of the signal. Without loss of generality, under the assumption, it is a temporal signal. For any other signal, the time dimension is replaced with the proper alternative dimension. At any given time slot one state is active, which generates the observation corresponding to that instant according to the probability function distribution of the emitting state.

![Figure 3.1: Architecture of Hidden Markov Model](image)

In general, a HMM is sufficiently defined by the three parameters: transition matrix $A$, observation probability matrix $B$, and initial model probability $\pi$. The number of parameters should be predefined as the number of states of the model, $N$, and the number of observation symbols in the alphabet, $M$. It should be mentioned that there is not an universal method to determine the 'optimal' $N$ and $M$ for a specific application, though in many cases empirical numbers are very helpful to choose the optimal values.

The possible state transitions are denoted by paths as shown in Figure 3.1. Each path is associated with a transition probability, $a_{ij}$, which expresses the probability of state $S_j$ occurring after
state $S_i$ in the model. Similar to a Markov chain, the probability for a state $S_j$ to be the active state $q_t$ at the time $t$ is dependent only on $q_{t-1}$, the active state at time $t - 1$, therefore, HMM is also a causal system. A state transition probabilities is formulated as:

$$a_{ij} = p\{q_{t+1} = j|q_t = i\}, \ 1 \leq i, j \leq N$$

(3.2)

where $q_t$ denotes the current state and $q_{t+1}$ denotes the next state.

The transition probabilities among the states in the model are usually expressed in a matrix form. The matrix that contains all transition probabilities of a model is called transition matrix, $A$.

\[
A = \begin{pmatrix}
    a_{11} & a_{12} & \cdots & a_{1(N-1)} & a_{1N} \\
    a_{21} & a_{22} & \cdots & a_{2(N-1)} & a_{2N} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    a_{(N-1)1} & a_{(N-1)2} & \cdots & a_{(N-1)(N-1)} & a_{(N-1)N} \\
    a_{N1} & a_{N2} & \cdots & a_{N(N-1)} & a_{NN}
\end{pmatrix}
\]

HMMs can be categorized into Discrete HMM and Continuous HMM according to the observation probability distribution. The simplest type is the discrete HMM whose states possess discrete probability distributions as functions of discrete observations. In this case, the observations are quantized to discrete values using a predefined finite-length codebook and mapped to its $M$ entries. The probability distribution of observations in each of the states is $B = \{b_j(k)\}$.

$$b_j(k) = p\{O_t = v_k|q_t = j\}, \ 1 \leq j \leq N, \ 1 \leq k \leq M$$

(3.3)

where $q_t$ denotes the current state; $O_t$ denotes the observation in state $t$; $v_k$ means that observation is $k$th symbol in the codebook.

From the above equation one can find that the present state should be deduced by the former one. However, the first time slot is the start point of the whole deduction and there are no states before it, so the probabilities of states in time slot 1 can not be derived from the former states anymore. This problem can be solved by the definition of a new parameter, the initial state distribution $\pi = \{\pi_i\}$, which is the probability of the states occurring in the first time slot. It is formulated as:

$$\pi_i = P[q_1 = S_i], \ 1 \leq i \leq N$$

(3.4)

One compact notation $\lambda$ is usually used to combine all of the parameters mentioned above,

$$\lambda = (A, B, \pi)$$

(3.5)

to indicate the complete parameter set of the model.
3.2 The problems of Hidden Markov Model

For a given sequence of observation $O = o_1, o_2, ..., o_T$, the relationship of the sequence with a HMM is subject to a certain measure, e.g. likelihood. The likelihood of a process model to generate the observation sequence $O$ indicates to what extent the model fits the modeled process. Hence, the evaluation of the likelihood measure becomes an essential part of the model learning and evaluation. In general, HMM learning is an adaptive process to maximize the likelihood of the training data generated by a HMM. Determining the optimal state sequence by which the model generates the observation is referred to as decoding process. For any given HMM, three problems should be solved before it can be utilized in any applications, which are:

1. Evaluation Problem.
2. Decoding Problem.
3. Learning Problem.

In the following sections the details about the three problems will be addressed.

3.2.1 Evaluation Problem:

This problem is to estimate the probability of the observation sequence $O$ to be generated by a given model $\lambda$, $P(O|\lambda)$. Given a model $\lambda$, observation sequence $O$ can be generated by any state sequence $Q = q_1, q_2, ..., q_T$ of all the possible state sequences; $q_t$ is the active state in time slot $t$ and $T$ is the length of the sequence. The probability $P(Q|\lambda)$ which is a state sequence $Q$ occurring in a given model $\lambda$ depends only on the transition matrix, $A$, and the initial model probability, $\pi$, and can be formulated in equation 3.6.

$$P(Q|\lambda) = \pi a_{q_1 q_2} a_{q_2 q_3} ... a_{q_{T-1} q_T}$$

The probability of the observation at the time $t$, $O_t$, to be generated by a given active state at the same time instant $t$, $q_t$ corresponds to the parameter $b_{q_t}(O_t)$. This probability depends on the observation probability distribution, therefore, the probability of the observation sequence produced by a state sequence and the model can be expressed as:

$$P(O|Q, \lambda) = \prod_{t=1}^{T} P(O_t|q_t, \lambda) = b_{q_1}(O_1) b_{q_2}(O_2) b_{q_T}(O_T)$$

(3.7)
Hence the probability of the observation sequence $O$ generated by model $\lambda$ can be:

$$P(O|\lambda) = \sum_{\text{all } Q} P(O|Q, \lambda) P(Q|\lambda), \quad Q = q_1, q_2, ..., q_T, O = O_1, O_2, ..., O_T \quad (3.8)$$

From equation 3.8, one can tell that it is required to add the product over all possible state sequences to calculate the probability $P(O|\lambda)$. The number of available state sequences is $N_T$, which grows exponentially with the length of the observations sequence. In most of the cases the computational cost will be prohibitive and it is not practically feasible to calculate the likelihood in this way. A much more efficient method, called the Forward-Backward algorithm [93], was proposed. A recursive strategy is utilized in this method and it will be introduced in the next section.

**Forward-Backward Algorithm**

Before demonstrating the details of the Forward-Backward algorithm, two new auxiliary variables should be introduced: $\alpha_t(i)$, $\beta_t(i)$. $\alpha_t(i)$ is the joint probability that the partial observation sequence $O_1, O_2, ..., O_t$ occurs and that the state $S_t$ is the current active state $q_t$ in the model $\lambda$.

$$\alpha_t(i) = P(O_1, O_2, ..., O_t, q_t = S_t|\lambda) \quad (3.9)$$

The backward variable $\beta_t(i)$ is defined as the joint probability that the partial observation sequence $O_t, O_{t+1}, ..., O_T$ occurs and that the state $S_t$ is the current active state $q_t$ in the model $\lambda$.

$$\beta_t(i) = P(O_{t+1}, O_{t+2}, ..., O_T|q_t = S_t, \lambda) \quad (3.10)$$

**Forward Phase:**

In the forward phase, the forward variable $\alpha_t(i)$ can be deduced in 3 steps:

Initialization:

$$\alpha_1(i) = \pi_i b_i(O_1), \quad 1 \leq i \leq N \quad (3.11)$$

Induction:

$$\alpha_{t+1}(j) = \sum_{i=1}^{N} \alpha_t(i) a_{ij} b_j(O_{t+1}), \quad 1 \leq i \leq N, \quad 1 \leq t \leq T - 1 \quad (3.12)$$

Termination:

$$P(O|\lambda) = \sum_{i=1}^{N} \alpha_T(i) \quad (3.13)$$

The process of forward phase can be illustrated in Fig. 3.2.

**Backward Phase:**

...
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In a similar manner, the backward variable $\beta_t(i)$ is recursively computed as follows:

**Initialization:**

$$\beta_T(i) = 1, \quad 1 \leq i \leq N$$

(3.14)

**Induction:**

$$\beta_t(i) = \sum_{j=1}^{N} a_{ij} b_j(O_{t+1}) \beta_{t+1}(j), \quad 1 \leq i \leq N$$

(3.15)

The $\beta$ is computed in a lattice structure similar to that of Fig. 3.2, except the propagation direction is different. From equation 3.13, the target of evaluation problem $P(O|\lambda)$ can be easily obtained. Thereby, the forward phase of the forward-backward algorithm is enough to solve the evaluation problem, while backward phase helps in solving the decoding problem as shown in next section.

**3.2.2 Decoding problem:**

For a given observation sequence $O$, the decoding problem is to find the optimal state sequence, $Q*$, in the model $\lambda$. Due to different optimal criteria, various definitions of the optimal state sequence can be given. Though there are many alternative methods available, forward-backward algorithm is the one most used. This can be achieved by using the forward-backward algorithm to find the state that is most likely to be the active state at each time instant $t$, $q_t$, as follows:

First, we define a temporal variable $\gamma_t(i)$:

$$\gamma_t(i) = P(q_t = S_i | O, \gamma)$$

(3.16)
This is the probability of the state of index \(i\) to be the active state at the time \(t\) under the conditions of given observation sequence and model parameters.

The \(\gamma_t(i)\) can be computed with the forward-backward algorithm as:

\[
\gamma_t(i) = \frac{\alpha_t(i) \beta_t(i)}{P(O|\gamma)} = \frac{\alpha_t(i) \beta_t(i)}{\sum_{i=1}^{N} \alpha_t(i) \beta_t(i)}
\]

(3.17)

With the aid of equation 3.17, \(q_t\) is the state that yields maximum \(\gamma_t(i)\) value.

\[
q_t = \arg\max_{1 \leq i \leq N} \gamma_t(i), \quad 1 \leq t \leq T
\]

(3.18)

Through equation 3.18, it is easy to find the optimal state sequence. This method have two drawbacks:

First, to obtain an optimal state sequence by forward-backward algorithm, approximately \(N^2T\) times multiplications and \(N^2T\) times additions are needed. The computation complexity is still comparably high. Second, even every obtained state in every time slot is optimal, there is still potential risk that in some cases some probabilities of transitions between two neighbor 'optimal' states are 0, which means that this state sequence is invalid and the result is wrong. This is because that optimal state is calculated independantly and the probability of occurrence of sequences of states is not regarded. The Viterbi algorithm[79] is proposed to solve the above two problems.

Let the state score \(\delta_t(i)\) be the observation likelihood maximized over the past state sequence terminating with \(S_i\) at time \(t\). Thus, \(\delta_t(i)\) can be defined as:

\[
\delta_t(i) = \max_{q_1, q_2, \ldots, q_t-1} P[q_1, q_2, \ldots, q_t = i, O_1 O_2 \ldots O_t | \lambda]
\]

(3.19)

Then \(\delta_{t+1}(j)\) can be computed by induction as follows:

\[
\delta_{t+1}(j) = \max_{i} \gamma_t(i) a_{ij} b_j(O_{t+1})
\]

(3.20)

Equation 3.20 is the core of the Viterbi algorithm which chooses the state \(S_i\) that results in the highest score when a transition occurs from \(S_i\) at time \(t - 1\) to \(S_j\) at time \(t\). A pointer should be kept to such a state so the whole path, i.e., active state sequence, can be retrieved later on. A predecessor parameter \(\psi_t(j)\) is defined in order to store the index of the best predecessor state of the current state \(S_j\) at time \(t\), i.e.:

\[
\psi_{t+1}(j) = \arg\max_{1 \leq i \leq N} [\gamma_t(i) a_{ij}]
\]

(3.21)

The algorithm can be scripted as follows:

Initialization:

\[
\gamma_1(i) = \pi_i b_i(O_1), \quad 1 \leq i \leq N
\]

(3.22)
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Recursion:
\[
\gamma_t(j) = \max_{1 \leq i \leq N} \left[ \gamma_{t-1}(i) a_{ij} b_j(O_t), \ 1 \leq i \leq N \ 2 \leq t \leq T \right]
\] (3.23)

\[
\psi_t(j) = \arg \max_{1 \leq i \leq N} [\gamma_{t-1}(i) a_{ij}], \ 1 \leq i \leq N \ 2 \leq t \leq T
\] (3.24)

Termination:
\[
P^* = \max_{1 \leq i \leq N} [\gamma_T(i)]
\] (3.25)

\[
q^*_T = \arg \max_{1 \leq i \leq N} [\gamma_T(i)]
\] (3.26)

Backtracking:
\[
q_t^* = \psi_{t+1}(q_{t+1}^*), t = T - 1, T - 2, \ldots, 1.
\] (3.27)

where \(Q^*\) is the optimal state sequence.

After the accomplishment of the search for the best state sequence path, the highest likelihood of the observation generated by the state sequence is usually used as approximate solution to the evaluation problem, which can be formulated in equation 3.28. This approximation is mostly used in two dimensional(2D) HMM systems[100][61]. In many cases, such as in bioinformatics[53], the search of the optimal path is the major goal of the whole process.

\[
P(O|\lambda) = \max_{\lambda} P(O, Q|\lambda) = P(O, Q^*|\lambda)
\] (3.28)

3.2.3 Learning problem:

In the problems of the HMMs, the most challenging and critical one is the learning algorithm, where parameters of the model that maximize the likelihood of the training set is determined. The training set are a set of observation sequences, and the summary of the likelihoods of all of the sequences to a model is usually calculated as the criterion. There is no known way to analytically determine the optimal paramters of a model to produce the observation sequence, however, a local maximum can be reached. Because of its guaranteed convergence, Baum Welch algorithm[97] has become the dominant HMM training method. A detailed introduction of the iterative procedure is presented here.

In this method an auxiliary parameter \(\xi\) is introduced, which is the probability of \(S_t\) to be active states at time \(t\), and state \(S_j\) occurring at time \(t + 1\).

\[
\xi_t(i,j) = P(q_t = S_i, q_{t+1} = S_j|O, \lambda)
\] (3.29)
It can be computed in this way:
\[
\xi_t(i,j) = \frac{\lambda_t(i) a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)}{P(O|\lambda)} = \frac{\lambda_t(i) a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)}{\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_t(i) a_{ij} b_j(O_{t+1}) \beta_{t+1}(j)} \quad (3.30)
\]

Another parameter \(\gamma_t(i)\) is added here to describe the probability of being in state \(S_i\) at time \(t\), given the observation sequence and the model; hence we can relate \(\gamma_t(i)\) to \(\xi_t(i,j)\) by summing over \(j\), giving:
\[
\gamma_t(i) = \sum_{j=1}^{N} \xi_t(i,j) \quad (3.31)
\]

If \(\gamma_t(i)\) is summed over the time index \(t\), a quantity of the expected number of transitions made from states \(S_i\) can be obtained. At the same time, summation of \(\xi_t(i,j)\) over \(t\) can be interpreted as the expected number of transitions from state \(S_i\) to state \(S_j\). That is:
\[
\sum_{t=1}^{T-1} \gamma_t(i) = \text{expected number of transitions from } S_i \quad (3.32)
\]
\[
\sum_{t=1}^{T-1} \xi_t(i,j) = \text{expected number of transitions from } S_i \text{ to } S_j \quad (3.33)
\]

With the above formulas we can give a method for re-estimation of the parameters of a HMM. Hence the estimated \(\pi\), \(A\) and \(B\) are
\[
\bar{\pi} = \text{expected frequency (number of times) in state } S_i \text{ at time } (t = 1) = \gamma_1(i) \quad (3.34)
\]
\[
\overline{a_{ij}} = \frac{\text{expected number of transitions from state } S_i \text{ to state } S_j}{\text{expected number of transitions from state } S_i} = \frac{\sum_{t=1}^{T-1} \lambda_t(i,j)}{\sum_{t=1}^{T-1} \xi_t(i)} \quad (3.35)
\]
\[
\overline{b_j(k)} = \frac{\text{expected number of times in state } j \text{ and observing symbol } v_k}{\text{expected number of times in state } j} \quad (3.36)
\]

In this way, the updated parameter \(\bar{X}\) can be obtained easily. If we iteratively use \(\bar{X}\) as estimated parameters and repeat the reestimation calculation, we can then improve the probability of \(O\) being observed from the model, which is proved in [97]. The training stop until some criteria are met, such as the \(P(O|\lambda)\) is bigger than the predefined threshold or the time of iteration is bigger than a threshold.

### 3.2.4 Phases of Hidden Markov Model

Hidden Markov Models are extensively implemented in various fields, such as pattern recognition, data mining, data modeling, etc. When used as a recognizer in pattern recognition field, which is the major concern of this thesis, HMM works in two phases: training phase and evaluation phase:
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The Training Phase

Generally, the training phase is to adjust the HMM parameters \( \lambda \) (which are presented in the equations 3.1.1, 3.3, 3.4), so that the given set of observations \( O \) (called the training set) are represented by the model in the best way for the intended application. This problem can be solved with the Baum-Welch algorithm as mentioned in the last section.

When HMM implemented as a classifier, a multiple classes problem should be handled. Assuming there are total \( I \) classes to be discriminated, first of all, \( I \) HMMs should be established and initialized. Training set labeled with different classes will be sent to corresponding models for training. Various advanced training methods have been studied recently. These methods not only maximize the likelihood that training data belong to the corresponding classes, the discrimination between the models of the classifiers is also increased. These algorithms include: Maximum Mutual Information (MMI)[54], Maximum A Posteriori (MAP)[55], Minimum Classification Error[56], Optimizing the model structure using Bayesian model merging[57], Model merging and splitting according to an a priori knowledge[58], and model selection based on Discriminative Information Criterion (DIC)[59]. In depth discussion of these methods are out of the range of this thesis.

The Evaluation Phase

Assuming there are \( I \) classes in a recognition system, the parameters of every model \( \lambda_i = (A_i, B_i, \pi_i) \) have been obtained in the training phase. In this evaluation phase given a sequence of observations \( O = o_1, o_2, \ldots, o_t \), our aim is to find the maximum \( P(\lambda_i|O) \).

\[
\lambda = \arg \max_{1 \leq i \leq I} P(\lambda_i|O)
\]  

(3.37)

Therefore, the Bays' rule is used to obtain Maximum A Postriori Probability.

\[
\lambda = \arg \max_{1 \leq i \leq I} \frac{P(O|\lambda_i)P(\lambda_i)}{P(O)}
\]  

(3.38)

Generally, \( P(\lambda) \) is regarded as equal for all \( \lambda \)s, since all of the classes have an equal chance to occur in a system. Obviously for a specific observation sequence \( O \), the \( P(O) \) should be the same for every model. Thereby, the equation 3.37 can be transformed into:

\[
\lambda = \arg \max_{1 \leq i \leq I} P(\lambda_i|O) = \arg \max_{1 \leq i \leq I} P(O|\lambda_i)
\]  

(3.39)

The forward algorithm[95] is usually utilized, which is described in this section 3.2.1. Through the equations 3.11 3.12 3.13, the probability of the observation sequence belonging to every class
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\( P_t \{ O | \lambda_t \} \) can be easily calculated. The computational burden can be:

\[
C_{\text{HL}}^* = (N(N+1)(T-1)+N) \times I \text{ Multiplication} \tag{3.40}
\]

\[
C_{\text{HL}}^* = N(N-1)(T-1)I \text{ Addition} \tag{3.41}
\]

3.3 Variations of Hidden Markov Model

In the above sections we have introduced some fundamental knowledge of HMM. With the development of HMM, various HMMs are proposed to optimize their implementations in different applications. HMMs can be categorized into different types in different aspects. In the following we will address several of the most common variations of HMM.

3.3.1 Ergodic and Left-Right

According to the characteristics of transition matrix \( A \), HMMs are divided into two types, one of which is ergodic HMM and the other is left to right HMM. An HMM is said to be ergodic if every state is reachable from any other state in a finite number of transitions. The transition of the hidden states in a fully-connected HMM is an example of the ergodic HMM in which every state is reachable from any other state directly. The left to right model is characterized by its transition matrix that has a zero lower-left triangle. The left to right type of HMM has the desirable property that it can readily model signals whose properties change over time-e.g., speech. The fundamental property of all left to right HMMs is that the state transition coefficients have the property:

\[
a_{ij} = 0 \quad j < i \tag{3.42}
\]

\( A \) is characterized as below:

\[
A = \begin{pmatrix}
  a_{11} & a_{12} & \ldots & a_{1(N-1)} & a_{1N} \\
  0 & a_{22} & \ldots & a_{2(N-1)} & a_{2N} \\
  \ddots & \ddots & \ddots & \vdots & \vdots \\
  0 & 0 & \ldots & a_{(N-1)(N-1)} & a_{(N-1)N} \\
  0 & 0 & \ldots & 0 & a_{NN}
\end{pmatrix}
\]

One can notice that the initial state probabilities have the property:
In many cases, such as speech recognition and character recognition, additional constraints are imposed about the state transition coefficients to ensure that large states transition do not occur, which means:

\[ a_{ij} = 0 \text{ if } j < i \text{ or } j > i + \Delta \] (3.43)

For instance, when \( \Delta = 1 \):

\[
A = \begin{pmatrix}
    a_{11} & a_{12} & \ldots & 0 & 0 \\
    0 & a_{22} & \ldots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \ldots & a_{N-1N-1} & a_{N-1N} \\
    0 & 0 & \ldots & 0 & a_{NN}
\end{pmatrix}
\]

Such constraints are tried to make the models more precise in describing the characteristics of real world signals, such as speech or character. In such cases, the sequence of the segments (states) in a signal should rarely be changed, and it is possible that limited numbers of the segments (states) are skipped.

### 3.3.2 Discrete and Continuous

HMMs are also classified according to the state probability distribution type. We have introduced the discrete HMM whose states possess discrete probability distributions as functions of discrete observations. In this case, the observations are quantized to discrete values using a predefined finite-length codebook and quantized to its \( M \) entries. The probability of a state \( S_j \) generating an observation, \( O_t \), is the probability of it generating the associate codebook entry \( V_k \) whose index is \( k \). This probability is written as:

\[ b_j(O_t) = P\{V_k|q_t = S_j\}, \ 1 \leq j \leq N, \ 1 \leq k \leq M \] (3.44)

Another HMM type is the continuous probability distribution HMM whose states have continuous probability density distributions which, in turn, are functions of continuous observation parameters. In most cases, the general continuous probability function is approximated by a weighted sum of finite numbers of Gaussian distributions. Thus, the probability of a state \( S_j \) to generate an observation \( O_t \), is:
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\[ b_j(O_t) = \sum_{g=1}^{G} C_j^{(g)} G[O_t, \mu_j^{(g)}, \sigma_j^{2}], \quad 1 \leq j \leq N \] (3.45)

In this thesis we will only focus on the implementation and improvement of Discrete Hidden Markov Model. It should be mentioned that all of the HMM based methods introduced later can be converted into corresponding continuous HMM with similar performance.

3.3.3 Other HMMs

Besides the categories mentioned above, other variation of HMMs proposed by scholars. For example, 2D HMM[100], pseudo 2D HMM[61], autoregressive HMMs[79], Null transitions and tied states[79], factorial HMMs[62] e.t.c. Every model has its unique advantage and specific applications. Here we will not describe the details of the different models further, as they are not focus of this thesis.

3.4 Conclusion

In this chapter we present the basic theory of hidden Markov models from the simple concepts to complex variations of HMMs. The architecture and the mechanism of the HMM are discussed in detail. Three basic problems of HMM, including the evaluation problem, decoding problem and learning problem, are discussed here along with the formulated solutions. How to implement the HMM in the pattern recognition field is highlight of this thesis. In the following chapters we will introduce how to expand the application of HMM into binarization and new HMM architecture is proposed to solve the drawbacks of the conventional methods.
Chapter 4

**HMM-Based Binarization Method**

4.1 Introduction of binarization algorithms

Separating the foreground from the background of an image is a critical process in image analysis. Its purpose is to acquire some useful information in the image for further processing. In many cases for the images to be processed, the gray levels of pixels of the object are substantially different from the gray levels of the pixels belonging to the background. Therefore, in some cases it is possible to discriminate the objects from the background with a simple and effective thresholding method. Such methods are broadly implemented in document image analysis such as character extraction, form extraction, as well as some applications for medical images, for example endoscopic images, laser scanning and confocal microscopy. It should be mentioned that the threshold base method is only one of the feasible binarization methods.

After this operation an image will be divided into two states: one state will indicate the foreground objects, while the complementary part will correspond to the background, which will be ignored. Depending on the application, the foreground can be represented by gray-level 0, that is, black as text, and the background by the highest luminance for document paper, that is 255 in 8-bit images, or conversely the foreground by white and the background by black. Hence this process is usually called binarization. Various factors, such as nonstationary and signal dependent noises, nonuniform illumination, ambiguity of gray levels within the object and its background, low contrast, and unknown shape and orientation of the objects complicate the binarizing operation.
Many methods have been reported about the binarization. The survey of relevant studies can be found in [103][104]. We will briefly introduce them in the following sections.

4.2 Survey of binarization techniques

The binarization methods reported in the literatures can generally be categorized into four different types, which are:

1. Histogram based methods[105][106].
2. Clustering-based methods[107][109].
3. Object attribute-based methods[111][112].
4. Discrimination based on local pixel's characteristics[164][162].

Histogram based methods are further divided into two types: histogram entropy based algorithms[126] and histogram shape based algorithms[135]. Histogram entropy based algorithms consider certain measures of the entropy of the original image and that of the binarized image. Various types of entropy based binarization have been proposed, which include entropic thresholding[126][127], fusion of three different entropies[128], co-occurrence matrix for second order entropies[129], normalized entropy[131], utilization of information measure[132], entropic thresholding block source model[133], and minimum cross entropy[130][134]. It should be noted that although all of the entropies addressed above cannot be mathematically proven to be efficient for the real world images, in many cases they are still available.

The shape of the histogram can be used to determine the threshold level for the binarization of the images. These methods use peak detection[135], valley-seeking threshold selection[136], histogram concavity analysis[137], histogram shape analysis[138], valley detection using wavelet transform[139], histogram modification by enhancing the concavity[140], and histogram modification via partial differential equations[141]. The bimodality of the histogram of the image is required for such kind of methods, which is untrue for most of the real world images. Therefore the methods have limited applications too.

The above methods are regarded as global thresholding methods, which yield good performance when the histogram of the image is clearly bimodal. Unfortunately, this attribute can be missing for images with nonuniform backgrounds or when images are degraded by noise. For these types of images, local histogram analysis methods have been proposed[142]. Local histogram methods
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divide an image into different zones through layout analysis so that the pixels in one zone are homogeneous. These methods are known to outperform the global methods. The major drawbacks of the local approaches are that it is difficult to determine the correct window size and the block effect. Some additional algorithms with higher complexity have also been proposed, such as adaptive[143], iterative[144][145] and multi-level thresholding methods [146][147].

In the clustering-based methods, the gray-level samples are clustered in two parts as background and foreground, or alternatively are modeled as a mixture of two Gaussians iterative thresholds. The Otsu method[107] is the most referenced thresholding method. In this method the weighted sum of within-class variances of the foreground and background pixels should be minimized to establish an optimum threshold. The minimization of within-class variances is equivalent to the maximization of between-class scatter. This method gives satisfactory results when the number of pixels in background and foreground are similar. Additional methods include iterative thresholding[147], minimum error thresholding[109][110][148][149] and fuzzy clustering thresholding[150]. In [123] the cluster is based on the information contained in a small window around each pixel.

Object attribute-based methods search for a measure of similarity between the gray-level and the binarized image. The threshold value is based on some attribute quality or similarity measure between the original image and the binarized version of the image. These attributes can take the form of edge matching[111], shape compactness[151][152] or gray-level moments[153][154][155]. Other algorithms directly evaluate the resemblance of the original gray-level image to binary image with fuzzy measure[157][158][159] or resemblance of the cumulative probability distributions[160], or in terms of the quantity of information revealed as a result of segmentation[161].

For local pixels adaptive algorithms, a threshold is calculated at each pixel, which depends on some local statistics like range, variance, or surface-fitting parameters of the neighboring pixels. A surface fitted to the gray-level landscape is used as a local threshold, as in Yanowitz and Bruckstein[162] and Shen and Ip[163]. Conventional classifiers such as Neural Networks[164] are introduced to discriminate the pixels into background and foreground according to the characteristics around every pixel. The major drawback of such a method is that binarization is based on the feature around every pixel in an image, therefore the computational cost is much higher than others.

It should be mentioned that all of the algorithms described above are based on the hypothesis that the foreground is much darker than the background, which is true in most of the cases. Though much effort has been devoted to the binarization, binarization from noisy document images is still a big challenge because of the complexity of real world images.
4.3 The Proposed Binarization Method

Here we will introduce a new HMM based binarization method, which belongs to local pixel characteristics based method. Since OCR oriented document analysis technique is the major concern of this thesis. The binarization method focuses on extracting the characters from background, even when the background is noisy, which is difficult for other binarization methods.

This method is called pixel's characteristics based method. After features are extracted from every pixel's neighborhood, the feature will be inputted into a classifier to clarify the pixel belonging to foreground or background. Consequently, the computational cost will be extremely high in comparison with histogram method, therefore how to reduce the computational burden is the major concern of this algorithm.

The proposed algorithm is composed of two stages. In the first stage, a coarse global thresholding method is used to discriminate the brighter part of the whole image from the foreground pixels which have lower values. Thus part of the background pixels are eliminated. Thereafter, the remaining pixels are supposed to be the mixture of all of the foreground and part of the background. In the second stage, the remaining pixels are applied to the HMM based pixel classifier to obtain the attribute of each pixel. In doing so, only part of the whole image pixels are needed for further testing, so the whole processing time will be minimized without sacrificing quality.

4.3.1 The first stage

Since the first stage of the proposed technique is regarded as a pre-processing of the binarization, the speed issue is the major concern in this stage instead of accuracy. The only requirement to this stage is that the threshold should be high enough to avoid misclassifying some foreground into background. The mean value can be regarded as the preliminary threshold value of the whole process, and calculated for 8 bits gray-level images as:

\[
Mean = \frac{\sum_{i=0}^{255} ih(i)}{\sum_{i=0}^{255} h(i)} 
\]  

(4.1)

where \( h(i) \) is the number of pixels in the image with grey-level \( i \) where

\[
0 \leq i \leq 255 
\]  

(4.2)

Since this method does not take into account histogram shape, the results are obviously suboptimal. For document images, the number of pixels in the objects of the foreground is usually much
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smaller than the number of pixels in the background. Thus, the mean value will result in under
thresholding, which is required in this case.

4.3.2 The Second Stage

Feature Extraction

Instead of only considering the pixel value as the feature in the conventional histogram based bi­
narization method, in the pixel classification strategy, binarization is based on the features around
each pixel, such as range, variance, or surface-fitting parameters of the pixel neighborhood. A proper
feature is critical for the performance of classification algorithms. Selected features utilized by other
researchers [166][167] for classification include intensities, statistical features, feature from gradient
and compass operators, local contrast feature and moment.

In this chapter we will propose a novel feature extraction method suitable for HMM based image
binarization. Inside a window of $N \times N$, we take four feature vectors $V_1, V_2, V_3, V_4$ around every
candidate pixel from four directions: horizontal, left up to right down, vertical, right up to left
down, around each of which contains $N$ elements. Various sizes of windows have been tested. Our
simulation results show smaller window sizes yield smoother strokes with less computation cost.
However, it does not eliminate some specks in the background and makes the method vulnerable to
noise. For the value of $N = 7$, the window is shown in Table 4.1.

In the first vector, the 7 elements are obtained as below:

\[
\begin{align*}
v_1(0) &= (P_{(0,-3)} + P_{(0,-2)} + P_{(0,-1)})/3 - P_{(0,0)} \\
v_1(1) &= (P_{(0,-2)} + P_{(0,-1)})/2 - P_{(0,0)} \\
v_1(2) &= P_{(0,-1)} - P_{(0,0)} \\
v_1(3) &= P_{(0,0)} \\
v_1(4) &= P_{(0,1)} - P_{(0,0)} \\
v_1(5) &= (P_{(0,1)} + P_{(0,2)})/2 - P_{(0,0)} \\
v_1(6) &= (P_{(0,1)} + P_{(0,2)} + P_{(0,3)})/3 - P_{(0,0)}
\end{align*}
\]

Similar features using the other 3 directions can be extracted as follows. Except the center
element in which the original pixel value is used, other elements are chosen as the difference of the
average value of the sliding window to the central pixel. The general expressions are shown as in
equations (4.3-4.6), where $j$ begins from 1 when $i > 3$, and $j$ begins from $-1$ when $i < 3$. By taking
Table 4.1: Demonstration of feature extraction

<table>
<thead>
<tr>
<th>P(-3,-3)</th>
<th>P(-3,-2)</th>
<th>P(-3,-1)</th>
<th>P(-3,0)</th>
<th>P(-3,1)</th>
<th>P(-3,2)</th>
<th>P(-3,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(-2,-3)</td>
<td>P(-2,-2)</td>
<td>P(-2,-1)</td>
<td>P(-2,0)</td>
<td>P(-2,1)</td>
<td>P(-2,2)</td>
<td>P(-2,3)</td>
</tr>
<tr>
<td>P(-1,-3)</td>
<td>P(-1,-2)</td>
<td>P(-1,-1)</td>
<td>P(-1,0)</td>
<td>P(-1,1)</td>
<td>P(-1,2)</td>
<td>P(-1,3)</td>
</tr>
<tr>
<td>P(0,-3)</td>
<td>P(0,-2)</td>
<td>P(0,-1)</td>
<td>P(0,0)</td>
<td>P(0,1)</td>
<td>P(0,2)</td>
<td>P(0,3)</td>
</tr>
<tr>
<td>P(1,-3)</td>
<td>P(1,-2)</td>
<td>P(1,-1)</td>
<td>P(1,0)</td>
<td>P(1,1)</td>
<td>P(1,2)</td>
<td>P(1,3)</td>
</tr>
<tr>
<td>P(2,-3)</td>
<td>P(2,-2)</td>
<td>P(2,-1)</td>
<td>P(2,0)</td>
<td>P(2,1)</td>
<td>P(2,2)</td>
<td>P(2,3)</td>
</tr>
<tr>
<td>P(3,-3)</td>
<td>P(3,-2)</td>
<td>P(3,-1)</td>
<td>P(3,0)</td>
<td>P(3,1)</td>
<td>P(3,2)</td>
<td>P(3,3)</td>
</tr>
</tbody>
</table>

this approach the computation cost is reduced in comparison with the conventional methods such as variance[124] and moments[143].

\[
v_1(i) = \sum_{j=1}^{[i-3]} \frac{P_{(0,j)}}{|i-3|} - P_{(0,0)}, \quad -3 \leq i \leq 3, \quad i \neq 3
\]  

(4.3)

\[
v_2(i) = \sum_{j=1}^{[i-3]} \frac{P_{(j,0)}}{|i-3|} - P_{(0,0)}, \quad -3 \leq i \leq 3, \quad i \neq 3
\]  

(4.4)

\[
v_3(i) = \sum_{j=1}^{[i-3]} \frac{P_{(0,j)-j}}{|i-3|} - P_{(0,0)}, \quad -3 \leq i \leq 3, \quad i \neq 3
\]  

(4.5)

\[
v_4(i) = \sum_{j=1}^{[i-3]} \frac{P_{(j,0)}}{|i-3|} - P_{(0,0)}, \quad -3 \leq i \leq 3, \quad i \neq 3
\]  

(4.6)

To make the features more independent of the illumination variation, we can find the range of candidate pixel values after the thresholding to be between a minimum value in the given image Mini to the mean value of the image pixels Mean. In this case:

\[
v_1(3) \in [\text{Mini}, \text{Mean}], \quad i = [1, 4]
\]  

(4.7)

An enhancement process is proposed as follow:

\[
v_1'(3) = (v_1(3) - \text{Mini})^2 \times \frac{255}{(\text{Mean} - \text{Mini})^2}
\]  

(4.8)

Noting that 255 is the largest pixel value.

Through the observation of Fig. 4.1-Fig. 4.3, one can deduce that the 3D surface around pixels in a stroke shown in Fig. 4.3 is completely different from pixels in the background (see Fig. 4.1
Fig. 4.2). Since the features from the foreground and background are different from each other, it is possible for the HMM based recognizer to discriminate between them.

![Figure 4.1: Pixel values in a noisy background](image)

![Figure 4.2: Pixel values in a dark background](image)

**Hidden Markov Model based binarization**

After taking the features around the pixels, we can easily put the features into HMM based classifiers to check the attribute of every pixel through the classification result. The HMM based recognizer works in two phases, training phase and evaluation phase.
The Training Phase

In the previous section we have explained how features from a pixel should be computed using equations (4.3-4.6). We have scanned images from various sources such as newspaper and magazines to setup a database. Twenty images from the database are randomly selected. From these images 40,000 pixels are selected and their feature vectors are extracted for training. Half of the pixels are in strokes of the characters in the foreground, while the other half are from various backgrounds. Each pixel is assigned to four feature vectors, therefore 160,000 vectors are generated to form a code book.

The K-Mean algorithm[165] is used to segment this vector space into 10 partitions represented by a set of cluster centers. Then the 4 feature vectors for each pixel can be quantized into one observation sequence with 4 elements according to their distances to the 10 cluster centers. All of the observation sequences will be inputted into the HMM to estimate the parameters of the HMM with the Baum-Welch algorithm[93]. Here we select the number of observations $M$ to be 10; the number of hidden states $N$ is 4 and the length of the sequence is 4 as mentioned before.

For the conventional HMM, during the evaluation phase the observation sequence for every pixel should be inputted to the HMM to calculate the probability of the sequence belonging to a class. In this application the length of the sequence is only 4 and the number of observations is 10, therefore the total number of the possible observations is 10000. The observation sequences vary from $[0 0 0 0 ]$ to $[9 9 9 9]$. At the same time there are only two classes to be identified - background and foreground. Therefore it is possible to implement some strategy to speed up the whole process,
which is explained as below:

All of the observation sequences from $[0 \ 0 \ 0 \ 0]$ to $[9 \ 9 \ 9 \ 9]$ are inputted into the trained HMM engine and the classification results will be saved in a reference set with 0 representing the background and 1 the foreground. The size of the reference set is only 10K bits, which is affordable for most of the applications.

The Evaluation Phase

To binarize an inputted image, first of all features of every pixel will be extracted. Then the feature vectors are quantized into 10 observations through comparison of their distances to the centers of the 10 clusters determined in the training stage. Instead of calculating the probability for each observation sequence, the recognition result can be looked up in the reference set to obtain the recognition result with an efficient computational cost. Without the look up table, from equations 3.40 3.41, one can find the computation cost for each pixel’s classification is 64 multiplications and 36 additions. Assuming the size of a processed image is 1024 by 768 and half of the pixels have been eliminated in the first stage (coarse thresholding), the total HMM based classification in this stage would need 25,165,824 multiplications and 14,155,776 additions.

With the aid of the Look Up Table(LUT) saved in the reference set, all of the calculations can be skipped. Through this method, only feature extraction and quantization are required in the evaluation phase, while the classification time is ignorable, since they can be looked up in the reference set. The function of the HMM is to set up the reference set through limited number of training samples.

4.4 Simulation Results

To test the performance of the proposed binarization technique, a comparative study is carried out. In our experiment, Otsu global thresholding[107], local adaptive thresholding[108] and Kittler thresholding algorithms[110] are utilized as benchmarks for this comparison, because these three methods are reported to have stable and good performances at various applications[103][121].

Our simulation results show the HMM based segmentation method can provide the satisfying results in all of the tested images while others fail to provide acceptable results for some of the images in our database. To test the robustness of the proposed algorithm in presence of noise sources we have conducted the same comparative studies with the three binarization techniques.
4.4.1 Database used

To test the efficiency of the proposed algorithm, three kinds of noisy images were tested. The first picture in Fig. 4.4 is a historical document image with blurred strokes, complex signal-dependent noises and low contrast. The histogram is shown in Fig. 4.5.

![Figure 4.4: An original historical document image with low contrast and signal-dependent noise](image)

![Figure 4.5: The histogram of a gray historical document image with low contrast and signal-dependent noise](image)

The other image shown in Fig. 4.6 has inhomogeneous and complex background. From the histogram shown in Fig. 4.7, one can note the lack of bimodality which is a fundamental requirement for a global thresholding algorithms.
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Figure 4.6: An original document image with an inhomogeneous background

![Original Histogram]

Figure 4.7: The histogram of a gray document image with an inhomogeneous background

The picture in Fig. 4.8 is an image taken by camera with varying illumination in different parts of the image. We can find the distribution of the histogram in Fig. 4.9, which is obviously not bimodal.
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4.4.2 Comparison of the binarization results

For the image in Fig. 4.4, the Kittler algorithm completely failed. The binary images obtained with the Otsu and Local thresholding algorithm are shown in Fig. 4.10, Fig. 4.11, which are too noisy for any character recognition scheme. From Fig. 4.12 we can see that the binary image from HMM based binarization algorithm is clearer.

The binarization results of the image in Fig. 4.6, which has a complex background, is shown in Fig. 4.13, Fig. 4.14, Fig. 4.15 and Fig. 4.16. We can observe that the Kittler algorithm and HMM based binarization have identical performance, while others yield unsatisfactory results. Actually
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the Kittle always over-thresholds the images, therefore it gets comparable good result in such images with noisy background.

The binarization results of image in Fig. 4.8, which has non-uniform illumination is shown in Fig. 4.17, Fig. 4.18, Fig. 4.19 and Fig. 4.20. One can clearly observe that the proposed algorithm performed better than others.
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Figure 4.12: Binary document image extracted with the HMM based thresholding algorithm from the original image of Fig. 4.4

Figure 4.13: Binary document image extracted with the Otsu algorithm from the original image of Fig. 4.6

4.4.3 Quantitative Study

A handful of binarization performance criteria[168][169][170] have been proposed, where OCR based criterion is one of the most acceptable methods. To further prove the efficiency of the proposed binarization method, we randomly selected 42 images from the database of ICDAR[171] for our test. It should be mentioned that all of the methods used here work on gray images and the foreground
Figure 4.14: Binary document image extracted with Local thresholding from the original image of Fig. 4.6

Figure 4.15: Binary document image extracted with the Kittler algorithm from the original image of Fig. 4.6

Pixel values are considered to be darker than the background, thus color images are converted into gray images before binarization.
Figure 4.16: Binary document image extracted with the HMM based thresholding algorithm from the original image of Fig. 4.6

After binarization the binary images are sent to the commercial OCR software Readiris 10.04 Professional, the recognition results can be regarded as a reliable criterion to evaluate the performances of different binarization methods. There are a total of 1078 characters in the tested images. The OCR test results are reported in table 4.2.
4.5 Conclusion

For the local pixel's characteristics based binarization method, the major drawback is that the computation cost is extremely high, which hampers the implementation of these methods in real world applications. In this proposed algorithm, two critical strategies are utilized to minimize the processing time. After the preprocessing in the first stage, most of the background pixels are identified and it is unnecessary to send them to a classifier. In the classification state, after feature extraction and quantization, the feature sequence of every tested pixel can be looked up in the
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Figure 4.20: Binary document image extracted with the HMM based thresholding algorithm from
the original image of Fig. 4.8

Table 4.2: OCR results from different binarized images

<table>
<thead>
<tr>
<th>Method</th>
<th>HMM based binarization</th>
<th>Kittle[110]</th>
<th>Local[108]</th>
<th>Otsu[107]</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCR recognition rate</td>
<td>77%</td>
<td>25%</td>
<td>48%</td>
<td>53%</td>
</tr>
</tbody>
</table>

reference set, which is established in the training stage. It only takes approximately 2 seconds to
binarize an image with the size of 1280 by 768, though the processing time varies from image to
image according to the variation of the number of pixels eliminated in the first stage. This method
is feasible for most of the real world applications because of its low computatio cost and accuracy.
The size of the reference set is only 10k bits, which is also acceptable to real world applications too.

In terms of performance, the test results conducted on number of noisy images yielded satisfactory
results. A comparative study of the proposed technique with three different binarization scheme
was also carried out. The result of the extracted characters from all binarization techniques were
applied to a commercial OCR engine and shows that the proposed method outperforms some of the
referenced methods. This can be attributed to the fact that in this method local features around
every pixel are selected for binarization. As can be seen, the characteristics of a neighborhood around
a pixel in the background illustrated in Fig. 4.1 and Fig. 4.2 are completely different from the pixels
in strokes shown in Fig. 4.3. This makes it easy to distinguish between background and pixels in
characters. We also notice when the contrast of an image is too low, our method fail to obtain
the characters. In some cases the touching characters can not be recognized by the OCR engine.
As a result, a recognition rate of 77% is obtained using the proposed technique while the closest
performance was that of Otsu’s which yielded 53% correct rate. All programs for comparison of
different methods with our proposed HMM based binarization method were written with MATLAB.
Since no optimization of the processing time was carried out, we did not include computer time for
each technique in the table 4.2.
Chapter 5

Edge-Based Binarization Method

5.1 Proposed Methodology

In the last chapter we introduced a classification based binarization method whose high efficiency has been demonstrated. In many cases simple histogram based (thresholding) methods are required, because of its low computation cost and zero memory storage requirement. However such methods are based on the hypothesis that the histogram of the handled image is bimodal, which is untrue for most of the real world images. Therefore, it is comparably difficult to choose a proper threshold to separate the foreground from a complex background. Through observation, one can notice that no matter how complex the backgrounds are, the values of pixels around the boundary of the foreground and background change abruptly. Our simulations show that any simple edge detector can easily distinguish the boundary of the objects from an inhomogeneous background. Although in some conditions the boundaries are not complete and some edges are derived from variable backgrounds, it has little negative effect to our application since dominant edges are still from the boundary of the foreground objects. Since the edges are the transitions from the foreground to background, the neighbor pixels around every edge are the mixture of the foreground and background. With a simple process we can locate the foreground and background pixels around the edges. Through the histograms of the foreground pixels and background pixels in an image, an optimal threshold to the entire image can be obtained. Later, in this way we can find that we have a much better chance to get a bimodal histogram no matter how complex the background is. In some sense this algorithm
can be regarded as histogram enhancement technique.

5.2 The Proposed Edge Based Binarization Method

According to the above analysis, we here propose an edge based binarization method. In this method edges in an image are extracted; then pixels around boundaries of the objects will be taken to select pixels representing the foreground and background pixels. The histogram of the representative pixels will be processed to find the proper threshold. The outline of the process is as shown below:

1. Edge detection.
2. Foreground and background pixels localization.
3. Analysis of histograms of foreground and background.

5.2.1 Step 1: Edge detection

In this algorithm the edge detection is performed base on Prewitt detector[156], whose kernels as shown in table 5.1 and table 5.2. Since all of the nonzero coefficients in the kernels are 1s, no multiplications are required for this process. Consequently, this edge detection has the high efficiency.

Therefore, the algorithm is summarized by the following notation; let \( I[i, j] \) denotes the image. The gradient of the image \( I[i, j] \) can be computed using the first-difference approximations to produce two arrays \( P[i, j] \) and \( Q[i, j] \) for the \( x \) and \( y \) partial derivatives.

<table>
<thead>
<tr>
<th>Table 5.1: Horizontal orientational kernel of Prewitt filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1 -1 -1</td>
</tr>
<tr>
<td>0 0 0</td>
</tr>
<tr>
<td>1 1 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5.2: Vertical orientational kernel of Prewitt filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1 0 1</td>
</tr>
<tr>
<td>-1 0 1</td>
</tr>
<tr>
<td>-1 0 1</td>
</tr>
</tbody>
</table>
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\[
P[i,j] = \frac{\sum_{k=-1}^{1} I[i+k,j-1] - \sum_{k=-1}^{1} I[i+k,j+1]}{6}
\]

\[
Q[i,j] = \frac{\sum_{k=-1}^{1} I[i-1,j+k] - \sum_{k=-1}^{1} I[i+1,j+k]}{6}
\]

The magnitude of the gradient can be computed from the standard formulas for rectangular-to-polar conversion.

\[
M[i,j] = \sqrt{P[i,j]^2 + Q[i,j]^2}
\]

Thereby, the problem of finding locations in the image array where there is rapid change has merely been transformed into the problem of finding locations in the magnitude array \(M[i,j]\), which are local maxima. A proper threshold is essential to determine the edges in an image according to their magnitude. Many thresholding methods in edge detection have been discussed in [156]. Here the simplest root mean square (RMS) value is utilized as shown in equation 5.4.

\[
T_{edge} = \sqrt{\frac{4 \times \sum_{i=1}^{\text{width}} \sum_{j=1}^{\text{height}} M(i,j)}{\text{width} \times \text{height}}}
\]

In spite of its low contrast and stroke-dependent noises, from the original image shown in Fig. 5.1, we can explicitly abstract the edges from the blurred image as shown in Fig. 5.2.

![Figure 5.1: An original historical document image with low contrast and signal-dependent noise](image-url)
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5.2.2 Step 2: Foreground and background pixels localization

The edges found in the last stage are supposed to be the boundaries between the foreground and background, therefore the pixels around the edges belong to the foreground and background separately while some have amphibolous attributes. The purpose of this stage is to identify the pixels to represent the foreground and background. For an edge pixel \( I(i,j) \), the 8 neighbor pixels around the edge pixel can be shown as below in table 5.3.

Theoretically, the pixels along the direction of the edge separately belong to the foreground and background. Here we propose a novel method to identify the background and foreground around an edge:

After edge detection and thresholding, we can find edge pixels \( I(i,j) \) where the \( M(i,j) \) are bigger than the threshold \( T_{edge} \). Here, another 2 corner detection approximation masks shown in table 5.4 5.5 are used. Thereby we can get the gradient magnitude of neighbor pixels around the edge pixels along 4 directions.

We can find the maximum gradient magnitude in the four directions around the edge \( I(i,j) \).
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Table 5.4: Corner kernel 1

<table>
<thead>
<tr>
<th>-1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.5: Corner kernel 2

<table>
<thead>
<tr>
<th>0</th>
<th>-1</th>
<th>-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

We will then select the minimum value in this edge or corner with lower values as the foreground and the maximum value in the edge or corner with higher values as background. In this way we can sample a foreground and a background pixel around every edge in an image. For the image in the Fig. 4.4, through such a process, we can get the foreground and background pixels as shown in Fig. 5.3 and Fig. 5.4.

Figure 5.3: The foreground pixels extracted from the Fig. 4.4

Through our observation we can find, no matter how complex the background is, only the pixels around the boundary of foreground, which can dramatically improve the performance of the histogram based thresholding.
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Figure 5.4: The background pixels extracted from the Fig. 4.4

5.2.3 Step 3: Analysis of histogram of selected pixels

As mentioned earlier, the major drawback of the histogram based thresholding is that the histograms of the images are required to be bimodal; Otherwise the result will be degraded or it is impossible to obtain a proper threshold. Considering the variance of the real world images, such a requirement heavily constrains the implementation of these methods, though they are still the mainstream techniques of binarization for document analysis. For example the histogram of the Fig. 4.4 is shown as Fig. 4.5. It is impossible to extract the characters from the image through conventional histogram based methods. However from the histograms of the selected pixels from the image as shown in the Fig. 5.5, it is easy for us to calculate the optimal threshold to separate the objects from the background. Because most of the unimportant pixels in the background are skipped, our simulation results prove that in this way we can always get the bimodal histograms from any kinds of noisy images, even though the background is very complex, it has little effect to the extraction of the foregrounds. In this way the histogram of the processed image is enhanced. Because the major inhomogeneities in an image are the relationship between the foreground and background, the dominant edge pixels are the boundary pixels from foreground.

The principle of obtaining optimal threshold is to minimize the errors of misrecognizing the foreground into background and vice versa. After we count the two histograms of the background and foreground as $H_{\text{fore}}$ and $H_{\text{back}}$, for every threshold value varying from 0 to 255 there are foreground error rate $E_{\text{fore}}$ and background error rate $E_{\text{back}}$, which can be calculated as below:
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Figure 5.5: The histogram of the selected pixels in the Fig. 4.4

\[ E_{\text{back}}(j) = \sum_{i=0}^{j} H_{\text{back}}(i) \]  

(5.5)

\[ E_{\text{fore}}(j) = \sum_{i=255}^{j} H_{\text{fore}}(i) \]  

(5.6)

Then the general error \( E_{\text{total}} \) can be calculate as:

\[ E_{\text{total}}(i) = E_{\text{fore}}(i) + E_{\text{back}}(i) \]  

(5.7)

The errors can be illustrated as in Fig 5.6. Obviously the optimal threshold is the value which corresponds to the minimum errors.

Since these noises or inhomogeneous backgrounds can be skipped at the edge detection stage, we can explicitly separate the pixels in the foreground from the background without the interference of these pixels with this method. Even though in some cases some edges in the fast changing background will be misrecognized as the boundaries of the foreground at the edge detection stage, the number of edges from the foreground are still big enough to suppress the negative effect of the fake edges. The binarization result for the Fig. 4.4 is shown in Fig. 5.7.
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5.2.4 Local thresholding

Test results show this method succeeds in most of the images, some of which even have low contrast and inhomogeneous background, which are hard for most of the other histogram based methods. However, for the global histogram based methods there is an inherent drawback that for the image with nonuniform illumination such as image shown in Fig. 5.8, one single threshold cannot binarize the whole image properly. The binarization result is shown in Fig. 5.9. Obviously, because of the deficiency of the global method, it is not good enough to handle such problems.

Figure 5.6: The number of errors corresponding to different thresholds

Figure 5.7: The binary document image extracted with proposed global threshold from the image shown in the Fig. 4.4
To improve the performance the local histogram analysis is implemented here. First, an image will be divided into different non-overlapped zones. The threshold is obtained for every zone. Since, for every zone, only the vector of histogram which has 256 elements is to be processed. The extra processing time is short enough for most of applications. Here we set the number of zones as eight by eight and the result is shown in the Fig. 5.10. It should be noted that the division of the images to $8 \times 8$ can not be generalized as different applications may require different number of subimages. With the application we had in hand the best result was obtained by divided into $8 \times 8$ subimages.
Thereby, the nonuniform illumination problem can be easily overcome. If the illumination is uniform, there are little differences between the global threshold and the local thresholds. In the following sections, the implemented edge based algorithm means the local thresholding method.

5.3 Simulation Results and conclusion

We have tested Otsu global thresholding[107], local adaptive thresholding[108], Kittler thresholding algorithms[110] and our proposed edge based thresholding for a number of document images with poor quality caused by bad illumination, non-stationary backgrounds, and signal dependent noises. Our simulation results show that only the edge based segmentation method can provide the satisfactory results in all of the images, while others fail in some of the images. To test the feasibility of proposed algorithms in different noisy images, we would like to demonstrate the binarization results of the three reference algorithms and edge based algorithms.

5.3.1 Test results

To test the feasibility of the proposed algorithm in various applications, the three noisy images shown in figure Fig. 5.1, Fig. 5.8, Fig. 5.11 are considered, which are also used in last chapter.

The histograms of the selected pixels in the three images in Fig. 5.1, Fig. 5.8, Fig. 5.11, can
Figure 5.11: An original document image with an inhomogeneous background

be found in Fig. 5.5, Fig. 5.12, Fig. 5.13 respectively. All of the histograms of the selected pixels in an image from the images are bimodal. The enhanced histograms can be utilized to get the proper threshold. These histograms are demonstrated here to show the bimodality of the selected pixels in tested images. Actually, all of the histograms used in the binarization are the histogram of independant zones in an image as described in 5.2.4, instead of the whole image.

Figure 5.12: The histogram of the selected pixels of Fig. 5.8
5.3.2 Comparison of the binarized images

For the image of an ancient document as shown in Fig. 5.1, from Fig. 5.7 we can tell that the binary image from edge based binarization algorithm is clear and robust. Except the Kittler and Otsu algorithms completely fail, the binary image obtained with Local thresholding algorithm as shown in Fig. 5.14 is not acceptable to any existing OCR engine.

The binarization results of the image in Fig. 5.8 which has non-uniform illumination is shown
in Fig. 5.15, Fig. 5.16, Fig. 5.17 and Fig. 5.10. We can find that the binary image from edge based algorithm is more clear than the others.

The binarization results of the image in Fig. 5.11, which has complex background is shown in Fig. 5.19, Fig. 5.20, Fig. 5.21, Fig. 5.22. We can find except the Kittler algorithm has identical performance as the edge based binarization, and the other algorithms partially fail.
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To further prove the efficiency of the proposed binarization method, we carry out the same experiment as last chapter. 42 images are randomly selected from the database of ICDAR[171]. After binarization the binary images are sent to the commercial OCR software Readiris 10.04 Professional, the recognition results can be regarded as a reliable criterion to evaluate the performances of differ-
Figure 5.19: Binary document image extracted with the Otsu algorithm from the original image of Fig. 5.11

Figure 5.20: Binary document image extracted with Local thresholding from the original image of Fig. 5.11

ent binarization methods. There are a total of 1078 characters in the tested images. The OCR test results are reported in table 5.6. One can find the recognition rate based on the binarized image
from proposed method is much higher than the reference ones.
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Table 5.6: OCR results from different binarized images

<table>
<thead>
<tr>
<th>Method</th>
<th>Edge based binarization</th>
<th>Kittle[110]</th>
<th>Local[108]</th>
<th>Otsu[107]</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCR recognition rate</td>
<td>67.3%</td>
<td>25%</td>
<td>48%</td>
<td>53%</td>
</tr>
</tbody>
</table>

5.3.4 Conclusion

In this chapter, we have presented a novel thresholding method based on edge information to binarize seriously degraded and very poor quality gray-scale document images. Our method can threshold gray-scale document images with complex signal-dependent noise, variable background intensity caused by nonuniform illumination, shadow, smear or smudge and very low contrast without obvious loss of useful information. From the tests of the various styles of noisy images, we can say that the proposed algorithm provides robust results for all of the tested cases. The major reason for the robustness of the proposed algorithm is that our method extracts the threshold based on the pixels around the edges. In this way the tremendous amount of useless information contained in the background can be ignored. From the above simulation it can be found that the histograms of the selected pixels are real bimodal. Its computational efficiency is much higher than other algorithms such as connectivity-based thresholding or local adaptive methods [153][162] [163]. The quantitative test shows its recognition rate is 67.3%, which is 14.3% higher than the best reference binarization methods. In comparison with other histogram based algorithms, only one more edge detection process is added, which is fast enough for most of the real world applications.
Chapter 6

1-D Self-Adaptive HMM and its application to OCR

6.1 Conventional HMM and its drawback

Chapter 3 has provided the detailed introduction to HMM and its applications in different fields. Some variants of standard HMMs are conceived as extensions of the internal structure of the model. However, the data interface towards the external world essentially remains the same and the basic data objects being processed are still single sequences. One can notice that there are some drawbacks in the theory of the conventional HMMs.

First of all, the hidden Markov model is a causal system. The probability of state at time \((t + 1)\) is derived from state \(t\) and affected by the present observation \((t + 1)\). For classifiers based on Hidden Markov Models, all of the observation elements are parallelly inputted into the model. The hypothesis that the hidden state is only derived from the former one is untrue. If state \(t\) could be determined by the states and observations at \(t-1\) and \(t+1\), the model should be more accurate than the unidirectional Markov chain.

Secondly, HMM is a one path chain, which means that with the presence of noise the whole propagation path of the hidden states after the noise will be changed dramatically. For example, there are a sequence of observations, \(V_i\), as shown in figure 6.1, and according to equations 3.22 3.23 3.24, the optimal path \(S_1S_2S_3S_1S_4\) can be easily obtained. When there is noise interfering...
with the signal and the observation $V_3$ is replaced by noise $V'_3$ as shown in figure 6.2, the calculated probabilities of states in location $t = 3$ may be completely different from the correct one. Therefore, the following induction from $t + 1$ to $T$ will easily detour to a wrong path. For example, in this case the new optimal path will be $S_1S_2S_3S_1S_4S_2$ as illustrated in figure 6.2.

When HMM is utilized as a classifier, to simplify the calculation, in many cases the probability of $P(O|\lambda)$ is substituted by the $P(O, Q^* | \lambda)$, where $Q^*$ is the optimal path. The wrong estimation of optimal path will yield a wrong conclusion. In the normal evaluation method as shown in equations 3.11 3.12 3.13, the memberships of the hidden states should be estimated from the former time slot's hidden states and present observation. With the presence of noise, the performance of the HMM based classifiers will be degraded.

![Figure 6.1: Optimal path search in noise free signal](image1)

![Figure 6.2: Optimal path search in noise free signal](image2)
6.2 The Proposed Self-Adaptive Hidden Markov Model

6.2.1 Elements of the proposed model

In this section we will propose a new Self-Adaptive Hidden Markov Model. Like the conventional HMM, in this model the following elements are introduced: \( N \), number of hidden states and \( M \), number of observation symbols in the alphabet.

Hypotheses about the relationships of the elements are proposed and the model is characterized by the following:

1) States combination probabilities \( L_{ij} \).
2) Probability of distribution of observations to every state \( B = b_j(k) \).
3) The distribution probability of states in every time slot of the observation sequence \( D_t(j) \).
4) Probability of the state \( j \) occurring in the model \( C_j \).

\( L_{ij} \) is the probability of the neighbor states combination. The major difference between the proposed method to the conventional HMM is that instead of considering the probability of the transition from one time slot to the next, a bi-directional combination of the neighbour states will be checked. In this way the proposed model is not a causal system anymore and the drawbacks mentioned in last section will be eliminated. \( L_{ij} \) can be expressed as below:

\[
L_{ij} = P(q_t = i, q_{t+1} = j), \ 1 \leq i, j \leq N
\]

(6.1)

It should be mentioned that we have assumed that this combination is a non-skip theme, hence:

\[
L_{ij} = 0 \text{ when } j < i \text{ or } j > i + 1
\]

(6.2)

\( B = b_j(k) \) is the same as conventional HMM:

\[
b_j(k) = P(O_t = V_k | q_t = j), \ 1 \leq j \leq N, \ 1 \leq k \leq M
\]

(6.3)

\( D_t(j) \) is the distribution probability of states in every time slot of the observation sequence.

\[
D_t(j) = P(q_t = j), \ 1 \leq t \leq T, \ 1 \leq j \leq N
\]

(6.4)

In the conventional HMM there is a corresponding parameter \( \pi \), which is only available to the hidden states in location 1, the memberships of the states at other locations can only be deduced by the equation 3.11 and 3.12, usually from left to right. In the new model every location has an inherent states distribution probability. Consequently, the memberships of the states in every location will
depend less on the neighbors. Therefore, noise will have less effect on the estimation of the states at other time slots.

The probability of the state, \( j \), occurring in the model \( C_j \) is a newly introduced concept in this model, its usage will be demonstrated later.

Instead of beginning to estimate the hidden states from the two ends of the Markov chain, in this model the estimation of states will be started from every time slot in the sequence simultaneously. Hence the influence of noise in the sequence will be minimized. The detailed procedure of the model will be addressed in the following section.

### 6.2.2 Evaluation stage

The evaluation process of the proposed model consists of the following steps:

1) Single node states estimation.

The estimation of the states in every time slot will only be started from every single observation. The memberships are decided by two issues: the location of the time slot and the observation at this time slot. The first one can be looked up from the \( D_t(k) \), while the second one depends on observation symbol probability distribution \( b_j(k) \). The general probability can be calculated as below:

\[
P_t(O_t|s_t) = b_j(O_t)D_t(j), \quad 1 \leq t \leq T, \quad 1 \leq j \leq N, \quad 1 \leq O_t \leq M
\]  

(6.5)

2) Coupled nodes states estimation.

After independantly obtaining the states' memberships of every slot in the sequence, the influence from neighbour slots are considered here to further estimate the memberships at every time slot.

First of all, we have to prove the linearity of this model:

Assuming that we have a data set of states, after a statistic audit, besides probabilities of the neighbor states combination \( L_{ij} \), we can obtain two extra conventional forward and backward transition parameters where:

\[
a_{ij} = P(q_{t+1} = j|q_t = i), \quad 1 \leq i,j \leq N
\]  

(6.6)

\[
b_{ji} = P(q_t = i|q_{t+1} = j), \quad 1 \leq i,j \leq N
\]  

(6.7)

The probability of every state \( i \) existing in the model \( c_i \) can also be obtained, where \( 1 \leq i \leq N \). Obviously one can get:

\[
L_{ij} = c_i a_{ij} = c_j b_{ji}
\]  

(6.8)
Hence $L_{ij}$ is conditionally independent. The probability of states $i$ and $j$ occurring in slot $t$ and $t+1$ is $L_{ij}$; in general, it should be regarded that $c_i^{(0)} = c_i$ and $c_{i+1}^{(0)} = c_j$. The superscript 0 here is the iteration time and the 0 means it has not yet been processed. If the probability of state $i$ occurring in location $t$ is $c_i^{(1)}$, and $c_{i+1}^{(0)} = c_j$:

$$L_{ij}^{(1)} = c_i^{(1)} a_{ij} = \frac{c_i^{(1)}}{c_t} c_j a_{ij} = \frac{c_i^{(1)}}{c_t} L_{ij}$$

(6.9)

In a similar way, if the probability of state $j$ in time slot $t+1$ is changed to $c_{i+1}^{(1)}$, and $c_i^{(0)} = c_i$, then:

$$L_{ij}^{(1)} = c_{i+1}^{(1)} b_{ji} = \frac{c_{i+1}^{(1)}}{c_j} c_j b_{ji} = \frac{c_{i+1}^{(1)}}{c_j} L_{ij}$$

(6.10)

If the $c_i^{(0)}$ is changed from $c_i$ to $c_i^{(1)}$, and $c_{i+1}^{(0)}$ is changed from $c_j$ to $c_{i+1}^{(1)}$ simultaneously, we can get:

$$L_{ij}^{(1)} = \frac{c_i^{(1)}}{c_t} L_{ij} \frac{c_{i+1}^{(1)}}{c_j} 1 \leq t \leq T - 1$$

(6.11)

Thereby, the linearity of the probability of combined states is proven. From equation 6.11 the probability of state $i$ and $j$ happening in slot $t$ and $t+1$ will be:

$$L_{ij}^{(1)} = \frac{P_t(O_t|s_i)}{c_t} L_{ij} \frac{P_{t+1}(O_{t+1}|s_j)}{c_j} 1 \leq t \leq T - 1$$

(6.12)

The membership can be normalized as:

$$L_{ij}^{(2)} = \frac{L_{ij}^{(1)}}{\sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij}^{(1)}} 1 \leq t \leq T - 1, 1 \leq i, j \leq N$$

(6.13)

Based on the link information formulated as above, we can get the new membership of states in $t$ and $t+1$ as:

$$P_{t}^{(2)} = \sum_{j=1}^{N} L_{ij}^{(2)} 1 \leq t \leq T - 1, 1 \leq i, j \leq N$$

(6.14)

$$P_{t+1}^{(2)} = \sum_{i=1}^{N} L_{ij}^{(2)} 1 \leq t \leq T - 1, 1 \leq i, j \leq N$$

(6.15)

The superscript (2) means the latest updated information.

3) Propagation of states information:

In a given chain, every node with the exception of the end nodes are connected to two neighbours. There are two sets of memberships of states derived from the two neighbours, while the two sets of memberships are not guaranteed to be identical in most of the cases. How to solve
this conflict is critical for the model. Several solutions were proposed to solve such noncausal problems, such as Recurrent Neural Network (RNN) [86] and Bidirectional Input Output Hidden Markov Model (BIOHMM) [87].

Here we propose a new asynchronous method to solve the noncausal problem. The process consists of following steps:

Step 1: As shown at the top of figure 6.3, the combined probabilities of states in location \{1, 2\}, \{3, 4\}, \{T - 1, T\} (Without loss of generality, T is assumed to be even) are calculated with the method shown in the last section. Then, we can get the combined probability: \(L_t(ij)\), where \(t\) is odd. After normalization, we can get the memberships of states in every node in the sequence.

Step 2: As shown at the bottom of figure 6.3, the combined probabilities of states in location \{2, 3\}, \{4, 5\}, \{T - 2, T - 1\} with updated memberships are calculated in the same way as the last step. Then we can get the combined probabilities: \(L_t(ij)\), where \(t\) is even, and the latest memberships in every node except the two ends.

Step 3: Repeat above process. After each iteration, the information about states contained in a time slot can be transmitted into neighbour slots in two directions. The optimum number of iteration

![Figure 6.3: Asynchronous states estimation method](image-url)
will vary according to different applications. In the case of handwritten character recognition our simulation results show that we can get the best result when the process is repeated at least one fifth of the length of the sequence. This will be demonstrated in section 6.3.

4) Special cases:
For ideal clean signal sequence, it is easy for the membership information to be transmitted along the path. However, in the presence of noise one gets:

$$\sum_{i=1}^{N} \sum_{j=1}^{N} L_{ij}^{(k)} = 0, \ 1 \leq i, j \leq N$$  \hspace{1cm} (6.16)

Observations:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

States:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.4: Asynchronous states estimation method

This indicates that the hidden states at the two ends of this link are not continuous. Then, according to equation 6.14 and 6.15, all of the memberships of hidden states at node $t$ and $t+1$ will be 0, which is obviously wrong. To solve this problem, we ignore the new memberships which are 0 and will not update them. In the meantime, the original sequence is split into two sequences as shown in figure 6.4. Therefore, the influence of degradation will be removed; this was made possible because state information is not transmitted further. When there are more than one severe degradations in the sequence, the sequence will be divided into more than two segments while every segment is considered independently.

5) Objective functions:

After the above iterations, we can obtain the estimate of the memberships of states in every node. The probability of every node in the sequence generating the corresponding observation can

---
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be calculated as below:

\[ P_t^{(n)}(i) = \sum_{i=1}^{N} P_t^{(n)}(i) b_i(O_t) \quad 1 \leq t \leq T \]  

(6.17)

\( n \) is the iteration time, \( t \) is the time slot, \( P_t^{(n)}(i) \) is the probability of state \( i \) occurring in time slot \( t \) after \( n \) iteration and \( b_i(O_t) \) is the probability of observation \( O_t \) occurring in state \( i \).

Then, the general probability of every node in each mode in the given sequence is:

\[ P_{node} = \prod_{t=1}^{T} P_t^{(n)} \]  

(6.18)

Besides the probability observed in every node, the chance of the combination of every two neighbour hidden states can be calculated between node \( t \) and \( t + 1 \) as below:

\[ L_t^{(n)} = \frac{P_t^{(n)}}{c_{i}} L_{ij} = \frac{P_t^{(n)}}{c_{ij}} L_{(t+1)j} \quad 1 \leq t \leq T - 1 \]  

(6.19)

We can therefore get the general probability of link between node \( t \) and \( t + 1 \) as:

\[ L_t = \sum_{i=1}^{N} \sum_{j=1}^{N} L_t^{(n)} \quad 1 \leq t \leq T - 1, \ 1 \leq i, j \leq N \]  

(6.20)

Then, all of the links(Combination of neighbour states) existing in the sequence will be:

\[ P_{link} = \prod_{t=1}^{T-1} L_t \]  

(6.21)

The combination of above two equations 6.18 and 6.21 will yield the final probability as:

\[ P_{final} = P_{link} P_{node} \]  

(6.22)

It is possible that probabilities of some nodes or links become 0. Therefore, after multiplication the general result will be 0. In such a case, we will substitute the 0 with a small positive value to avoid a rigid result.

When the model is implemented in the classification phase, the self-adaptive model based recognizer aims to determine the model that is most probably the one that produced the provided test signal. i.e.

\[ \lambda = \arg \max_{\text{All of the } \lambda} P(\lambda|O) \]  

(6.23)

This is Maximum A Posteriori Probability(MAP) problem, where Bayes rule is utilized to reformulate the recognition problem as:

\[ \lambda = \arg \max_{\text{All of the } \lambda} \frac{P(O|\lambda)P(\lambda)}{P(O)} \]  

(6.24)
$P(\lambda)$ is usually considered equal for all models, i.e. all models are equally probable. Thus Equation 6.24 can be simplified as:

$$\lambda = \arg \max_{\lambda} \frac{P(O|\lambda)}{\text{All of the } \lambda}$$ (6.25)

In the evaluation stage, signal sequence is sent to every model in the system to calculate the probability as shown above. The MAP is the final result of the classification. The next important problem is to estimate the parameters in the model during the training stage.

### 6.2.3 Training stage

**Conventional HMM training methods**

The training stage is the most critical step for the performance of a classifier. In this process the statistical parameters of the model will be optimized to fit a set of observed training data. For conventional HMM, many successful heuristic algorithms such as the Baum-Welch algorithms [94] and the gradient methods[88] are developed for the optimization of the model parameters. Baum-Welch algorithm iteratively provides parameter estimates that maximize the actual (Maximum Likelihood Estimation) MLE criterion, i.e. $P(O|\lambda)$; those estimates are based on partial path probabilities computed by forward and backward recurrences and converge at least to a local maximum. Even the maximum likelihood can not yield analytically optimal results. Another straight-forward method is the decision-directed estimation algorithm[100], where suboptimal results are obtained with less computational cost. Besides the above methods the Genetic Algorithm [89] is an alternative method to further improve the training process. Until now the Baum-Welch algorithm is still the dominant method because of its guaranteed convergence. In this method, an auxiliary parameter $\xi$ is introduced, where

$$\xi_t(i, j) = \frac{\lambda_t(i) a_{ij}(O_{t+1}) \beta_{t+1}(j)}{P(O|\lambda)} = \frac{\lambda_t(i) a_{ij}b_j(O_{t+1})\beta_{t+1}(j)}{\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_t(i) a_{ij}b_j(O_{t+1})\beta_{t+1}(j)}$$ (6.26)

Another parameter $\gamma_t(i)$ is added here to describe the probability of being in state $S_i$ at time $t$, given the observation sequence and the model; hence, we can relate $\gamma_t(i)$ to $\xi_t(i, j)$ by summing over $j$, giving

$$\gamma_t(i) = \sum_{j=1}^{N} \xi_t(i, j)$$ (6.27)

When we sum $\gamma_t(i)$ over the time index $t$, we get a quantity which can be interpreted as the expected number of transitions made from state $S_i$. At the same time, summation of $\xi_t(i, j)$ over $t$ can be
interpreted as the expected number of transitions from state \( S_i \) to state \( S_j \). That is
\[
\sum_{i=1}^{T-1} \gamma_i(i) = \text{expected number of transitions from } S_i
\]
(6.28)
\[
\sum_{i=1}^{T-1} \xi_{(i,j)} = \text{expected number of transitions from } S_i \text{ to } S_j
\]
(6.29)

With the above formulas we can give a method for re-estimation of the parameters of an HMM. Hence the estimated \( \pi, A \) and \( B \) are
\[
\pi = \text{expected frequency in state } S_i \text{ at time } (t = 1) = \gamma_i(i)
\]
(6.30)
\[
\bar{a}_{ij} = \frac{\text{expected number of transitions from } S_i \text{ to } S_j}{\text{expected number of transitions from } S_i} = \frac{\sum_{i=1}^{T-1} \lambda_i(i,j)}{\sum_{i=1}^{T-1} \xi_i(i)}
\]
(6.31)
\[
\bar{b}_{j}(k) = \frac{\text{expected number of times in state } j \text{ with symbol } v_k}{\text{expected number of times in state } j}
\]
(6.32)

Based on the above procedure, if we iteratively use \( \bar{\lambda} \) as estimated parameters and repeat the reestimation calculation, we can then improve the probability of \( O \) being observed from the model until the time of iteration is over a specific number or the likelihood calculated in equation 6.25 is over a threshold.

Since the proposed method is non-linear and non-causal, it is difficult to train the model with conventional methods. Here, we will introduce two feasible methods. Simulation results show the sufficiency of the proposed training methods.

**Estimation of proposed method parameter using conventional HMM**

The proposed model has a similar architecture to the conventional HMM. The common cores of the two models are the structure of two layers: observations and hidden states. All of the parameters in both models indicate the relationship of the two layers. The only difference is that the relationship of the hidden states in the conventional HMM is causal, which means the states are derived from upstream or downstream states, while in the proposed method both of them will be considered. Here we will introduce a feasible training method. To train a proposed SAHMM, we establish a HMM with the same number of states and observations. After the training data are inputted into the HMM, it’s easy to obtain the optimal hidden states in the database.

Assuming we have a self-adaptive model with \( N \) states and \( M \) observations, we can set up a HMM with the same number of states and observations. Optimal paths searching is a decoding problem that is well studied for the HMM. In this step the Viterbi algorithm[79] is the most used method.
In this method, to find the single best state sequence, \( Q = q_1, q_2, \ldots, q_T \) for the given observation sequence \( O = O_1, O_2, \ldots, O_T \), we need to define the quantity \( \delta_t(i) \) which is the best score at \( t \) along a single path, considering the observations from the first element to the element \( t \). We can also find that

\[
\delta_{t+1}(j) = \max\{\delta_t(i)a_{ij}\}b_j(O_{t+1}) \quad 1 \leq i \leq N
\]  

(6.33)

For a given database, we can find the unique optimal path for every sequence under supervision. For example, if we have \( K \) data in the database and the length of the sequence is \( T \) with \( M \) observations. In this case, the sequences have constant length. After the decoding, we can find the \( K \) optimal paths for all of the sequences. After enumerating the \( K \) observation sequences and \( K \) hidden states sequences we can obtain the \( C_j \), \( L_{ij} \), \( B = b_j(k) \) and \( D_t(j) \).

The total number of state \( i \) occurring in the data base should be the \( NumberStates_i \), in this case

\[
\sum_{i=1}^{N} NumberStates_i = K \times T
\]  

(6.34)

then \( C_j \) can be obtained

\[
C_j = \frac{NumberStates_i}{\sum_{i=1}^{N} NumberStates_i} = \frac{NumberStates_i}{K \times T}
\]  

(6.35)

The total number of combinations of neighbour state \( i \) and \( j \) occurring in the database should be \( NumberCombination_{ij} \) and can be obtained

\[
L_{ij} = \frac{NumberCombination_{ij}}{\sum_{i=1}^{N} \sum_{j=1}^{N} NumberCombination_{ij}}
\]  

(6.36)

where \( L_{ij} = 0 \) when \( j < i \) or \( j > i + 1 \)

With the same method we can obtain the parameter \( D_t(j) \):

For every time slot in the \( K \) sequences, one more variable \( Num_t(i) \) is defined, which is the number of times the state \( i \) occurring in the time slot \( t \);

\[
D_t(j) = \frac{Num_t(i)}{\sum_{i=1}^{N} Num_t(i)}
\]  

(6.37)

In the same way we can find the \( B = b_j(k) \):

\[
b_j(k) = \frac{Number \text{ of observation } k \text{ occurring when the state is } j}{\text{number of states } j}
\]  

(6.38)

Through this method, we can estimate all of the parameters in the Self-Adaptive HMM with the aid of the conventional HMM.
Iterative training method

Another available training method utilizes the iterative strategy. First, we assign initial values to the parameters in the model. Assuming we have the training set with $K$ sequences and the length of each sequence is $T$, according to the method mentioned in the last section we can obtain the probability of the neighbor combination of the hidden states in every time slot as $L^n_k(ij)$, where $k$ is the index of the sequence in the database and $t$ is the time slot, $n$ is the iteration time, while $i$ and $j$ are the states. We can easily get the probability of the hidden states at time $t$ $P^n_{kt}(i)$:

$$P^n_{kt}(i) = \sum_{j=1}^{N} L^n_k(ij) \quad 1 \leq i \leq N, \quad 1 \leq t \leq T - 1$$

(6.39)

when $t=T$, the $P^n_{kT}(j)$ is:

$$P^n_{kT}(j) = \sum_{i=1}^{N} L^n_k(t-1)(ij) \quad 1 \leq i \leq N$$

(6.40)

After estimating the fuzzy membership of states in every time slot in the database, we can obtain the new parameters in the model, like the method used in the last section. After several iteration, a new set of parameters will be available. Our simulation shows that this method can converge into a stable local maximum. A drawback of this method is that the performance of the model highly depends on the initial values because only a local maximum is reached at the end. Here the decision-directed estimation algorithm is proposed to estimate the initial parameters in the model to improve the performance of the classifier.

Decision Directed Estimation (DDE) method

The decision directed estimation method is a straight-forward way to find the inherent relationship of the states and observations. The details are explained as below:

1) Distribution probability

Since the states distribution $P(t|i)$ ($t$ is the time slot, $i$ is the state) would be exponential $a_i e^{-\frac{(t-b)^2}{2c^2}}$, where $1 \leq t \leq T$ and the $a,b,c$ is the coefficient of the Gaussian function, $b$ refers to the center of the Gaussian distribution, and we assume the center $b$ is equally distributed in the sequence. Then

$$b_i = \frac{T}{(N-1)}(i-1) \quad 1 \leq i \leq N$$

(6.41)

After normalizing the states distribution for every time slot, the probability of state $j$ occurring at time slot $t$ is $D_t(j)$:

$$D_t(j) = \frac{P(t|i)}{\sum_{i=1}^{N} P(t|i)}$$

(6.42)
Since this is just initial estimation, the distribution parameter of each model for every character in this case is the same.

2) The probability of every state \( i \) existing in the model is \( C_i \) that can be derived from \( D_t(i) \):

\[
C_i = \sum_{t=1}^{T} D_t(i) \tag{6.43}
\]

3) The initial estimation of the probability of combination of state \( L_{ij} \) in a model can be obtained:

Here we assume there are equal chances for the \( L_{ij} \) occurring in a model. Since \( L_{ij} = 0 \) when \( j < i \) or \( j \geq i + 1 \), there are 2 possible combinations for every state except when \( i = N \), which means there are total \( 2N-1 \) different combinations. Thereby initially we can assume the \( L_{ij} = \frac{1}{2N-1} \).

4) The observation probability distribution in each of the states, \( B = b_j(k) \) can be calculated as below:

From step 1, we can get the membership of the states in every location in every sequence. For example for the sequence \( w \), in time slot \( t \) the observation is \( k \), then the chance of this time slot belongs to state \( j \) is \( P_{wt}(j) = D_t(j) \). Consequently the observation \( k \) belonging to state \( j \) here is \( P_{wt}(k|j) = D_t(j) \). It's easy to accumulate the expectation value \( E(j) \) of state \( j \) shown in the database as:

\[
E(j) = \sum_{w=1}^{K} \sum_{t=1}^{T} P_{wt}(j) \quad 1 \leq j \leq N \tag{6.44}
\]

And the expectation value of state \( j \) when observation is \( k \):

\[
E(k|j) = \sum_{w=1}^{K} \sum_{t=1}^{T} P_{wt}(k|j) \quad 1 \leq j \leq N \tag{6.45}
\]

Then we can get the observation distribution in state \( j \) as:

\[
O(k|j) = \frac{E(k|j)}{E(j)} \quad 1 \leq j \leq N, \, 1 \leq k \leq K \tag{6.46}
\]

Until now we have obtained the estimate of the initial values of the parameter in the model. Inputting the initial values into the model to continue the training, we will find that better results can be obtained compared to random initial values.
6.3 Implementation of 1-D Self-Adaptive Model in handwritten character recognition

6.3.1 Dataset

This section presents the simulation results obtained by the proposed methods on the MNIST (Modified NIST) database, which is the widely used benchmark of handwritten digits that contains a training set of 60000 images and a test set of 10000 images. These data are considered by majority of researchers in the field. The original black and white (bilevel) images from NIST were fit in a 20x20 pixel box. After conversion in the MNIST the resulting images contain grey levels as a result of the anti-aliasing technique used by the normalization algorithm. Eventually the images were centered in a 28x28 pixel box with gray pixel values.

6.3.2 Feature extraction

The investigation of feature extraction methods has gained considerable attention because a discriminative feature set is considered the most important factor in achieving high recognition performance. The feature used here is just the pixel values in each column of gray images. The Self Organizing Map (SOM) method is utilized here to quantize the feature vectors. First, we have to reduce the size of the image from 28 by 28 to 20 by 20. The 20 column pixel values from the 60000 characters in the MNIST will generate a code book. With SOM we can divide the feature space into a number of subspaces, where the average value of the vectors in the subspace can be regarded as the center of the subspace. Every column in an image can be represented by the discrete symbol of the subspace. Then every character image will be converted into a sequence of 20 elements.

6.3.3 Simulation results

To carry out a comparative study, we here set the same number of observations and states to HMM as to the proposed model. It is easy to train the HMM to obtain its parameters. It should be mentioned that this HMM is left to right single path, and no state skip scheme is allowed, which means \( a_{ij} = 0 \) when \( j \leq i \) and \( i \geq j + 1 \). With the Baum-Welch algorithm, we get the optimal hidden state path in the database. With the method mentioned in the last section, we can obtain the parameters of the proposed model.
Effect of the iteration times in the evaluation phase to the performances of proposed model

In last section we mentioned that the iteration is critical for the estimation of the states’ memberships. Our experiment shows too many iterations yield suboptimal results. The empirical results can be shown in figure 6.5. In the tested model the number of states is 15, the number of observation is 400 and this test is performed on the original MNIST dataset without degradation. It was discovered when the iteration time is 4, the optimal result is obtained. Additional iteration may not yield better performance. A large number of tests based on different models with different number of states and observations were carried out and similar curves were obtained. Such iterative method is widely utilized and proven in training of conventional HMM[97]. How to obtain the optimal iteration time in different applications and how to mathematically prove its validity at the SAHMM is yet to be studied.

![Figure 6.5: Recognition rate with different times of iteration in evaluation stage of the proposed model](image-url)
Test results with the iterative training

In order to examine the validity of the proposed iterative training algorithm, we first use the direct decision method to obtain the initial values and iteratively train the model until the recognition rate stopped increasing. The number of states is 15 and the number of observation is 625. The learning curve can be checked in figure 6.6. One can observe the performance of Self-Adaptive HMM will be stable after some iterations.

![Learning curve for iterative training algorithm](image)

Figure 6.6: Learning curves for iterative training algorithm

Comparison of the performances of proposed model and conventional HMM under degraded environment

In the preceding section we have mentioned that the major goal of the designed model is to try to minimize its vulnerability to noise and other degradations as opposed to conventional HMM. To test the performance of the model in the degraded environment, we arbitrarily replace one or several elements in every sequence with random valid number(s) to imitate the presence of noise. The length of the sequence is 20 in this case. In this experiment we replace up to 3 elements in the feature sequences of the characters to test the performance of the proposed model and reference models.
Table 6.1: Performance of the proposed model when the number of observations is 400

<table>
<thead>
<tr>
<th>Number of noise</th>
<th>Self-Adaptive HMM</th>
<th>HMM</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>92.7%</td>
<td>91.8%</td>
<td>0.9%</td>
</tr>
<tr>
<td>1</td>
<td>68.8%</td>
<td>62.6%</td>
<td>6.2%</td>
</tr>
<tr>
<td>2</td>
<td>54.1%</td>
<td>44.75%</td>
<td>9.35%</td>
</tr>
<tr>
<td>3</td>
<td>44.4%</td>
<td>33.67%</td>
<td>10.73%</td>
</tr>
</tbody>
</table>

Table 6.2: Performance of the proposed model when the number of observations is 625

<table>
<thead>
<tr>
<th>Number of noise</th>
<th>Self-Adaptive HMM</th>
<th>HMM</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>93.82%</td>
<td>93.5%</td>
<td>0.32%</td>
</tr>
<tr>
<td>1</td>
<td>71.6%</td>
<td>67.00%</td>
<td>4.6%</td>
</tr>
<tr>
<td>2</td>
<td>55.33%</td>
<td>50.60%</td>
<td>4.73%</td>
</tr>
<tr>
<td>3</td>
<td>46.77%</td>
<td>38.80%</td>
<td>7.97%</td>
</tr>
</tbody>
</table>

The proposed model is examined for different structural parameters, namely, the number of states per model and number of clusters for quantization. The simulation results on the MNIST with 15 states and a different number of observations are shown in figures 6.7 and 6.8, which are tabulated in tables 6.1 and 6.2:

From simulation results one can notice that for the signals without degradation, the proposed method has similar performance as the conventional HMM. When the number of states is 15 and the number of observations are 400, the recognition rates of the proposed model and conventional HMM are 92.7% and 91.8% respectively; When the number of states is 15 and the number of observations are 625, the recognition rates of the proposed model and conventional HMM are 93.82% and 93.5% respectively.

However, it can be noticed that when the signals are corrupted by noise, the performance of the proposed model drops slower than conventional models when the noise is increased gradually. When the number of changes in the sequence increases to 3, in the case of 400 observations, the recognition rate of the proposed method is 10.73% higher than the conventional one; in the case of 625 observations, the recognition rate of the proposed method is 7.97% higher than the conventional one. It can be considered that the proposed model is more tolerant to the degradations in the signals.
6.1-D SELF-ADAPTIVE HMM AND ITS APPLICATION TO OCR

Figure 6.7: Simulation result with the number of state is 15, number of observation is 400

6.3.4 Computational complexity

Classification speed is also of prime importance. For the conventional HMM with $T$ time slot and $N$ hidden state, in the recognition stage, the general computational burden is approximately $N^2T$. For the proposed method, at the stage of single node states estimation, $N * T$ times multiplications are required. At the stage of coupled nodes states estimation, from equation 6.11 one can notice $2 * N * (T - 1)$ times multiplications, $2 * N * (T - 1)$ divisions are needed; in equations 6.14 6.15, $N^2 * T$ times additions are required. However, since $L_{ij} = 0$ when $j > i + 1$ or $j < i$, actually $N * 2 * T$ times additions are needed. The total computation requirement at the coupled node states are $2 * N * (T - 1)$ times multiplications, $2 * N * (T - 1)$ divisions and $N * 2 * T$ times additions. And the iteration stage is to repeat this process, assuming $r$ times iterations are required, then the total computational cost in this iteration will $r$ times of above computational complexity. The calculation of the probability of the sequence belonging to model $A P(O|A)$ is based on the objective functions.
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6.18, 6.21. Here approximately $3NT$ times multiplications and $2NT$ times divisions are needed. In summary, the total required computation cost will be approximately: $4NT + 2NTr$ multiplication and $2NT + 2NTr$ divisions.

Some variable issues affect the comparative study of the proposed method with conventional HMM in the respect of the speed issue. The iteration time varies in different cases, which affects the computation cost of the proposed method. Therefore for a simple system with small $N$, the conventional method has less computation cost, and when $N$ is larger than some threshold, the proposed method is more efficient. Assuming the multiplication and division require the same computing time and far more than the addition. The total computation for HMM is $2 * N^2 * T$ versus $6NT + 4NTr$ for our proposed SAHMM method.

### 6.4 Conclusion

In this chapter we have presented a new non-causal Self-Adaptive Hidden Markov Model, with two training strategies presented for the proposed model. In the first training method, a conventional HMM with the same architecture as the proposed model is established to estimate the optimal
states for every sequence in the dataset. The statistics of the hidden states and the observations can be calculated to obtain the parameters of the proposed model. In the other training method, a local minimum is obtained through iteration of the estimation of the memberships of the hidden states in every time slot in the dataset. Our simulation results show that with the presence of the 3 degradations in every sequence, as in the example of 400 and 625 observations, the recognition rates of the proposed method are 10.73% and 7.97% higher than the conventional one respectively.

For the conventional HMM, the deduction of the hidden states in a sequence is unidirectional and causal, therefore, any noise existing in the sequence may lead the state estimation in a wrong direction, which may yield wrong classification. The proposed model estimates the initial state memberships in every time slot simultaneously, and optimizes the memberships of states in every time slot with neighbors mutually. Consequently, the whole system is more tolerant to the noise in signals. Since the proposed model utilizes the iteration strategy in the evaluation stage, the computation cost is higher than the conventional method. Our simulation results also show that the performance of the proposed model is slightly higher than the conventional one when handling the noise free signals. Such problems should be solved with the further study of such noncausal systems.
Chapter 7

2-D Self-Adaptive HMM

7.1 Two dimensional Hidden markov Models

Images are two dimensional signals, while the model proposed in the last several chapters are one dimensional, which are suitable to 1-D signal processing. Theoretically, 2-D HMMs should yield better results in 2-D signal processing. There are two causal 2-D Markov chains available: the Markov mesh random field (MMRF) [208] and the Nonsymmetric Half-Plane (NSHP) [209] Markov chain. 2-D HMM usually means the MMRF because of its popularity in this field. The major bottleneck of expanding the 1-D HMM into the two dimensional model is its prohibitive computation cost in the training phase. There have been several attempts to extend the 1-D HMM to 2-D HMM [100] [61]. The first breakthrough was reported in 1998 by Hee-Seon Park [100], where the look-ahead technique was proposed. It is worth noting that the conventional Baum Welch method estimates the hidden states based on all of the elements in a sequence as shown in equation 3.30. The estimation of hidden state \( s_{m,n} \) proposed by Hee-Seon Park is based on the signal from location \([1,1]\) to \([m+1,n+1]\) as illustrated in figure 7.1. Since the information beyond the \([m+1,n+1]\) is not considered in the training stage, the solution is obviously suboptimal, though the computation cost is reduced to a reasonable level. The model is the third-order Markov Mesh Random Field, which means:

\[
P(q_{k,l}|q_{k-1,l}, q_{k-1,l-1}, q_{k-1,l-1}, \ldots, q_{1,1}) = P(q_{k,l}|q_{k-1,l}, q_{k-1,l-1}, q_{k-1,l-1})
\] (7.1)

where \( q_{k,l} \) is the current active state at location \([k,l]\).
Figure 7.1: Demonstration of the look ahead training method

In the recognition phase, an observation $O$ is recognized as model $\lambda$ according to:

$$\lambda = \arg\max_{\lambda} P(O|\lambda)$$

The observation likelihood, $P(O|\lambda)$, is approximated by the joint probability of the observation $O$ and the optimal state sequence, $Q$, which is estimated by a look-ahead technique given the model $\lambda$, i.e.:

$$P(O|\lambda) = P(O,Q|\lambda)$$

The joint probability of the observation $O$ and a state sequence $Q$ given by the class model $\lambda$, $P(O,Q|\lambda)$, is computed by:

$$P(O,Q|\lambda) = P(O|Q,\lambda)P(Q|\lambda) = \prod_{k=1}^{K} \prod_{l=1}^{L} P(q_{k,l}|q_{k-1,l},q_{k,l-1},q_{k-1,l-1})P(O_{k,l}|q_{k,l})$$

Obvisouly, the third order models require high computational cost in the evaluation stage. A simplified version of the above model was proposed in [189]. In this model the state in location $[i,j]$ can only be effected by the states in $[i-1,j]$ and $[i,j-1]$, therefore the active states at diagonal neighborhood $[i-1,j-1]$ will be ignored. Another assumption in this method is that the active states of the two observation blocks in anti-diagonal neighborhood locations, e.g. $[i,j-1], [i-1,j]$ are statistically independent. Therefore:

$$P(q_{k,l}|q_{k-1,l},q_{k,l-1}) = P(q_{k,l}|q_{k-1,l})P(q_{k,l}|q_{k,l-1})$$

Hence, the computation burden will be reduced, while 100% recognition rate in face recognition was reported in [189]. In this case, the probability can be calculated as below:
\[ P(O, Q|\lambda) = P(O|\lambda)P(Q|\lambda) = \prod_{k=1}^{K} \prod_{l=1}^{L} P(q_{k,l}|q_{k-1,l})P(q_{k,l}|q_{k,l-1})P(O_{k,l}|q_{k,l}) \] (7.5)

Some compromising methods are also addressed by scholars, such as Two-Dimensional Psuedo Hidden Markov Model (2-D PHMM)[190][191] and Embedded HMM[192]. A two-dimensional Psuedo Hidden Markov Model consists of a number of superstates, each of them containing a Markov chain. 2-D PHMM is equivalent to a 1-D HMM whose states are lined in one chain according to their internal order within their superstates and the order of the superstates as well. The embedded HMM has a structure that is similar to the 2-D PHMM but the image is scanned in a two-dimensional manner and the 1-D Viterbi algorithm is implemented in two layers. In the first layer the 1-D Viterbi algorithm is used to estimate the probability of each sub-chain of states to generate each row individually. Then, the second layer estimates the overall probability of the main-chain of superstates based on the estimates of the preceding layer.

Similar to the 1-D model, such 2-D models are vulnerable to the influence of the noise mixed with signals. Any wrong estimation of state at present location will heavily effect the following deductions. Here we try to expand the proposed 1-D Self-Adaptive HMM method into a 2-D model and implement it for character recognition applications. Our test is based on the MNIST handwritten numeral dataset. The test results appear to be very promising.

### 7.2 Outline of the proposed 2-D method

For the conventional Markov Mesh Random Field(MMRF)[100] based 2-D classifiers, the images will be divided into different grids and the relationships among the grids will be analyzed to calculate the probability of the signal belonging to different classes(models). The calculations are performed on all of the grids from left up to right down. From figure 7.2, one can find the observation of every zone in a font is completely different from ones extracted from other fonts. The relationships among the neighbor zones also vary with the variations of the font, written style and distortions of the images. Here we propose a new classification strategy, where the relationship between the strokes can be studied and variations of the written style are ignored. In this way the computation cost is reduced greatly in comparison with other 2-D models. Here we propose a new 2-D Self-Adaptive HMM which is implemented for recognition of the database MNIST. The procedure of the proposed 2-D model consists of several steps:

1. Skeleton points extraction.
2. Feature extraction.

3. 2-D Self-Adaptive HMM based classification.

Figure 7.2: Images of character 4 with different fonts

7.3 Skeleton points extraction

As we mentioned in chapter 2, the procedure of OCR can be divided into 2 steps: feature extraction and classification. Most of the feature extractions and classifications for 2-D signal processing are grid-based[193], which means the whole image will be divided into overlapped or non-overlapped grids. Some features[193], such as gradient feature[43], DCT[189] and Gabor features[91], are extracted in every grid to represent the characteristics of the grid. The total information from all of the grids in the images will be inputted to the classifiers such as NN[212], HMM[100]. The major advantage of such methods is the simplicity of feature extraction. However, the variations of the features in every grid for different fonts as depicted in figure 7.2 make it difficult for the conventional HMM methods to track and determine the hidden states in the 2-D signals. Training classifiers with larger scale numbers of training data is a straightforward solution, however, over training always means the generation of fuzzier system with degraded performance. On the other hand it is usually difficult to collect enough training data, especially for real world applications.

For character recognition, the structure of the skeletons of characters contain the invariant information of the images of the characters. Skeleton based character recognition is also one of the
mainstream methods[75]. This method can usually be divided into two steps: Skeletonization and skeleton based classification.

Skeletonization plays an important role in digital image processing and pattern recognition, especially for the analysis and recognition of binary images. It has been widely used in OCR and fingerprint recognition[76]. The process can be viewed as a transformation to transform the width of a binary pattern into just one single pixel. Essentially, such a transformation can be achieved by successively removing points or layers of the outline from a binary pattern until all the lines or curves are of unit width, which is called thinning. The resulting set of lines or curves is called the skeleton of the pattern. As we know, the purpose of skeletonization is to reduce the amount of redundant data embedded in a binary image and to facilitate the extraction of distinctive features from the binary image thereafter. A good skeletonization algorithm should possess the following properties: (1) preserving connectivity of the skeleton, (2) converging to skeleton of unit width, (3) preventing excessive erosion, and (4) possessing insensitivity to boundary noise. Until now, thinning has been the most frequently used method to achieve skeletonization goal. Such an iterative process always requires high computation cost.

In the second stage, the structural methods are usually based on the skeleton of a character. The skeleton is first decomposed into a set of primitives, and then features are extracted for each primitive. The topological relations among the primitives are also useful information. There are, however, no general methods for the decomposition and feature extraction. On the one hand, inadequate primitives and features for a pattern result in a high rejection rate and high substitution rate. On the other hand, redundant primitives and features increase computational burden and make recognition more difficult.

The skeleton based method suffers from low speed, noise sensitivity, loss of continuity, and distortion. Another drawback of the skeletonization method is that some critical information will be easily lost after skeletonization, especially if there are self-touching strokes in the characters shown in figure 7.3. From the figure 7.3, one can find that it is even difficult for a human being to distinguish the 3 and 5 from the skeleton of the self-touching characters. This method is also sensitive to blurs and other noises in the character images shown in figure 7.4. One can notice that the distortion and noise in an image will be exaggerated after skeletonization.

Here we try to combine the conventional feature extraction with a skeleton based method. In this way we will extract neighborhood information around skeleton points as features, instead of the neighborhood information in some fixed grids. Here we propose a novel skeleton extraction method with high speed and comparably low accuracy which is acceptable to this application. The procedure
Figure 7.3: Skeletons of self-touching characters

Figure 7.4: Skeletons of characters with blurs

can be depicted as below:

1. Binarization.
2. Skeleton extraction.
3. Skeleton points determination.

**Binarization**

Most of the skeletonization methods are based on the binary images, therefore it is essential to binarize the image before the skeletonization. Many binarization methods are discussed in chapter
4. The database used in this experiment is MNIST. Our experiment shows that a simple thresholding method is efficient enough in this application. In this method the total number of non-zero pixels in an image is counted as \( \text{Number of Total Pixels} \). We regard a certain number of pixels in an image as foreground, which is \( \frac{\text{Number of Total Pixels}}{\text{Coefficient}} \), where the variable \( \text{Coefficient} \) is constant. It should be mentioned that the accuracy of skeletonization is not critical, because the skeleton points in this application only determine the locations of feature extraction instead of being regarded as feature. In this case we set the \( \text{Coefficient} \) as 7 empirically. From the histogram of the image, we can select the darkest \( \frac{\text{Number of Total Pixels}}{\text{Coefficient}} \) pixels as foreground. Our simulation shows that this method is good enough for the purpose, in spite of its simplicity.

**Skeleton extraction**

Since, in this proposed method, the skeletons do not work independently, speed instead of accuracy is the major concern in this process. We proposed a new method to skeletonize the images as shown below:

Two two-dimensional arrays, \( P \) and \( Q \), are used to store the original binary image and the output (skeleton) respectively. First, a run-length measurement is taken in four directions: left to right, up to down, leftup to rightdown, leftdown to rightup. Here the run-length is the number of continuous black points in the run direction. Skeletons are assumed to be the center of the strokes in a character, therefore the skeleton must be in the center of the run-length segment. Thereafter, only the centers of the run-length segment are kept and saved in array \( Q \). When the run-length is even, two center pixels are remained. In this way we can find the skeletons of the characters, although they are coarse and some redundant pixels are left at this stage. The major advantage of this method is its low computational burden. It should be mentioned that any other finer skeletonization method is applicable here as well.

**Skeleton points determination**

In this method we will not take features from the skeleton pixels themselves, because there is a risk of loss of information in the stage of skeletonization. The skeleton points will be regarded as the critical points and features will be extracted around the critical points based on the grey image pixels. Thereby, it is unnecessary to take features around every skeleton pixels. To reduce the computation cost, we subsample the skeleton pixels to make sure no two skeleton points are immediate neighbors to each other as shown in figure 7.5. The details of the process are explained as below: Select one pixel from the skeleton pixel and eliminate the neighbor skeleton pixels around
it within the window size of 3, and move to the next skeleton pixel that has not been eliminated; repeat the above process until the skeleton pixels are equally distributed in the image. Through the above process, the connectivity of the neighbor skeletons can be found and saved for next step processing as shown in figure 7.5. The connectivity here is based on the corresponding binary image of the character and defined as "If some continuous black pixels can compose a line to connect two neighbor critical points, the two critical points are regarded as connected, otherwise they are regarded as non-connected."

![Figure 7.5: Illustration of skeleton points determination](image)

### 7.3.1 Feature extraction

In this step we will extract the features in the neighborhood around every critical point. The features are extracted from pixels in a rectangle window around every critical point and the features will be quantized for the next step process. To simplify the simulation, only raw data of the pixels are regarded as a feature in this case. The size of the window is a critical issue to the performance of the whole process. Bigger window sizes means bigger coverage and usually yield better results, however, a big sized window also means larger computational burden. For example, if the size of window increase from $a$ to $a \times c$, where $c$ is a real number bigger than 1, the size of the feature space will expand from $256^2$ to $256(a\times c)^2$, which means it will be $256(a\times c)^2 - a^2$ times bigger than the original one. The bigger the feature space means bigger the number of clusters and much more computation cost.

To reduce the computation cost we propose a new feature extraction method. Instead of taking the 2-D features around a skeleton point in a window, we take pixel values in the gray images across the skeleton point in 4 directions. For instance, in a $7 \times 7$ window around pixel $P(x, y)$ as shown in figure 7.1, for the conventional method, all of the pixels in this window will be regarded as a feature vector. In the proposed method, there are only 4 1-D vectors:
Table 7.1: Demonstration of feature extraction

<table>
<thead>
<tr>
<th>P(x-3,y-3)</th>
<th>P(x-3,y-2)</th>
<th>P(x-3,y-1)</th>
<th>P(x-3,y)</th>
<th>P(x-3,y+1)</th>
<th>P(x-3,y+2)</th>
<th>P(x-3,y+3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(x-2,y-3)</td>
<td>P(x-2,y-2)</td>
<td>P(x-2,y-1)</td>
<td>P(x-2,y)</td>
<td>P(x-2,y+1)</td>
<td>P(x-2,y+2)</td>
<td>P(x-2,y+3)</td>
</tr>
<tr>
<td>P(x-1,y-3)</td>
<td>P(x-1,y-2)</td>
<td>P(x-1,y-1)</td>
<td>P(x-1,y)</td>
<td>P(x-1,y+1)</td>
<td>P(x-1,y+2)</td>
<td>P(x-1,y+3)</td>
</tr>
<tr>
<td>P(x,y-3)</td>
<td>P(x,y-2)</td>
<td>P(x,y-1)</td>
<td>P(x,y)</td>
<td>P(x,y+1)</td>
<td>P(x,y+2)</td>
<td>P(x,y+3)</td>
</tr>
<tr>
<td>P(x+1,y-3)</td>
<td>P(x+1,y-2)</td>
<td>P(x+1,y-1)</td>
<td>P(x+1,y)</td>
<td>P(x+1,y+1)</td>
<td>P(x+1,y+2)</td>
<td>P(x+1,y+3)</td>
</tr>
<tr>
<td>P(x+2,y-3)</td>
<td>P(x+2,y-2)</td>
<td>P(x+2,y-1)</td>
<td>P(x+2,y)</td>
<td>P(x+2,y+1)</td>
<td>P(x+2,y+2)</td>
<td>P(x+2,y+3)</td>
</tr>
<tr>
<td>P(x+3,y-3)</td>
<td>P(x+3,y-2)</td>
<td>P(x+3,y-1)</td>
<td>P(x+3,y)</td>
<td>P(x+3,y+1)</td>
<td>P(x+3,y+2)</td>
<td>P(x+3,y+3)</td>
</tr>
</tbody>
</table>

1. \([P(x-3,y), P(x-2,y), P(x-1,y), P(x,y), P(x+1,y), P(x+2,y), P(x+3,y)]\)

2. \([P(x-3,y-3), P(x-2,y-2), P(x-1,y-1), P(x,y), P(x+1,y+1), P(x+2,y+2), P(x+3,y+3)]\)

3. \([P(x,y-3), P(x,y-2), P(x,y-1), P(x,y), P(x,y+1), P(x,y+2), P(x,y+3)]\)

4. \([P(x-3,y+3), P(x-2,y+2), P(x-1,y+1), P(x,y), P(x+1,y-1), P(x+2,y-2), P(x+3,y-3)]\)

After the extraction of the critical points in the database, the 41-D feature vectors around every critical point will be collected to form a codebook. The Kohonen SOM [195] is used to construct the codebook vectors, thereby the feature space can be divided into different clusters. According to the Euclidean distance to the centers of clusters we can quantize the 41-D feature vectors. It should be noted that the SOM is utilized here instead of the K-Mean. The continuity of neighbor center vectors from SOM makes it possible to implement some searching strategy to speed up the quantization stage in the future if necessary, while for the K-Mean, the neighbor center vectors have no such feature.

After obtaining the center vectors from the SOM, we can quantitize the four feature vectors in every location into 1 vector with 4 elements \([V_1V_2V_3V_4]\). The advantage of such a method is the realistic computational burden with robust performance. Assuming that the size of window is \(N\) by \(N\) and the number of clusters is \(M\), for conventional 2-D window based quantization method \(M \times N \times N\) times multiplications and \(M \times N \times N\) times additions are needed. For the proposed feature extraction, only \(4 \times M \times N\) times multiplications and \(4 \times M \times (N - 1)\) times additions are needed. One can tell, when \(N\) is bigger than 4, the proposed feature extraction will be much faster than the conventional 2-D method. Here we consider the length of the sliding window around every skeleton point to be \(5 \times 2 + 1 = 11\). Therefore for every selected skeleton point, four observations (quantized feature vectors) are generated for next step classification.
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7.3.2 Parameters in 2-D Self-Adaptive Model

Here a novel 2-D Self-Adaptive HMM is introduced. The same as the 1-D Self-Adaptive Model, the 2-D model is composed of following elements: \( I \times J \) number of hidden states and \( M \) number of observation symbols in the alphabet. Differentiating from the hidden states in 1-D SAHMM, the states in a 2-D system will be indexed in 2 directions \( i, j \). Some hypotheses about the relationships of the elements are proposed and the model is characterized by the following process, which are slightly different from the 1-D model:

1. States combination probability \( L_{ij}^{(d)} \), where \( d \) is the direction of the link and \( 1 \leq d \leq 8 \); \( ij \) and \( \tilde{ij} \) are the coordinates of the hidden states at the two neighbor locations.

2. Probability of distribution of observations to every state \( B = b_{ij}^{d}(k) \), \( [i, j] \) is the coordinate of the states, \( k \) is the symbol of the observation, the superscript \( d \) is the direction of the four 1-D vector around the point.

3. The distribution probability of states in every location of the 2-D observation sequence \( D_{xy}(ij) \), \( x, y \) is the coordinate of the critical point, while \( i, j \) are the coordinate of the hidden state.

4. Probability of the state \( [i, j] \) occurring in the model is \( C_{i,j} \).

Then the compact notation \( \lambda \) for the proposed model is usually used to combine all of the parameters,

\[
\lambda = (L, B, D, C) \quad (7.6)
\]

The same as in the 1-D system, the 2-D model consists of number of states and number of observation symbols in the alphabet. However, in the 2-D model, the states are not indexed by one number any more, because every node has more than left or right neighbor nodes as in the 1-D system. Therefore the transition from one state to another is more than two direction. Hence, we define the \( L_{ij}^{(d)} \), where \( d \) is the direction of the link. Here we define the direction as a mutual link in 8 directions as shown in figure 7.6.

Assuming the differential vector of the locations of two ends \( E_1, E_2 \) of a link is \([D_i, D_j]\), and the states in the two ends are \( S_{1_i, 1_j}, S_{2_i, 2_j} \), some constraints are defined as below:

\[
L_{ij}^{(d)} = 0 \quad \text{When } D_i > 0 \text{ and } i_2 - i_1 < 0 \quad (7.7)
\]
\[
L_{ij}^{(d)} = 0 \quad \text{When } D_i < 0 \text{ and } i_2 - i_1 > 0 \quad (7.8)
\]
\[
L_{ij}^{(d)} = 0 \quad \text{When } D_j > 0 \text{ and } j_2 - j_1 < 0 \quad (7.9)
\]
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Figure 7.6: 8 directional mutual links

\[ L_{ij-i'}^{(d)} = 0 \text{ when } D_j < 0 \text{ and } j_2 - j_1 > 0 \]  
\hspace{1cm} (7.10)

And a non-skip scheme is utilized here, which means \(-1 < i_2 - i_1 < 1\) and \(-1 < j_2 - j_1 < 1\). So:

\[ L_{ij-i'}^{(d)} = 0 \text{ when } i_2 - i_1 > 1 \text{ or } i_2 - i_1 < -1 \text{ or } j_2 - j_1 > 1 \text{ or } j_2 - j_1 < -1 \]  
\hspace{1cm} (7.11)

The distribution probability in the 2-D model is expanded to two dimensional, which is \(D_{xy}(S_{ij})\).

The distribution of the hidden states are supposed to be a Gaussian distribution and the distribution can be illustrated as in figure 7.7. Therefore, we quantize the distribution probability in this way that the image of a character is divided into \(5 \times 5\) zones. All of the pixels in one zone have identical distribution probability.

The definition of observation distribution probability \(B = b_{ij}^d(k)\) is very similar the one defined in the 1-D model. The major difference is that in this case there are four observations for every hidden state. To simplify the calculation, we assume the four observations are independant to each other. After multiplying the probability of the four observations together, we can easily obtain the general probability of the four observations belonging to the location.

\[ P_t(O_{ij}|S_{ij}) = \prod_{d=1}^{d=4} b_{ij}^d(o_t(d)), \hspace{0.5cm} 1 \leq i \leq I, \hspace{0.5cm} 1 \leq j \leq J, \hspace{0.5cm} 1 \leq O_t \leq M \]  
\hspace{1cm} (7.12)

The probability of state \([i, j]\) occurring in model \(C_{ij}\) is the same as the parameter \(C_t\) in 1-D model, except that the indexes are expanded into two dimensional.
7.3.3 Evaluation stage

The evaluation stage of the 2-D SAHMM is similar to the 1-D SAHMM. There are two major differences between the two systems: To simplify the computation cost, the iteration in 1-D system is cancelled in the proposed 2-D system; and disconnected neighbor critical points are independent to each other. The detail of the process is described as below:

Single node states estimation

The estimation of the hidden states at critical points in an image will start from every single observation. The memberships are decided by two issues: the location of the critical point and the observations at this critical point. The first one can be looked up from the $D_{xy}(S_{ij})$, while the second one depends on observations symbol probabilities distribution $b^{d}_{ij}(k)$. The general probability can be calculated as below:

$$P_t(O_t, S_{ij} | x, y) = P(S_{ij} | x, y)P_t(O_t | S_{ij}, x, y) = D_{xy}(S_{ij}) \prod_{d=1}^{d=4} b^{d}_{ij}(o_d)$$

(7.13)

Here $i, j$ are the coordinate of the hidden state; $x, y$ are the coordinate of the critical point; $o_d$ is the observation in the $d$ direction.
Neighbor nodes states estimation

In this stage we start to consider the influence of neighbor nodes on each other. In the conventional method, the memberships of hidden states in $S_{i,j}$ will be determined by the past neighbor nodes $S_{i-1,j}$, $S_{i,j-1}$, $S_{i-1,j-1}$. There are two drawbacks in such methods. First, the same as in 1-D HMMs, the hidden states are only decided by past states, while the information from 'future' nodes, (in the case of image, they are the nodes at the right or down side of the present node), are ignored. Actually the 'future' information is available as well as the 'past' information, when HMM is utilized as a classifier. Secondly, any past neighbor nodes have to be considered, as shown in figure 7.2, even though there is no inherent relationship between some of the points.

Here we propose a new method, where only the connected neighbor critical points will be considered for the estimation of hidden states. As depicted in figure 7.8, there are 4 direct neighbors a b d e skeleton points around the point c. Only points b d are connected to the point c, therefore, points a e will be ignored when calculating the combined link possibility of point c, since they are not directly connected to c.

![Figure 7.8: Illustration of connected critical points in an image](image)

For a skeleton point $[x, y]$ in a character image we can find $U$ pieces of directly connected points around it, therefore $U$ number of links around it. For a link $u$ connected to point $[x, y]$, the coordinate of another end of the node is $[x', y']$. From the last step, we have calculated the membership of hidden state as $P_t(O_t, S_{ij}|xy)$ and $P_t(O'_t, S_{ij'}|x'y')$: similar to equation 6.11 in 1-D model, a link $u$ can be calculated as:

$$L_{ij,i'j'}^u = \frac{P_t(O_t, S_{ij}|xy)}{c_{ij}} L_{ij,i'j'} \cdot \frac{P_t(O'_t, S_{ij'}|x'y')}{c_{ij'}}$$  (7.14)
Thereby the membership of the hidden states in the two nodes will be:

\[
P_{xy}^{i} S_{ij} = \sum_{i'=1}^{l} \sum_{j'=1}^{J} L_{ij,i',j'}^{i} \tag{7.15}
\]

\[
P_{xy}^{i} S_{ij} = \sum_{i=1}^{l} \sum_{j=1}^{J} L_{ij,i',j'}^{i} \tag{7.16}
\]

Then considering all of the influences from the connected neighbors around a node, one can get:

\[
P_{xy}(S_{ij}) = \prod_{u=1}^{l} P_{xy}^{u}(S_{ij}), \tag{7.17}
\]

With the same method, we can easily find the membership of the hidden states in every critical point in an image.

**Objective functions:**

After the above calculation, we can obtain the estimate of the memberships of states in every nodes.

A normalization method is used in every critical point:

\[
P_{xy}^{i}(S_{ij}) = \frac{P_{xy}(S_{ij})}{\sum_{i=1}^{l} \sum_{j=1}^{J} P_{xy}(S_{ij})} \tag{7.18}
\]

The probability of every node in the sequence generating the corresponding observation can be calculated as below:

\[
P(O) = \sum_{i=1}^{l} \sum_{j=1}^{J} P_{xy}(ij) h_{ij}(O_{xy}) \quad 1 \leq t \leq T \tag{7.19}
\]

where \( n \) is the iteration time.

Assuming there are totally \( K \) critical points and for every point, the probability is \( P_{ij}^{k} \), then the general probability of every point occurring in the 2-D model will be:

\[
P(O|\lambda) = \prod_{t=1}^{K} P^{k}(O) \tag{7.20}
\]

It may happen that some probabilities of nodes are 0, then after multiplication the general result will be 0. In such a case we will generally substitute the 0 with small positive value to avoid a rigid result.

When the model is implemented for the classification application, the self-adaptive model based recognizer aims to determine the model that it is most probable the one that produces the provided test signal. i.e.

\[
\lambda = \arg \max P(\lambda|O) \tag{7.21}
\]
This is a problem of Maximum A Posteriori Probability (MAP), where Bayes rule is utilized to reformulate the recognition problem as:

$$\lambda = \arg\max \frac{P(O|\lambda)P(\lambda)}{P(O)}$$  \hspace{1cm} (7.22)

Since all models are considered equally probable, equation 7.21 can be simplified as:

$$\lambda = \arg\max P(O|\lambda)$$  \hspace{1cm} (7.23)

In the evaluation stage, extracted features for every image are sent to every model in the system to find the $\lambda$ with the maximum $P(O|\lambda)$.

### 7.3.4 Training stage

Here the iterative strategy is utilized to train the model. First, we assign initial values to the parameters $\lambda$ in the model. In this simulation we divided the character image whose size is 20 by 20 into $X = 5$ by $Y = 5$ zones to quantize the states distribution probability $D_{xy}(S_{ij})$; the size of the hidden states is $I = 3$ by $J = 3$; the number of observations is defined as 64.

After estimating the fuzzy membership of states in every critical point in every image of the database, we can obtain the new parameters in the model just as in the method used in last chapter. After several iterations, a new set of parameters will be available. Our simulation shows that this method can converge into stable local maximum. However the performance of the model will depend highly on the initial values because only a local maximum is reached at the end. Here the decision-directed estimation algorithm is proposed to estimate the initial parameters in the model to improve the performance of classifier.

**Decision Directed Estimation (DDE) method**

A decision directed estimation method is a straight-forward way to find the inherent relationship of the states and observations. The details can be depicted as below:

1) Distribution probability

Assuming that the states distribution $P(S_{ij}|xy)$ ($x,y$ is the quantitized coordinate of the critical points, $i,j$ is the state) is an exponential $a_{ij}e^{-\frac{(x-b_1)^2}{c_1^2}+\frac{(y-b_2)^2}{c_2^2}}$, where $1 \leq x \leq X$, $1 \leq y \leq Y$ and the $a,b_1,b_2,c_1,c_2$ is the coefficient of the two dimensional Gaussian function, and $[b1, b2]$ refers to the center of the Gaussian distribution. Initially we suppose the center $[b1, b2]$ is equally distributed in the sequence. Then:

$$b_{1i} = \frac{X}{(I-1)} \ast (i-1) \hspace{0.5cm} 1 \leq i \leq I$$  \hspace{1cm} (7.24)
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\[ b_{2i} = \frac{Y}{(J-1)} \times (j-1) \quad 1 \leq i \leq J \quad (7.25) \]

\[ c_1, c_2, \] are experimentally obtained values and considered to be 2 here. After normalizing the states distribution the probability of state \([i,j]\) occurring at the location \([x,y]\) would be \(D_{xy}(S_{ij})\).

\[ D_{xy}(S_{ij}) = \frac{P(S_{ij}|x,y)}{\sum_{i=1}^{J} \sum_{j=1}^{J} P(S_{ij}|x,y)} \quad (7.26) \]

Since this is just an initial estimate, the distribution parameters of each model for every character in this case is assumed to be the same.

2) The initial estimate of the probability of every state \([i,j]\) existing in the model is \(C_{i,j}\) that can be derived from \(D_{xy}(S_{ij})\).

\[ C_{i,j} = \sum_{x=1}^{X} \sum_{y=1}^{Y} D_{xy}(i,j) \quad (7.27) \]

3) The initial estimation of the probability of the combination of state \(ij\) and \(i'j'\) in a model can be \(L_{ij,i'j'}^{(d)}\):

Here we assume there is an equal chance for every \(L_{ij,i'j'}^{(d)}\) occurring in a model, except in some cases indicated in equations 7.11, where \(L_{ij,i'j'}^{(d)}\) would be be 0.

4) The observation probability distribution in each of the states, \(B = b_{ij}(k)\) can be calculated as below:

From step 1, we can get the membership of states in every cirical point in every character image. For example there are total \(W\) character images in the database, in the image with, at location \([x,y]\) the observation is \(k\), then the chance of it is generated by state \(S_{ij}\) is \(P_{w|x,y}(S_{ij}) = D_{w|x,y}(S_{ij}).\) Consequently, the observation \(k\) belonging to state \(S_{ij}\) here is \(P_{w|[i,j]}(k|S_{ij}) = D_{x,y}(S_{ij}).\) It's easy for us to accumulate the expectation value \(E(S_{ij})\) of state \(S_{ij}\) from the \(W\) images in the database:

\[ E(S_{ij}) = \sum_{w=1}^{W} \sum_{x=1}^{X} \sum_{y=1}^{Y} P_{w|x,y}(S_{ij}) \quad (7.28) \]

And the expectation value of state \([i,j]\) when the observation is \(k\) is:

\[ E(k|S_{ij}) = \sum_{w=1}^{W} \sum_{x=1}^{X} \sum_{y=1}^{Y} P_{w|x,y}(k|S_{ij}) \quad (7.29) \]

Then we can get the observation distribution in state \([i,j]\) as:

\[ O(k|S_{ij}) = \frac{E(k|S_{ij})}{E(S_{ij})} \quad 1 \leq j \leq N, \ 1 \leq k \leq K \quad (7.30) \]
We can easily know that

\[
\sum_{k=1}^{K} O(k|S_{ij}) = 1 \leq j \leq N 1 \leq k \leq K
\]  

(7.31)

Up to now we have finished the estimation of the initial values of the parameter \( \lambda \) in the model. Inputting the initial values into the model to continue the training, we will find the better results can be obtained than from random initial values.

### 7.3.5 Simulation results

We carry out preliminary experiments to estimate the performance of our classifiers. The database used here is the handwritten digits in the MNIST database. The size of the image will be downscaled from 28 by 28 to 20 by 20.

HMM has been implemented for character recognition and the test results in different dataset are shown in table 7.2. From the table, one can notice, because of the variation of database, various performances are obtained. The recognition rates not only depend on the sufficiency of the methods, but are also affected by the database itself, such as the lexicon size, degradation of the signals, size of the database, etc. Therefore it is difficult to compare the performances of different models only based on the recognition rate. Our proposed method's recognition rate is 5.6% higher than the conventional 2-D HMM[100], whose experiment is based on the database of CENPARMI(Center for Pattern Recognition and Machine Intelligence). The MNIST database that we used contains 60,000 handwritten digits in the training set and 10,000 handwritten digits in the test set. CENPARMI is generated by Concordia University of Canada. It consists of 6000 unconstrained numerials, while 4000 of them are used for training and 2000 of them are used for testing. In this way the dataset of the MNIST is almost 10 times larger than CENPARMI. A dataset with larger size usually contains more variation of the degradation, and it is more challenging. One can say that the performance of the proposed method is better than the conventional 2-D HMM[100].

Various pattern recognition technologies were implemented in the character recognition problem[43]. Different classifiers tested on this database MNIST had shown very high recognition. The comparative results of our proposed method and other methods are tabulated in table 7.3. In the table the RR stands for Recognition Rate; CC is Computation Cost and it is number of 1000 Multiply-Accumulate Operations(MAO) for the recognition of a single character starting with a size-normalized image; Memory in the table is measured in 1000 variables for each of the methods.

The computation cost of proposed 2-D SAHMM varies according to the number of the critical points and number of connected neighbor critical points. Our simulation results show there are
Table 7.2: Comparison results of HMM based OCR engine

<table>
<thead>
<tr>
<th>Method</th>
<th>Classifier</th>
<th>Lexicon Size</th>
<th>RR(%)</th>
<th>Test Set</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Bunke95)[196]</td>
<td>HMM</td>
<td>150</td>
<td>98.4</td>
<td>3,000</td>
<td>WORDS(eng)</td>
</tr>
<tr>
<td>(Mohamed96)[197]</td>
<td>HMM-DP</td>
<td>100</td>
<td>89.3</td>
<td>317</td>
<td>City names</td>
</tr>
<tr>
<td>(Knerr98)[198]</td>
<td>HMM-NN</td>
<td>30</td>
<td>92.9</td>
<td>40,000</td>
<td>LA words</td>
</tr>
<tr>
<td>(Guillevic98)[199]</td>
<td>HMM-k-NN</td>
<td>30</td>
<td>86.7</td>
<td>4,500</td>
<td>LA words</td>
</tr>
<tr>
<td>(Yacouli99)[200]</td>
<td>HMM</td>
<td>100</td>
<td>96.3</td>
<td>4,313</td>
<td>City names</td>
</tr>
<tr>
<td>(Yacouli99)[200]</td>
<td>HMM</td>
<td>1,000</td>
<td>88.9</td>
<td>4,313</td>
<td>City names</td>
</tr>
<tr>
<td>(Kim00)[201]</td>
<td>HMM-MLP</td>
<td>32</td>
<td>92.2</td>
<td>2,482</td>
<td>LA words</td>
</tr>
<tr>
<td>(Freitas01)[202]</td>
<td>HMM</td>
<td>39</td>
<td>77</td>
<td>2,387</td>
<td>LA words</td>
</tr>
<tr>
<td>(Oliveira02)[203]</td>
<td>MLP</td>
<td>12</td>
<td>87.2</td>
<td>1,200</td>
<td>Month words</td>
</tr>
<tr>
<td>(Xu02)[204]</td>
<td>HMM-MLP</td>
<td>29</td>
<td>85.3</td>
<td>2,063</td>
<td>Month words</td>
</tr>
<tr>
<td>(Kundu02)[205]</td>
<td>HMM</td>
<td>100</td>
<td>88.2</td>
<td>3,000</td>
<td>Postal words</td>
</tr>
<tr>
<td>(Arika02)[206]</td>
<td>HMM</td>
<td>1,000</td>
<td>90.8</td>
<td>2,000</td>
<td>Words</td>
</tr>
<tr>
<td>(Kapp04)[207]</td>
<td>HMM-MLP</td>
<td>39</td>
<td>81.7</td>
<td>2,387</td>
<td>LA words</td>
</tr>
<tr>
<td>(Koerich04)[210]</td>
<td>HMM</td>
<td>1,000</td>
<td>91</td>
<td>4,674</td>
<td>City names</td>
</tr>
<tr>
<td>(Parker98)[100]</td>
<td>2d HMM</td>
<td>10</td>
<td>90.80</td>
<td>10,000</td>
<td>CENPARMI</td>
</tr>
<tr>
<td>Proposed</td>
<td>2D SAHMM</td>
<td>10</td>
<td>96.4</td>
<td>10000</td>
<td>MNIST</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Classifier</th>
<th>RR(%)</th>
<th>CC(k)</th>
<th>Memory(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear classifier[43]</td>
<td>88</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>nearest neighbor-NN[43]</td>
<td>91.60</td>
<td>24000</td>
<td>24000</td>
</tr>
<tr>
<td>Pairwise linear classifier[43]</td>
<td>92.40</td>
<td>36</td>
<td>35</td>
</tr>
<tr>
<td>K-NN Euclidean[43]</td>
<td>95.00</td>
<td>24000</td>
<td>24000</td>
</tr>
<tr>
<td>2-layer NN, 300 hidden units(20<em>20</em>300*10)[43]</td>
<td>95.3</td>
<td>123</td>
<td>123</td>
</tr>
<tr>
<td>2-layer NN, 1000 hidden units(28<em>28</em>1000*10)[43]</td>
<td>95.50</td>
<td>795</td>
<td>795</td>
</tr>
<tr>
<td>1000RBF + linear classifier[43]</td>
<td>96.40</td>
<td>794</td>
<td>794</td>
</tr>
<tr>
<td>40PCA + quadratic classifier[43]</td>
<td>96.70</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>3-layer NN, 300+100HU[43]</td>
<td>96.95</td>
<td>267</td>
<td>267</td>
</tr>
<tr>
<td>3-layer NN, 500+150HU[43]</td>
<td>97.05</td>
<td>469</td>
<td>469</td>
</tr>
<tr>
<td>K-NN Euclidean, deslant[43]</td>
<td>97.60</td>
<td>24000</td>
<td>24000</td>
</tr>
<tr>
<td>LeNet-1[16*16][43]</td>
<td>98.30</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>Boosted LeNet-4[distortions][43]</td>
<td>99.30</td>
<td>460</td>
<td>24000</td>
</tr>
<tr>
<td>Virtual SVM poly 5 [distortions][43]</td>
<td>99.20</td>
<td>28000</td>
<td>28000</td>
</tr>
<tr>
<td>HMM[212]</td>
<td>94.19</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Combination of HMM and SVM[212]</td>
<td>98.02</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Markov Random Field-based[213]</td>
<td>94.60</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>96.4</td>
<td>45</td>
<td>26</td>
</tr>
</tbody>
</table>
average 16 critical points in a character image and 2.3 connected neighbors to every nodes. At
the stage of single node states estimation, from equation 7.13 one can notice for every critical point
9 × 4 = 36 multiplications are required. At the stage of neighbor nodes states estimation, 2.2 × 2 = 4.4
multiplications are required in equation 7.14, and 9 additions are required for equation 7.15. When
calculating the objective functions, totally 9 + 9 = 18 additions and 9 multiplications are needed.
Considering there are average 16 critical points in every image, the total required additions and
multiplications needed are 16 × (9 + 9 + 18) = 576 and 16 × (36 + 9) = 720. Generally no more than
720 times of multiply-accumulate operations for the recognition of a single character are required,
which are much smaller than any classifiers mentioned in the table 7.3. Quantizations are required
in the discrete model. There are 4 observations for every location, 64 clusters, average 16 critical
points in every image and the length of the vector is 11 elements, therefore 4 × 64 × 16 × 11 = 45056
multiply-accumulate operations (MAO) are needed for quantization. For the discrete model, the
total calculational complexity are 45056 + 720 = 45776 multiply-accumulate operations, which is still
smaller than most of other methods with similar performance. The major machine time consumed
here is the quantization. Since the Self Organizing Map (SOM) [92] method is utilized here to
quantize the feature vectors, the central vectors of the clusters from SOM are continuous. It is
possible to speed up the quantization several times faster with some hierarchial strategies, which is
out of range of this thesis.

A summary of the performance of our proposed classifier and other mainstream classifiers is
shown in table 7.3. The SVM [211] and LeNet-4 [43] are reported to yield the highest performances.
Support vector machines (SVMs) were introduced in [35] as learning machines with capacity control
for regression and binary classification problems. In the case of classification, a SVM constructs an
optimal separating hyperplane in a high-dimensional feature space. The computation of this hyper­
plane relies on the maximization of the margin. Because SVM is a binary classifier, to implement
it in multi-class classification problems, the most common solution is that a SVM based classifier is
built for every pair of classes to separate the classes two by two. LeNet5 takes a raw image of 28
by 28 pixels as input. It is composed of 7 layers: three convolutional layers (C1, C3 and C5), two
subsampling layers (S2 and S4), one fully connected layer (F6) and the output layer. From table 7.3,
the computation cost and memory requirement of the SVM are 622 and 1077 times higher than the
proposed method; and the computation cost and memory requirement of the LeNet-4 are 10 and
923 times higher than the proposed method. Therefore the proposed method is more suitable for
real world applications.

For the proposed 2-D SAHMM, there are four sets of parameters $\lambda = (L, B, D, C)$ in the model.
Table 7.4: Learning curves of proposed 2D SAHMM

<table>
<thead>
<tr>
<th>Iterative time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial values from DDE</td>
<td>76.00%</td>
<td>86.00%</td>
<td>90.00%</td>
<td>94.70%</td>
<td>95.20%</td>
<td>96.00%</td>
<td>95.60%</td>
<td>95.80%</td>
</tr>
<tr>
<td>Random (case 1)</td>
<td>57.10%</td>
<td>59.00%</td>
<td>68.00%</td>
<td>71.20%</td>
<td>77.90%</td>
<td>75.00%</td>
<td>76.40%</td>
<td>73.00%</td>
</tr>
<tr>
<td>Random (case 2)</td>
<td>51.00%</td>
<td>55.30%</td>
<td>59.10%</td>
<td>67.20%</td>
<td>71.20%</td>
<td>74.70%</td>
<td>74.80%</td>
<td>71.20%</td>
</tr>
</tbody>
</table>

In this experiment, we divide the image into 5 by 5; the number of hidden states is 3 x 3; the number of observations is 64. Then there are $5 \times 5 \times 3 \times 3$ parameters in $D_{xy}(S_{ij})$; there are $8 \times 3 \times 3 \times 2$ parameters in $I_{ij}^{(q)}$; $C_{ij}$ contains 3 x 3 data; $O(k|S_{ij})$ has $3 \times 3 \times 4 \times 64$ variables. Since there are a total of 10 classes in the system, the memory requirement of the system are 26820 float numbers. Therefore, the memory requirement of the NN is 8.8 times higher than the proposed method with similar performance. Other classifiers, such as k-NN, SVM, LeNet-4 are reported to require even more memory than the NN mentioned here[43].

Test results with the iterative training

In order to examine the validity of the proposed iterative training algorithm, we firstly use the direct decision method to obtain the initial values and then iteratively train the model until the recognition rate stopped increasing. In this simulation, we divided an image into 5 x 5 zones to quantize the states distribution probability $D_{xy}(S_{ij})$. The size of the hidden states is 3 x 3 and the number of observations is defined as 64. The learning curve can be checked in figure 7.9, where three sets of learning curves are presented in the diagram. One set of initial values in the parameters are derived from the decision directed estimation, and the other two sets of initial values are just random valid values. Though all of the iterative training can converge to a local minimum, the deliberately selected values lead to optimal result. The details of the recognition rates can be found in table 7.4.

7.4 Conclusion

In this chapter we present a new non-causal 2-D Self-Adaptive Hidden Markov Model (2-D SAHMM), which require lower memory and computational burden in comparison with other classifiers with the same recognition rate. Like conventional HMM and proposed 1-D SAHMM, this proposed model is composed of two layers: the hidden states and observations. First, the skeleton of a character
will be extracted from the binarized image. After subsampling, some of the skeleton points will be selected as critical points for next step feature extraction. After feature extraction, the hidden states will be estimated based on the observation around every critical points and their connected neighbor critical points. The final probability of the image belongs to model can be calculated from the proposed objective functions.

Some new methods and concepts are introduced in this model. Most of the other grid based methods extract features from all of the grids in a plane and all of the features will be inputted into the classifiers. In this proposed method, features are only extracted from the neighborhood of the critical points. In this method the influence of the variation of fonts, written styles and degradations from the environment noise can be minimized. At the same time, the computation cost will be reduced. In the conventional 2-D HMMs, the deduction of hidden states are based on the states in the left, up, or left-up immediate neighbors grids and the information from other neighbors are ignored. Obviously the imperfect deduction will yield a degraded performance. As a noncausal system, within the proposed model the connected neighbor points will mutually affect each other. Only the influence from connected neighbor points will be considered, which is a suitable strategy for binary image processing. A new feature extraction method is utilized in the method. In this way,
one 2-D feature matrix will be substituted by 4 1-D feature vectors. Therefore the computational complexity will be dramatically reduced with acceptable performance.

There are several prominent differences between the 2-D system and the 1-D system introduced in the last chapter. Besides the fact that the index of the states are expanded to 2-D, some strategies in the two systems are different. In the 1-D SAHMM system the evaluation will be iterated to make the state propagate along the 1-D path. To reduce the computation cost, iteration is not utilized in the 2-D system anymore and the recognition rate is 96.4%, which is still higher than the 1-D system. In the objective functions, the link probability shown in equation 6.21 is also not considered in the 2-D system to further increase the speed.
Chapter 8

Conclusion and future research

8.1 Conclusions

In this thesis two novel binarization methods are introduced here. A HMM based binarization method is presented in chapter 4. Our test results show the binarized images from the proposed method is much more robust than the ones from other references[107][108][110]. A commercial OCR engine is tested on 42 binarized images from proposed method and other reference binarization strategies. A recognition rate of 77% is obtained using the proposed technique while the closest performance was that of Otsu's which yielded 53% correct rate. It should be mentioned that this binarization method is a local pixel's characteristics based binarization method. HMM functions as a classifier to identify the attribute of every pixel (foreground or background) according to the features of neighborhood around every pixel. For the local pixel's characteristics based binarization method, the major drawback is that the computation cost is extremely high, which hampers its implementation in real world applications. With the aid of look up table and other strategies, this proposed method is fast enough for most of the real world applications without degradation of its performance. The size of the reference set is only 10k bits, which is acceptable to real world applications as well.

Due to its high efficiency, histogram based binarizations are the most preferred methods. However such kind of methods can only work well when the histogram of an image is bimodel, which is untrue for most of the real world images. An edge based binarization method is also proposed in the thesis.
8. CONCLUSION AND FUTURE RESEARCH

In this method after the edges are detected in the process, some pixels around edges are selected from an image to represent the foreground and the background. A recognition rate of 67.3% is obtained using the proposed technique while the closest performance was that of Otsu's which yielded 53% correct rate. The binarization is based on the histogram of selected pixels. One can notice the histogram is usually bimodel, since most of the disturbing background information is ignored after the edge detection. The promising experiment results of the proposed method are demonstrated in chapter 5.

The proposed binarization methods are effective for different types of applications. The HMM based binarization is based on the feature of the neighborhood around every pixel and the training set is selected from the strokes of the characters in different images. Thereby at the recognizing stage, pixels in strokes and stroke-like objects are easily discriminated, even though it may be difficult for other conventional methods. For the edge based method, robust edges and their neighbors are selected to decide the suitable threshold for the whole image or different regions in an image. Less computation complexity is expected in comparison with HMM based method. This method is more suitable for images with simple background, otherwise the edges generated from background will degrade the whole performance. The edge based binarization can be implemented for various applications; while the HMM based method is most suitable for character extraction applications.

For the conventional HMM the deduction of the hidden states in a sequence is unidirectional and causal, therefore, any noise existing in the sequence may lead the state estimation to wrong direction, which may yield wrong classification. Here we propose a new Self-Adaptive HMM. The same as the conventional HMM, every model has two layers: observation and hidden state. The proposed model estimates the initial state membership at every time slot simultaneously, and optimizes the memberships of states in every time slot with neighbors mutually. An iterative asynchronous method is utilized in the evaluation stage and solves the noncausal problem successfully. The application of this new proposed model for off-line optical character recognition is tested in this thesis. Test results indicates a 93.82% recognition rate for a noise free dataset which is close to a conventional HMM performance. However with the presence of severe noise a 9% improvement in recognition performance over conventional HMM is obtained.

To further enhance the performance of the proposed SAHMM in optical pattern recognition, we expand the proposed SAHMM system into two dimensional. Non-causal strategy is still implemented in this method with some new concepts. After skeletonization and subsampling, the sparse skeleton points will be chosen as critical points, around which some features will be extracted. In the new feature extraction method the 2-D feature matrix around every critical point will be substituted by
4 simpler 1-D features to obtain the optimal tradeoff of coverage of feature extraction window and computation cost. The hidden states at every critical points will be estimated from the features there and the location of the critical point, while the connected neighbor hidden states will affect each other mutually. This method is more tolerant to the variation of the images and promising result is reported when it is implemented in MNIST. Our experiment shows 96.4% recognition rate is obtained with smaller memory requirement and lower computational complexity in comparison with other classifiers with similar performance.

8.2 Future work

All of the HMMs mentioned in this thesis are discrete HMM. The continuous HMM is the more general HMM type. The only difference of the two types is that the $b_j(O_t)$ are expressed in different ways, as shown in equation 3.44 and 3.45. The memory requirement of continuous HMM will be slightly higher than the discrete HMM. Since the quantization stage in a discrete HMM will be substituted by the sum of finite number of Gaussian distributions in continuous HMM, the computational burden will be released slightly, if the continuous HMM is implemented here instead of the discrete HMM. Corresponding continuous HMMs and SAHMMs should be set up and tested in identical applications to compare the difference of the two types in term of recognition rate, memory requirement and speed.

According to our experiment, noncausal systems yield more satisfactory results in the degraded environment, which means they are more suitable for real world application. The major problem for noncausal system is that every node has more than one neighbors and there must be some conflicts among the information derived from different neighbors. Here we tried several methods, such as asynchronous method or multiplication of the membership of every hidden states, which have not been mathematically proven yet. Iteration is utilized in the asynchronous method. How to obtain the optimal iteration time at the stage of the evalution of SAHMM is another challenging topic. The 'optimal' number of hidden states $M$ and number of observation $N$ are unsolved problems for the conventional HMM and the proposed SAHMM.

In this thesis we address iterative training method for the proposed SAHMM. Further study will be carried out to prove the rationality of such local maximum search strategies. Genetic Algorithm [89] and other optimization methods will be tried at the training stage of SAHMM. The proposed 1-D and 2-D SAHMMs have obtained promising results in the application of OCR, expanding its application to bioinformatics, machine vision is also the major highlights of future study.
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