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end (-COOH group). The sequence of a protein is unique to that protein, and defines the

structure and function of the protein. The sequence of a protein can be determined by

methods such as Edman degradation4 or Tandem mass spectrometry5 [28]. Often however,

it is read directly from the sequence of the gene using the genetic code. There are more

than thousands types of proteins in our body which are composed of different arrangements

of 20 types of amino acid residues.

Secondary structure refers to highly regular local sub-structures. The secondary struc-

ture consists of two major strcutures: the alpha helix (are often the basis of fibrous poly-

mers) and the beta strand or beta sheets (often has twists that increase the strength and

rigidity of the structure), were suggested in 1951 by Linus Pauling and co-workers [24].

These secondary structures are defined by patterns of hydrogen bonds between the main-

chain peptide groups. Both the alpha helix and the beta-sheet represent a way of saturating

all the hydrogen bond donors and acceptors in the peptide backbone. α helix and β sheet

of secondary structure of proteins are shown in Figure 1.2

Figure 1.2: α helix and β sheet of secondary structure of proteins [3]

Tertiary structure of a protein is when the molecule is further folded and held in a

particular complex shape forming precise and compact structure, unique to that protein.
4Edman degradation, developed by Pehr Edman, is a method of sequencing amino acids in a protein
5Tandem mass spectrometry refers to the application of mass spectrometry to the study of proteins
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The shape is maintained permanently by the intra- molecular bonds:

Hydrogen bond of one hydrogen atom shared by two other atoms

Van der Waals force is the weak force that incurs when two or more atoms are very close

Disulphide bond is a strong covalent bond formed between two adjacent cysteine amino

acids. The bond stabilizes the tertiary shape of a protein

Ionic bond is the electrostatic interaction between oppositely charged ions

Quaternary structure formed by several protein molecules (polypeptide chains), usu-

ally called protein subunits in this context, which function as a single protein complex.

The quaternary structure is stabilized by the same non-covalent interactions and disulphide

bonds as the tertiary structure. Quaternary structure of protein arise when a number of ter-

tiary polypeptides joined together forming a complex or time to time modules, biologically

active molecule.

1.1.2 Protein complex and Functional Modules

Protein complex are groups of proteins that interact with each other at the same time and

place, forming a single multimolecular machine [29]. These are the form of quaternary

structure of proteins. Identified protein complexes include several large transcription factor

complexes, the anaphase-promoting complex, RNA splicing and polyadenylation machin-

ery, protein export and transport complexes etc. Protein complexes of Baker’s yeast is

shown in Figure 1.3.

Functional modules are consisted of proteins that participate in a common elementary

biological process while binding each other at a different time and place (different condi-

tions or phases of the cell cycle, in different cellular compartments etc.) [29]. Example of
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Figure 1.3: Protein complexes of Baker’s yeast [15]

identified functional modules including the CDK/ cyclin module responsible for cell-cycle

progression, the yeast pheromone response pathway, MAP signaling cascades etc. A 3D

structural view of hyperclique pattern of functional modules within a protein complex is

shown in Figure 1.4. It is very important to remember, functional modules contain multiple

protein complexes [5, 10]. On the other hand, protein complexes carry out a specific task,

but functional modules carry out a set of tasks which are carried out by individual protein

complexes [10].

1.1.3 Protein Interaction Networks

Network representation of proteins and their interactions are known as Protein Interaction

Network [29]. In short it is called PIN. In PINs, proteins are represented as nodes or vertices

and interactions are as edges. Maximum PINs are undirected networks with edge weight

or not [13, 29]. In Figure 1.5, an unweighted PIN of baker’s yeast is shown.

Girvan and Newman [12] and Fortunato [9] discuss about the five properties of protein
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Figure 1.4: Hyperclique pattern of functional modules in a protein complex [32]

Figure 1.5: Protein Interaction Network of Baker’s yeast [14]

interaction networks in their papers:

Small world effect which is the name given to the finding that the average distance be-

tween vertices in a network is small.

Power law degree distribution is a distribution where the number of the vertices with low

degree is higher than the number of vertices with high degree.

Network transitivity is a property that two vertices that are both neighbor of same third

vertex have a heightened probability of also being neighbor of one another.
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Community structure is a property where intrales or both.-connectivity of a subset of

vertices of graph G is higher than inter-connectivity between others. It is briefly

discussed in Subsection 1.1.4.

Preferential attachment is a property where a new node u is likely to attach to a high-

degree node v than to a low degree node.

In PINs, all protein complexes and functional modules are strong subgraphs6 [29]. To

identify the protein complexes or functional modules from PINs means strong subgraphs,

authors of the algorithms were used any of five properties. Third and fourth properties are

commonly used to discover protein complexes or functional modules. But unfortunately,

fifth property have not still used by any authors which helps to identify the more significant

strong subgraph having biological significance.

1.1.4 Community

A community is defined as a subgraph (a subset of vertices of graph G) within the graph

G such that connections inside the subgraph are denser than connections with the rest of

the network [26]. Luo et al [21] gave the more formal definition of community. Their

definition is as followed-

Definition 1.1.1. Community U is a subgraph of a graph G in which in-degree of U is

higher than out-degree and the ratio of in-degree and out-degree of U should be higher than

1.

In-degree of a community U is the number of edges connected between the vertices

of community U and out-degree of a community U is the number of edges between other

6A subgraph has high concentration of edges
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communities and U . From the formal definition of community, two properties of the com-

munity are revealed-

Homogeneity: Vertices of a community are highly similar or compact to each other.

Separability: Vertices of different communities have lower similarity or compactness.

Figure 1.6: Community structure of a graph G

On the other hand, inhomogeneity or separability property suggests that the network

has certain natural divisions within it. The communities are often defined in terms of the

partition of the set of vertices, that is each node is put into either only one community just

as in the Figure 1.6 or into multiple communities. Depends on the distribution of the nodes

among the communities, community can be classified into two groups-

Overlapping communities share one or more common nodes among them. In Figure 1.7,

yellow, green and purple colored communities are sharing red colored vertices. These
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communities are the examples of overlapping communities

Non-overlapping communities do not share any node between them. In Figure 1.7, blue

and purple; blue and yellow colored communities do not share a single vertex be-

tween. So, these communities are the example of non-overlapping communities.

Figure 1.7: Overlapping and non-overlapping communities of a graph G [23]

In the Figure 1.7, blue and green colored communities are not connected by any edge.

These communities are known as disjoint communities.

Moreover, Radicchi et al. [26] also classified the communities into two groups accord-

ing their connectivities:

Strong community is a community U in which in-degree7 of all vertices are higher than

out-degree8.
7The number of connected edges between internal vertices of community U .
8The number of connected edges between external vertices to community U .
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Weak community is a community U in which in-degree of some vertices are higher than

out-degree.

In PINs, protein complexes and functional modules are formed by interacting proteins.

PINs organize into densely linked complexes where interactions appear with high con-

centration among the proteins of the complex [33]. It indicates the protein complexes or

functional modules are the communities in PINs in respect to the network and community

definition. Generally, in PINs, the number of interactions are very large than the number of

proteins, like Figure 1.5. It is not easy and simple to identify the protein complexes or func-

tional modules. Some computational methods are required for detecting protein complexes

or functional modules from PINs. Community detection algorithms are very common to

identify the complexes or modules from PINs.

1.1.5 Community Detection Algorithm

Community detection in PINs is a computationally hard task. Conventional clustering al-

gorithms are not well suited for this task [25, 34]. Efficient, accurate, robust, and scalable

methods are therefore required for mining large PINs. There are three approaches of com-

munity detection methods according to their working principles [9]:

Density based technique finds the subgraphs in the network whose density is higher [9].

But this method cannot find the communities or clusters efficiently for scale free

networks9, see Figure 1.8). Moreover all PINs are scale free networks. For this

reason, density based algorithms are not used in clustering of PINs [9].

Graph partition techniques find the bridge edges which connect the communities. By

9A scale-free network is a network whose degree distribution follows a power law, at least asymptotically.
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removing bridge edges, these algorithms discover the communities [8, 16]. These

algorithms are very efficient, but suffered by execution time.

Hierarchical method finds the communities by calculating similarity or compactness be-

tween the nodes [9]. But this method cannot classify the vertices of degree one in

same community with their neighbors which does not make sense biologically [9].

Time complexity is another problem of this method.

Figure 1.8: Scale Free Network G [9]

In this thesis, we put our emphasis on the problems of hierarchical method. We have

designed a new algorithm which is known as FAC-PIN algorithm to solve the problems of

hierarchical method.
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1.2 Objectives

The objectives of the thesis are as follows:

To design a prematric to solve the problem of classifying vertices with one neighbor:

In any hierarchical method, a metric or measure is used to cluster any PIN. But all proposed

metric cannot solve the problem of clustering the vertices having degree one. In this thesis,

we have proposed a new pre-metric10 - Relative vertex-to-vertex clustering value which

solves the problem of clustering vertices of degree one.

To design a hierarchical algorithm to improve the clustering processes for PINs: No

hierarchical method can solve the problem of classifying the vertices of degree one. In this

thesis, we have proposed a new agglomerative approach of hierarchical method to solve the

problem of classifying nodes containing one neighbor by using Relative vertex-to-vertex

clustering value. As well as our proposed algorithm has produced/ discovered more dense

subgraphs in PINs than previous hierarchical algorithms.

To design a faster method for hierarchical approach: In 2011, Wang et al. [30] pro-

posed a faster agglomerative hierarchical method for clustering PINs. The worst case time

complexity of their algorithm is O(d̄2m) where m is the number of interaction and d̄ is the

average degree of any network G. It is the fastest algorithm so far published. On the other

hand, we have proposed an agglomerative algorithm which is known as FAC-PIN algo-

rithm. The worst case time complexity of FAC-PIN algorithm is O(d̄2n). In any protein

interaction network, the number of proteins n is smaller than the number of interactions m.

10A metric satisfies axiom of positivity and axiom of positive definiteness
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1.3 Thesis Organization

We organize our thesis into another four chapters. In Chapter 2, we discusse the previ-

ous works related to the clustering of PINs. We describe our proposed pre-metric Rela-

tive vertex-to-vertex clustering values and new agglomerative algorithm: FAC-PIN in the

Chapter 3. After designing the algorithm, we carry out computation experiments on sev-

eral PINs. We discuss the computation experiments and results in the Chapter 4. Finally

in Chapter 5, we conclude our thesis with the discussion of FAC-PIN algorithms and its

future works.





Chapter 2

Relative Works

In this Chapter, we discuss only the community detection algorithms which are directly

involved in Protein interaction networks. All algorithms are designed on the definitions

of the community structures. For PINs, community detection algorithms are classified

into three groups according to their working principles: Density based methods, Graph

partitioning based approaches and Hierarchical methods. In Section 2.1, we discuss the

algorithms which are designed on the principle of the density of the subgraphs. We discuss

the graph partitioning algorithms in Section 2.2 and hierarchical methods in Section 2.3.

2.1 Density based methods

All density based methods find the dense subgraph by several density measures or metrics

(density functions, edge clustering coefficient, clustering property, network affinity, ran-

dom walk etc.) The authors of the algorithms of this method introduced different density

measure techniques to find the dense subgraphs in PIN. In the current Section, we dis-

cuss the density based algorithms which are only involved in protein interaction network

15
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clustering.

2.1.1 Spirin et al 2003

First Spirin et al. [29] designed an algorithm for finding protein complexes and functional

modules from PINs based on density. In their method, at first it finds all cliques from a

PIN. After finding all possible cliques1, it uses the concept of Markov Cluatering algorithm

(MCL which is discussed in Subsection 2.2.1) and Super Paramagnetic Clustering (SPC)

for predicting dense subgraphs. In this method, MCL is used for identifying highly dense

subgraph and SPC for predicting clusters that have very few connections to the rest of the

network. The time complexity of the algorithm is O(n2k2), where n and k are the number of

vertices and the maximum size of cliques in the graph. It can find clusters of PIN efficiently

by taking more time.

2.1.2 Li et al. 2006

Li et al [20] proposed a new method based on Local clique merging process in 2006. At

first they have identified the local cliques in a PIN by using the density of a subgraph. They

designed the equation of density of a subgraph based on clustering coefficient

cc(Ǵ) =
2× | É |

| V́ | × | V́ −1 |
(2.1)

where Ǵ is a subgraph of a graph G, V́ is subset of vertex set V and É is the subset of

edge set E. After finding all cliques, their algorithm has merged the cliques to forms big-

ger dense subgraph by using Neighborhood affinity and a threshold ω. The neighborhood

1Clique in an undirected graph G = (V , E) is a subset of the vertex set C ⊆ V , such that for every two
vertices in C, there exists an edge connecting the two
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affinity follows following equation-

NA(A,B) =
| A∪B |2

| A | × | B |
(2.2)

Their algorithm is known as Local Clique Merging Algorithm or LCMA. The worst

case time complexity of the algorithm is O(lk2v), where l, k and v are the number of

iterations, the maximum size of local cliques and the average number of proteins in the

local clique. LCMA can detect any size of complex except smaller size. But it suffers a

common problem, that is- it classify the vertices of degree one are in different clusters from

their neighbors.

2.1.3 Altaf et al. 2006

Altaf et al [1] has designed another density based clustering approach which solve one

shortcoming (separating smaller cluster from larger one) of Li et al [20]. To do this, they

have introduced new definition of density which is as follows-

dk =
| É |
| É |max

(2.3)

Where | É | is the number of edges present in a subgraph Ǵ and | É |max is the maxi-

mum possible number of edges in same subgraph Ǵ. Except density, They have also used

Clustering Property which is as follows-

cpnk =
| Enk |

dk× | Nk |
(2.4)

Here, | Enk | is the total number of edges between the node n and each of the nodes of

cluster k; and Nk is the total number of vertices of cluster k. Using Clustering property
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and density of each node with its neighbors forms clusters. This process continues until it

reaches density threshold. The algorithm is known as DPClus. The time complexity of the

algorithm is O(n2). This algorithm cannot solve the second and common shortcoming of

Li et al. [20]. As well as its computational time is very high for larger protein interaction

networks.

2.1.4 Pei et al. 2007

Pei et al [25] has designed a new algorithm based on density of the network. Their algo-

rithm is faster than Altaf et al [1]’s algorithm. They have also solved the first problem of

Li et al [20]. To do this, they have modified the equation of density which is as follows-

den(Ǵ) =
∑vεV́ |Nv∩V́

|V́−1|

| V́ |
(2.5)

where Nv is the neighbour list of vertex v and V́ is the list of the vertices of subgraph Ǵ.

As well as they have introduced a new measure called SIGnificance BOUNDary subgraph

quality, denoted as QSigBound(Ǵ). It calculates the boundary significance of a subgraph

Ǵ with its neighbor subgraphs. In the algorithm, at first a seed edge is selected by using

the definition of center of a graph. In the second step, it selects a seed vertex among the

connected vertices of seed edge. After selecting seed vertex and edge, it calculates the

density and QSigBound(Ǵ) for each vertex and edge to form cluster with seed edge or vertex.

This process continues till the density and QSigBound(Ǵ) of a cluster increase. After that,

the cluster is separated from the network. The algorithm starts again for finding the rest of

the clusters. This algorithm is known as Seed-Refine algorithm. The time complexity of the

algorithm is O(nC̄) where C̄ is the average size of clusters of a PIN. Though this algorithm
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solves the first shortcomings of Li et al’s [20] algorithm, it has three major problems-

• Seed edge has two vertices. There is a possibility to select wrong vertex as seed

vertex which cause improper clustering

• It cannot solve the second problem of Li et al [20].

• It cannot work on PINs which have parallel edges and self loops.

2.1.5 Summary

Here we have shown the summery of the density based methods designed for clustering

protein interaction networks in Table- 2.1. In the Table- 2.1, we have arrayed major contri-

bution, worst case time complexity and major shortcomings of each algorithms of density

based method.

Table 2.1: Summary of previous algorithms based on density based method
Algorithm Major Contribution Worst

case time
complex-
ity

Major problem

Seed Re-
fine [25]

Introduces and uses new definition
of density and QSigBound

O(nC̄) Cannot work on PINs having paral-
lel edges and self loops and cannot
classify vertices of degree one with
their neighbors and time consuming
method

DPClus [1] Uses newly defined density defini-
tion and clustering property to clus-
ter PINs

O(n2) Cannot classify vertices of degree
one with their neighbors and time
consuming method

LCMA [20] Introduces and uses clustering co-
efficient to identify the cliques
and Network affinity to predict the
densed subgraph

O(lk2v) Cannot classify vertices of degree
one with their neighbors

Spirin et al
[29]

Combines the concepts of MCL and
SPC algorithms to find the clusters

O(n2k2) Not time efficient
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2.2 Graph partitioning approaches

In the current Section, we discuss the graph partitioning approaches to predict the commu-

nities in PINs. All partitioning algorithms detect the edges which are acted as the bridge

between communities. By removing bridge edges, the algorithms identify the clusters of

PINs.

2.2.1 Dongen 2000

S. V. Dongen designed an algorithm based on graph partition in his Ph.D. thesis. This

algorithm is known as Markov Cluatering algorithm, in short MCL. MCL algorithm was

designed based on random walk between the nodes of the graph. Random walk is calculated

by exponential normalized adjacency matrix and inflation parameter r. After calculating

random walk, MCL removes the edges with lower random walk values to separate the

clusters from network. This algorithm is commonly used in graph clustering. The worst

case time complexity of the MCL algorithm is O(n2 p) where n and p are the number

of nodes in PINs and passes or random walk respectively. Its efficiency depends on the

selection of inflation parameter r and power parameter e. Wrong selection of r and e makes

the algorithm inefficient.

2.2.2 King et al. 2004

In the year 2004, a cost function based community detection algorithm was designed by

King et al [17] for predicting protein complexes. Their algorithm is known as Restricted

Neighborhood Search Clustering (RNSC) algorithm. This algorithm is devised on basically

Tabu search meta-heuristics. RNSC algorithm searches the space of the partition (bridge
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edges) and assign a cost by using cost function which is not clearly mentioned in their

paper. After that, the algorithm separates the clusters from others by removing low cost

edges. RNSC gives good results for Giot et al [11]’s fruit fly’s protein interaction network.

Except this species, RNSC algorithm finds fewer complexes for all species. Besides, the

result of the algorithm heavily depends on the initial value which is random.

2.2.3 Graph Entropy Algorithm

Recently, Kenley et al [16] has designed a new graph partition algorithm based on graph

entropy. The graph entropy is defined based on the probability distribution of its inner links

and outer links. It is denoted as e(G).

e(G) = ∑vεV e(v) (2.6)

where

e(v) =−pi(v) log2 pi(v)− po(v) log2 po(v) (2.7)

Here po(v) and pi(v) denotes the probability of v having outer link and inter links

respectively. The graph entropy measure the cluster quality effectively. A graph with lower

entropy indicates that the vertices in the cluster have more inner links and less outer links.

The algorithm starts it working by selecting a random seed vertex and its neighbors

as seed cluster. After that, it iteratively adds or delete the vertices on the border of the

cluster to minimize the graph entropy. To produce a final set of cluster, the process of

seed selection and optimal cluster generation is repeatedly performed until no seed vertex

is remaining. This algorithm is known as Graph Entropy algorithm. The time complexity

of the algorithm is O(n2). Though it is time consuming algorithm, it can efficiently find the


