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Abstract

Robots with predefined kinematic structures are successfully applied to accomplish tasks between the robot and the environment. For more sophisticated and future applications, it is necessary to extend the capabilities of robots, and employ them in more complex applications, which generally require accurate and more changeable structural properties during the interaction with the environment. The central focus of this research was to propose a robot with new properties to address the reconfigurability problem, including its feasible solutions using model based control strategies. First, these reconfigurable robots have to combine as many properties of different open kinematic structures as possible and can be used for a variety of applications. The kinematic design parameters, i.e., their Denavit-Hartenberg (D–H) parameters, were modeled to be variable to satisfy any configuration required to meet a specific task. By varying the joint twist angle parameter (a configuration parameter), the presented model is reconfigurable to any desired open kinematic structure, such as Fanuc, ABB and SCARA robots. The joint angle and the offset distance of the D–H parameters are also modeled as variable parameters (a reconfigurable joint). The resulting reconfigurable robot hence encompasses different kinematic structures and has a reconfigurable joint to accommodate any required application in medical technology, space exploration and future manufacturing systems, for example. Second, a methodology was developed to automate model generation for $n$-DOF Global Kinematic Model ($n$-GKM). Then, advanced model based control strategies were employed to increase performance as compared to less structured approaches. An algorithm was developed to select a relevant kinematic structural robot configuration for any predefined geometric task. The main contribution of this research is that it combines a kinematic structural design with control design methods to optimize robot capability and performance. This combination has been established by developing an algorithm to select the optimal kinematic structure and the most applicable control approach to perform a predefined geometric task with high tracking performance.
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<td>Interconnection input to friction error</td>
<td>[N m]</td>
</tr>
<tr>
<td>( U_S )</td>
<td>Input voltage to Servo motor</td>
<td>[V]</td>
</tr>
<tr>
<td>( U_{SA} )</td>
<td>Input voltage to Tacho controller of Amplifier System</td>
<td>[V]</td>
</tr>
<tr>
<td>( I_{SA} )</td>
<td>Input current to Current controller of Amplifier System</td>
<td>[A]</td>
</tr>
<tr>
<td>( h )</td>
<td>Sample time</td>
<td>[s]</td>
</tr>
<tr>
<td>( W_\Delta )</td>
<td>Scaling function for perturbation matrix</td>
<td></td>
</tr>
</tbody>
</table>
$W_P$  Weighing function of tracking error (Performance Spec)

$W_\theta$  Scaling function for velocity set point

$W_\tau$  Scaling function for disturbance torque

$W_{DA}$  Scaling function for Amplifier set point

$W_F$  Scaling of Friction perturbation

$W_J$  Scaling of inertia perturbation

$K$  Controller

$B$  Set of all normed perturbation matrices with $\sigma_{\text{max}}(\Delta) \leq 1$

$M$  Closed-loop interconnection matrix

$M'$  Open-loop interconnection matrix

$\Delta$  Noise-block, built of $\Delta_1$ and $\Delta_P$

$\Delta_1$  Perturbation transfer matrix (structured)

$\Delta_P$  Block structure appended to $\Delta$ for robust performance calculations

$d$  Input signals

$e$  Tracking error

$c$  Controller signal

$w$  Input of perturbation matrix 1 into the interconnection matrix

$z$  Output of the interconnection matrix to the perturbation matrix 1
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Introduction and Preliminaries

1.1. Introduction to Robot Kinematics

A serial-link manipulator comprises a set of bodies called links connected in a chain by joints. Each joint has one degree of freedom, either translational (sliding or prismatic joint) or rotational (revolute joint). To describe the rotational and translational relationships between adjacent links, Denavit and Hartenberg proposed a matrix method of systematically establishing a coordinate frame to each link of an articulated chain. The Denavit-Hartenberg (D–H) representation results a $4 \times 4$ homogeneous transformation matrix representing each link’s coordinate frame at the joint with respect to the previous link’s coordinate frame. To analyze the motion of robot manipulator, coordinate frames are attached to each link starting from frame $F_0$, attached to the base of the manipulator link, all the way to the frame $F_n$, attached to the robot end-effector as shown in Figure 1.1. Every coordinate frame is determined and established on the basis of three rules:

1. The $z_{i-1}$ axis lie along the axis of motion of the $i$th joint.
2. The $x_i$ axis is normal to the $z_{i-1}$ axis.
3. The $y_i$ axis completes the right-handed coordinate system as required.

As the frames have been attached to the links, the following definitions of the link (D–H) parameters are valid:

- Joint angle $\theta_i$ is the angle around $z_{i-1}$ that the common perpendicular makes with vector $x_{i-1}$.
- Link offset $d_i$ is the distance along axis $z_{i-1}$ to the point where the common perpendicular to axis $z_i$ is located.
- Link length $a_i$ is the length of the common perpendicular to axes $z_{i-1}$ and $z_i$.
- Link twist $\alpha_i$ is the angle around $x_i$ that vector $z_i$ makes with vector $z_{i-1}$.
1.2. Introduction to Reconfigurability Theory

Robotics technology has been recently exploited in a variety of areas and various robots have been developed to accomplish sophisticated tasks in different fields and applications such as in space exploration, future manufacturing systems, medical technology, etc. In space, robots are expected to complete different tasks, such as capturing a target, constructing a large structure and autonomously maintaining in-orbit systems. In these missions, one fundamental task with the robot would be the tracking of changing paths, the grasping and the positioning of a target in Cartesian space. To satisfy such varying environments, a robot with changeable configuration (kinematic structure) is necessary to cope with these requirements and tasks. Another field of technology is the new manufacturing environment, which is characterized by frequent and unpredictable market changes. A manufacturing paradigm called Reconfigurable Manufacturing Systems (RMS) was introduced to address the new production challenges [52]. RMS is designed for rapid adjustments of production capacity and functionality in response to new...
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circumstances, by rearrangement or change of its components and machines. Such new systems provide exactly the capacity and functionality that is needed, when it is needed [39]. The rapid changes and adjustments of the RMS structure must happen in a relatively short time ranging between minutes and hours and not days or weeks. These systems’ reconfigurability calls for their components, such as machines and robots to be rapidly and efficiently modifiable to varying demands [48]. Robot manipulators working in extreme or hazardous environments (biological, chemical, nuclear,..., etc.) often need to change their configuration and kinematic structures to meet the demands of specific tasks. It is desirable and cost effective to employ a single versatile robot capable of performing tasks such inspection, contact operations, assembly (insertion or removal parts), and carrying objects (pick and place). Robots with maximum manipulability are well conditioned for dexterous contact tasks [16, 61] and configurations that maximize the robot links and distance from the environment are suitable for payload handling [56]. The optimization of a robot workspace over its link lengths, as the design parameters, is reported in [55, 47], while optimization of kinematic parameters and criteria for fault tolerance are discussed in [50].

In the literature, modular robotic structures are presented as a solution to cope with reconfigurable structure of robots. A modular reconfigurable robot consists of a collection of individual link and joint components that can be arbitrarily assembled into a number of different geometries. Such a system can provide agility to the user to cope with a wide spectrum of tasks through proper selection and reconfiguration of a large inventory of functional components. Several prototyping systems have been demonstrated in various research institutions, [87], [42], [67] and [13]. An automated generation of D–H parameters methodology has developed for the modular manipulators [22]. The authors derived the kinematic and dynamic models of reconfigurable robots using D–H parameters for different sets of joints, links and gripper modules as shown in Figure 1.2. Furthermore, a library of modules is formed from which any module can be called with its associated kinematic and dynamic models. In [58], a modular and reconfigurable robot design is introduced with modular joints and links. The proposed design introduces zero
Figure 1.2. Set of design variables of the 3-DOF configuration modular robots, this set is a commercial product of AMTEC GmbH Company. Source; I.M. Chen, [22].

link offsets to increase the robot’s dexterity and maximize its reachability. A modular and reconfigurable robot (MRR) with multiple working modes was designed [59]. In the proposed MRR design, each joint module can independently work in active modes with position or torque control, or passive modes with friction compensation. With the MRR, the joint module was designed as a hybrid joint in working modes and not in the sense of mechanical motion. A reconfigurable robot was proposed [5] and achieves the reconfigurability by utilizing passive and active joints. In [21], an automated approach was presented to build kinematic and dynamic models for assembled modular components of robots. The developed method is applicable to any robotic configuration with a serial, parallel or hybrid structure. Reconfigurable plug and play robot kinematic and dynamic modeling algorithms are developed [22]. These algorithms are the basis for the control and simulation of reconfigurable modular robots. The reconfigurable robot (RRS) was regarded as a modular system [20]. A task-based configuration optimization based on a generic algorithm was used to solve a predefined set of joint modules for specific kinematic configuration. A modular and reconfigurable robot for industrial
3. ROBOT CONTROL

Figure 1.3. Mechanical set up of a modular and reconfigurable robot (left). The ICT power cube Mechatronical component (right). Source; Strasser, [84].

purposes has been introduced [84]. The PROFACTOR GmbH has presented a modular and reconfigurable robot with power cube (Mechatronical Components) modules depicted in Figure 1.3. These modules were designed to be identical and self-contained with actuation, memory, and mechanical, electrical and embedded programming. A reconfigurable robot has been introduced by [36] that unifies the kinematic structure of industrial robots. In that unification process, eight modules were reconfigured by changing configuration parameters. These parameters represent the trigonometric functions of the robot twist angles.

The main drawbacks of the modular robots proposed in the literature are the high initial investment necessary in modules that remain idle during many activities, and the significant lead time for replacement, attachment and detachment of the components prior to performing a specific task.

1.3. Robot Control

The use of advanced robot control laws may contribute significantly to improve the robot functions and properties. The improvement of the robot design itself can also contribute substantially to the desired increase in performance and capabilities. The combination of the controller with proper sensors can provide some
sense and awareness of the environment, and improve its accuracy and speed as well.

![Figure 1.4. Robotic system with motion control system, inner and outer loop controllers.](image)

The former and current problems in the robotics application fields has affected the research of robot control in a number of fundamental topics: modeling, position control, robust control and motion planning. This has motives research in robot modeling, simulation and control design. Therefore, position and trajectory control is an important research field in robotics control. The position/motion control problem has received a great deal of interest in robotics. Therefore, a survey that covers the important control strategies is given with examples and applications.

**PD and PID Control**

The PD (Proportional-Derivative) and PID (Proportional-Derivative-Integral) controllers are the most applied in industry, which is also true for robotics. Some references propose a high gain PD controller to ensure global stabilization of the robot [68, 69, 71], which is unsuited for practical applications due to excitation of unavoidable higher dynamics and excessive noise amplification. PID controllers are more suitable to eliminate the steady state error of the final position response. These controllers introduce an integration action to the resulting closed loop improving the performance tracking requirements.

**Feedback Linearization Control**

The application of feedback linearization theory to solve robotics control problems has led to the computed torque approach. Feedback linearization control
methods are inner-outer loop control methods: the inner loop must linearize the plant, whereas the outer loop must achieve the desired closed loop requirements. Figure 1.4 shows the control motion structure (inner and outer control loops) of a robot driven by a DC motor. The term Computed Torque Control (CTC) is the application of PD control at the outer loop to a linearized system by the feedback linearization control. In robotics, CTC is used to apply PD controllers at the outer loop independently (every joint controlled separately) [53]. There are two important features of the feedback linearization method that require attention: model error and the outer loop controller design. Feedback linearization is based on the exact model of the system. Therefore, the controller may be sensitive to modeling errors such as parameter errors and unmodeled dynamics. Parameter uncertainty is commonly addressed by either robust control methods or by the derivation of adaptive controllers [66, 77]. In particular, when a restricted amount of parameters must be estimated (in case of an unknown load), adaptive controllers can be a suitable approach. The feedback linearization control actively linearized the plant, such that the resulting system can be considered as a linear system. Therefore, it is possible to apply one of many linear control methods to close the loop and achieve the required performance. As a result, a large number of controllers for the outer loop control are proposed: the standard PD loop of CTC, linear optimal control [83, 78], sliding mode control, and $H_\infty/\mu$ robust optimal controllers.

Lyapunov Based Control

An important tool for control of rigid body systems is Lyapunov stability theory, which based on the strict dissipation of a suitable energy function [76]. Although this theory is not constructive to design a controller, a simple structure of the equations of motion with some relevant assumptions allow a derivation of stabilizing controllers. These assumptions may include bounded disturbances and bounded parameter variations. The passivity based control approach attempts to reshape the robot energy function, rather than imposing a completely different behavior as with the CTC approach [14, 19]. Experiments have shown and indicated the
passivity controllers are more robust than CTC. Another result of Lyapunov stability theory is the sliding mode control (SMC), which is considered to be a robust control approach.

**Robust Control**

To ensure a suitable behavior of the closed loop robot, even in the presence of modeling errors and disturbances, it is desired to design controllers that are robust with respect to these errors and disturbances. Modeling errors are generally separated into parameter errors and unmodeled dynamics, which may have different affect on the closed loop system. The standard control framework, adopted in many textbooks on modern control [23, 60, 88], is shown in Figure 1.5. A controller $K(s)$ is provided with measurement signals $y$ and has to stabilize a plant $P(s)$ with input signals $u$ such that the cost variables $z$ are minimal in some sense, despite the disturbance signals $w$ and the parametric and dynamic uncertainties represented in $\Delta(s)$. The plant $P(s)$ is often called the generalized plant or standard plant since it usually does not only consist of the plant to be controlled, but can also contain weightings, e.g., parametric and dynamic uncertainty weighting, input signal thresholds, and the robot dynamic model to be simulated. Also the other entities can be viewed in a generalized way, e.g., reference signals can be incorporated as disturbances $w$ and additional feedback paths can be taken in case of a robust control problem to describe a set of systems, i.e., uncertainty. A survey can be found covering a number of robust robot position controller design methods: passivity control, sliding mode control and linear robust control by factorization approach in [82]. The most popular robust control design method in robotics literature is the sliding mode control (SMC), also known as Variable Structure Switching (VSS) control. Sliding mode control is commonly used to address parameter uncertainty and bounded disturbances [76, 86]. As mentioned, SMC is based on upon Lyapunov stability theory, and basically tries to determine the nominal feedback control law and a corrective control action that steers the controlled system to the desired behavior, defined as the ‘sliding surface’.
Apart from the application of linear outer loop control applied to the feedback linearized robot, there have been some attempts made to apply optimal control directly to the rigid body dynamics. The main problem with these approaches is the amount of assumptions and choices that have to be made to allow for a solution. For example in [30], an optimal quadratic control is considered with a special choice optimization criterion, which results in a nonlinear PID controller. Another example in [44], where an $H_\infty$-optimal control problem is considered, results in a nonlinear static state feedback PD controller. Following these methods to construct a nonlinear controller does not allow the versatility required for a controller design method needed to solve real-world problems.

The reason is that currently the nonlinear control theory cannot provide a general robust controller design methodology, due to high complexity of both the robot model and the involved design specifications. General cases addressed with optimal control infrequently allow a closed solution, and one has to resort to computationally intensive numerical methods. In the case of special properties of the uncertainty, e.g., signal roundedness, there do exist applicable controller design methods, e.g., sliding mode control. These control methods have restricted applicabilities as they cannot exploit structural knowledge of the uncertainty. Linear control theory does have that capability e.g. $H_\infty/\mu$ controller design methods have limited means of specifying the desired properties of the closed loop system. Linear control theory also has its limits, but offers a larger variety of specifications.
1.4. Problem Statement

Current robot structures have physical limitations with respect to their configurations and capabilities. They are preconfigured to do specific tasks. For example: a robot structure with 5-DOF (3R-2T) would have three revolute (rotational motion) and two prismatic (translational motion) joints with fixed coordinate frames that cannot be automatically changed to any other configuration. The structure of most robots can be changed only by physically replacing their joints or links (modules). These limitations are reflected on the robot’s path, workspace, inertia, torque, power concept, etc., making them unsuitable for future RMS.

1.4.1. General Problem Statement
The aforementioned leads to the following problem statement for this research: Propose a robot with new properties to address the reconfigurability problem, including its feasible solutions using model based control strategies.

1.4.2. Research Approach
Structural robot design and control methods are combined to solve the reconfigurability problem. A rotational/translational reconfigurable joint is investigated to add new properties necessary to extend the robot capabilities in performing more sophisticated tasks. The D–H parameters of a reconfigurable robot will be regarded as variable to describe all possible kinematic configurations. A Global Kinematic Model (GKM) is developed based on specific reconfigurable parameters to automate generation models for any robot configuration. Then, an automatic generation of dynamic equations using the Global Dynamic Model (GDM) is constructed to auto-generate the equations of motion of any specified configuration. The recursive Newton-Euler algorithm is employed to generate the dynamic elements: the inertia matrix, Coriolis torque matrix, centrifugal torque matrix, and the gravity torque vector. The parameters of a reconfigurable robot are often unknown, nonlinear or uncertain. Moreover, most of these parameters are time varying, position and orientation (pose) dependent. Consequently, the following control strategies were explored and analyzed thoroughly:
• Nonlinear PD-Gravity control.
• Optimal robust control such as $H_{\infty}/\mu$ controllers.
• Gain Scheduling control.
• Sliding Mode Control (SMC).
• Adaptive control.

Based on the dynamic parameter types, a reconfigurable control algorithm is developed, which leads to optimize the control method selection for a specific kinematic structure.
CHAPTER 2

Development of a Reconfigurable Robot Kinematics

A development of the general \( n \)-DOF Global Kinematic Model (\( n \)-GKM) is necessary for supporting any open kinematic robotic arm, and possible redundant kinematic structures that are intended to support more than 6-DOF. The \( n \)-GKM model is generated by the D–H parameters, given in Table 2.1 and as proposed by Djuric, Al Saidi, and ElMaraghy [37]. All D–H parameters presented in the Table 2.1 are not fixed values; they are modeled as variables to satisfy the properties of all possible open kinematic structures of a robotic arm. The twist angle variable \( \alpha_i \) is limited to five different values, \((0^0, \pm 90^0, \pm 180^0)\), to maintain perpendicularity between joints’ coordinate frames. Consequently, each joint has six different positive directions of rotations and/or translations.

<table>
<thead>
<tr>
<th>( i )</th>
<th>( d_i )</th>
<th>( \theta_i )</th>
<th>( a_i )</th>
<th>( \alpha_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( R_1 d_{DH1} + T_1 d_1 )</td>
<td>( R_1 \theta_1 + T_1 \theta_{DH1} )</td>
<td>( a_1 )</td>
<td>( 0^0, \pm 180^0, \pm 90^0 )</td>
</tr>
<tr>
<td>2</td>
<td>( R_2 d_{DH2} + T_2 d_2 )</td>
<td>( R_2 \theta_2 + T_2 \theta_{DH2} )</td>
<td>( a_2 )</td>
<td>( 0^0, \pm 180^0, \pm 90^0 )</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>3</td>
<td>( R_n d_{DHn} + T_n d_n )</td>
<td>( R_n \theta_n + T_n \theta_{DHn} )</td>
<td>( a_n )</td>
<td>( 0^0, \pm 180^0, \pm 90^0 )</td>
</tr>
</tbody>
</table>

The subscript \( DHn \) implies that the \( d_i \) or \( \theta_i \) parameter is constant.

2.1. Modeling of a Reconfigurable Joint

The reconfigurable joint is a hybrid joint that can be configured to be a revolute or a prismatic type of motion, according to the required task. For the \( n \)-GKM model, a given joint’s vector \( z_{i-1} \) can be placed in the positive or negative directions of the \( x, y, \) and \( z \) axis in the Cartesian coordinate frame. This is expressed in Equations (1)-(2):
Rotational Joints: \( R_i = 1 \) and \( T_i = 0 \) \hspace{1cm} (1)

Translational Joints: \( R_i = 0 \) and \( T_i = 1 \) \hspace{1cm} (2)

The variables \( R_i \) and \( T_i \) are used to control the selection of joint type (rotational and/or translational). The orthogonality between the joint’s coordinate frames is achieved by assigning appropriate values to the twist angles \( \alpha_i \). Their trigonometric function are defined as the joint’s reconfigurable parameters \((K_{Si} & K_{Ci})\) and expressed in Equations (3)-(4):

\[
K_{si} = \sin(\alpha_i) \hspace{1cm} (3)
\]

\[
K_{ci} = \cos(\alpha_i) \hspace{1cm} (4)
\]

To construct a reconfigurable joint, all six different positive directions of rotations or translations must be included. The procedure will start from the first coordinate frame by defining the orientation of the vector, \( Z_0 \). Because there are six combinations of vector \( Z_0 \), the process starts from the first one, named \( Z_1^1 \). The selection of vector \( Z_1^1 \) can be combined with four more orientations of vectors \( X_0 \) and \( Y_0 \). They are: \( X_0^{11}, Y_0^{11}, X_0^{12}, Y_0^{12}, X_0^{13}, Y_0^{13}, X_0^{14}, Y_0^{14} \). The second combination of \( Z_0^2 \) and its \( X_0 \) and \( Y_0 \) includes the new vector \( Z_0^2 \) and the four combinations: \( X_0^{21}, Y_0^{21}, X_0^{22}, Y_0^{22}, X_0^{23}, Y_0^{23}, X_0^{24}, Y_0^{24} \). Similarly, all other possible combinations of different \( Z_0^i \) and the \( X_0 \) and \( Y_0 \) vectors. This will produce a reconfigurable joint having 24 different possible coordinate frames. Thus, a reconfigurable joint model includes 6R and 6T different types of motion, which is the maximum number of motions that can be produced in 3D space. The following five definitions are developed for proper use of the model.

**Definition 2.1.** The degree of the joints reconfigurability, \( R_j \) can be between 2 and 12. This parameter defines the level of the joints reconfigurable capabilities, Equation (5).

\[ 2 \leq R_j \leq 12 \] (5)
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**Definition 2.2.** Similarly, the links reconfigurable parameter, $R_L$, which is simply the changeable link length, and can be any real number.

$$R_L \in \mathbb{R}$$  \hspace{1cm} (6)

**Definition 2.3.** For any joint to be reconfigurable, the following condition must be satisfied: the number of different motions should be a minimum of two, Equation (7).

$$\min(R_j) = 2$$  \hspace{1cm} (7)

From those three definitions a clear description of the reconfigurable robot is achieved.

**Definition 2.4.** The robot is reconfigurable if and only if it has a minimum of one reconfigurable joint or link.

**Definition 2.5.** The $n$-DOF Global Kinematic Model ($n$-GKM) is a reconfigurable model because it has all reconfigurable joints and links. Its joints satisfy the maximum number of reconfigurations ($R_j = 12$)

The $n$-GKM model starts from the base frame, which represents the coordinate frame $(x_0, y_0, z_0)$ of the first joint, and has six possible frames for the second joint, presented with coordinate frame $(x_1, y_1, z_1)$. From the second joint coordinate frame $(x_1, y_1, z_1)$, there are again six different combinations for joint three’s coordinate frame $(x_2, y_2, z_2)$, and so on, up to the flange frame $(x_n, y_n, z_n)$. 
2.2. Modeling of Reconfigurable Open Kinematic Robots

The reconfigurability of a robotic arm is modeled based on the variable D–H parameters and especially, the variable twist angle between adjacent links. Defining the varying twist angle as the configuration parameter allows the model to achieve any kinematic structure by configuring the parameter accordingly. Figure 2.1 shows diverse industrial robots such as ABB and Stanford achieved as special

\[\text{D-H Parameters of the ABB Robot}\]

<table>
<thead>
<tr>
<th>i</th>
<th>(d_i)</th>
<th>(\alpha_i)</th>
<th>(a_i)</th>
<th>(a_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(d_1)</td>
<td>(\alpha_1 = 0^\circ)</td>
<td>(a_1)</td>
<td>(a_1)</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>(\alpha_2 = 90^\circ)</td>
<td>(a_2)</td>
<td>0°</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>(\alpha_3 = 90^\circ)</td>
<td>(a_3)</td>
<td>0°</td>
</tr>
<tr>
<td>4</td>
<td>(d_4)</td>
<td>(\alpha_4 = 0^\circ)</td>
<td>(a_4)</td>
<td>(a_4)</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>(\alpha_5 = 0^\circ)</td>
<td>(a_5)</td>
<td>(a_5)</td>
</tr>
<tr>
<td>6</td>
<td>(d_6)</td>
<td>(\alpha_6 = 90^\circ)</td>
<td>(a_6)</td>
<td>(a_6)</td>
</tr>
</tbody>
</table>

\[\text{D-H Parameters of Stanford Robot}\]

<table>
<thead>
<tr>
<th>i</th>
<th>(d_i)</th>
<th>(\alpha_i)</th>
<th>(a_i)</th>
<th>(a_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(d_1)</td>
<td>(\alpha_1 = 90^\circ)</td>
<td>0</td>
<td>(-90^\circ)</td>
</tr>
<tr>
<td>2</td>
<td>(d_2)</td>
<td>(\alpha_2 = 90^\circ)</td>
<td>0</td>
<td>(90^\circ)</td>
</tr>
<tr>
<td>3</td>
<td>(d_3)</td>
<td>(\alpha_3 = 90^\circ)</td>
<td>0</td>
<td>0°</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>(\alpha_4 = 0^\circ)</td>
<td>0</td>
<td>(-90^\circ)</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>(\alpha_5 = 0^\circ)</td>
<td>0</td>
<td>(90^\circ)</td>
</tr>
<tr>
<td>6</td>
<td>(d_6)</td>
<td>(\alpha_6 = 0^\circ)</td>
<td>0</td>
<td>0°</td>
</tr>
</tbody>
</table>

\[\text{Figure 2.1.} \text{ Kinematic structures of the ABB and Stanford robots, D–H parameters are from sources; Dawson, [57] and Spong, [80].}\]
cases by changes to the configuration parameter. The kinematics of the \( n \)-GKM model can be calculated using the multiplication of the all homogeneous matrices from the base to the flange frame. The homogeneous transformation matrix of the \( n \)-DOF Global Kinematic Model (GKM) is given by the following equation:

\[
\begin{bmatrix}
    \cos(\phi_i) & -K_{ci}\sin(\phi_i) & K_{si}\sin(\phi_i) & a_i\cos(\phi_i) \\
    \sin(\phi_i) & K_{ci}(\phi_i) & -K_{si}\cos(\phi_i) & a_i\sin(\phi_i) \\
    0 & K_{si} & K_{ci} & \phi_i \\
    0 & 0 & 0 & 1
\end{bmatrix}
\]  

(8)

where \( \phi_i = R_i\theta_i + T_i\theta_{DHi} \). Using this transformation matrix, models of different open kinematic structures can be automatically generated which characterizes the new reconfigurable robot.

### 2.2.1. Spherical Wrist

The spherical wrist, shown in Figure 2.2, is a three joint wrist mechanism for which the joints axes \( z_3, z_4 \) and \( z_5 \) intersect at the center \( c \). The D–H parameters of the mechanism are shown in Table 2.2. A spherical wrist satisfies Piper’s condition [45] when \( a_4 = 0, a_5 = 0 \) and \( d_5 = 0 \). The end effector coordinate frame is: \( n \) is the normal vector, \( s \) is the sliding vector and \( a \) is the approach vector.
Table 2.2. D–H of a spherical wrist, source; Spong, [80].

<table>
<thead>
<tr>
<th>Link</th>
<th>$\theta_i$</th>
<th>$d_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$\theta_4$</td>
<td>0</td>
<td>0</td>
<td>$-90^o$</td>
</tr>
<tr>
<td>5</td>
<td>$\theta_5$</td>
<td>0</td>
<td>0</td>
<td>$90^o$</td>
</tr>
<tr>
<td>6</td>
<td>$\theta_6$</td>
<td>$d_6$</td>
<td>0</td>
<td>$0^o$</td>
</tr>
</tbody>
</table>

2.2.2. Assumption

Assuming a spherical wrist is attached to the end effectors, the kinematic structures of the common industrial robots are determined by only the first three joints and links. This assumption also defines the external and internal workspace boundaries. A spherical wrist that satisfies Piper’s condition only serves to orient the end-effector within the workspace. A hybrid joint (revolute/prismatic) motion and its selection parameters are mathematically expressed in the following Equation:

$$ q_i = R_i \theta_i + T_i d_i $$

For a reconfigurable three links and joints (3-DOF), the resulting possible kinematic structure combinations are $2^3 = 8$: Articulated (RRR), Cylindrical (RTR), Spherical (RRT), SCARA (RRT), Cartesian (TTT), TRR, TTR, RTT and TRT. These kinematic structures are shown in Figure 2.3.

2.3. Reconfigurable Jacobian Matrix

The Jacobian matrix $J \in \mathbb{R}^{n \times m}$ is a linear transformation that maps an $n$-dimensional velocity vector $\dot{q}_i$ into an $m$-dimensional velocity vector $\dot{V}_i$:

$$ \dot{V}_i = \begin{bmatrix} v \\ w \end{bmatrix} = J(q) \dot{q}_i $$

where the vector $[v^T, w^T]$ are the end effector velocities and $\dot{q}_i$ is the joint velocities. For robot manipulators, the Jacobian is defined as the coefficient matrix of any set of equations that relate the velocity state of the tool coordinate described in the Cartesian space to the actuated joint rates of the joint velocity space. It is necessary that $J(q)$ have six linearly independent columns for the end effector to
Figure 2.3. All possible configuration models of a reconfigurable hybrid joint.

be able to achieve any arbitrary velocity. Thus, when the rank $J(q) = 6$, the end effector can execute any arbitrary velocity. Actually, the rank of the manipulator Jacobian matrix will depend on the configuration $q$. Configurations for which
the rank \( J(q) \) is less than its maximum value are called *singular configuration*. Identifying manipulator singularities is important for several reasons:

- Singularities represent configurations from which certain directions of motion may not be achievable.
- Singularities correspond to points of maximum reach on the boundary of the manipulator workspace.
- At singularities, bounded end effector velocities may correspond to unbounded joint velocities.

### 2.3.1. Decoupling of Singularities

In general, it is difficult to solve the nonlinear equation \( \det J(q) = 0 \). Therefore, decoupling the singularities and division of singular configurations into arm and wrist singularities are considered \([80]\). The first step is to determine the singularities resulting from motion of the arm, and the second is to determine the wrist singularities resulting from motion of spherical wrist. For a manipulator of \( n = 6 \) consisting of a 3-DOF arm and 3-DOF spherical wrist the Jacobian is a \( 6 \times 6 \) matrix and a configuration \( q \) is singular if and only if:

\[
\det(J(q)) = 0 \tag{11}
\]

where the Jacobian \( J(q) \) is partitioned into \( 3 \times 3 \) blocks as:

\[
J(q) = [J_P \quad J_O] = \begin{bmatrix}
J_{11} & J_{12} \\
J_{21} & J_{22}
\end{bmatrix} \tag{12}
\]

Since the final three joints are always revolute and intersect at a common point \( c \), Figure 2.2, then \( J_O \) becomes:

\[
J_O = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\tag{13}
\]

In this case the Jacobian matrix has the block triangle form:
\[ J(q) = \begin{bmatrix} J_{11} & 0 \\ J_{21} & J_{22} \end{bmatrix} \]  

with determinant:

\[ \det J(q) = \det J_{11} \det J_{22} \]  

As a result, the set of singular configurations of the manipulator is the union of the set of arm configurations satisfying \( \det J_{11} = 0 \) and the set of wrist configurations satisfying \( \det J_{22} = 0 \).

### 2.4. Manipulability and Singularity

The workspace of a reconfigurable manipulator defines a variable volume depending on the variable D–H parameters of joint twist angle, link offset and link length. A variable workspace of a 3-DOF reconfigurable manipulator with an RRR configuration is shown in Figure 2.4. The variable workspace is calculated with twist angle change values of \( \frac{\pi}{16}, \frac{\pi}{8}, \frac{\pi}{4}, \) and \( \frac{\pi}{2} \). The resulting workspace is a union set of spherical and elliptical volumes around the first manipulator joint. In a similar fashion, Figure 2.5 shows a variable workspace of a reconfigurable RRT configuration with different third link lengths of 0.15, 0.3 and 0.45 m. The workspace layers are spherical with increasing volume radially from the center of the first joint. To compute the results, the Matlab Robotic Toolbox was used [34].

#### 2.4.1. Manipulability

A manipulability index was introduced by Yoshikawa [89] to measure the distance to singular configurations. The approach is based on evaluating the manipulability ellipsoid that is spanned by the singular values of a manipulator Jacobian. The manipulability index is given as:

\[ \mu = \sqrt{\det(J(\theta)J^T(\theta))} = \sigma_1 \sigma_2 ... \sigma_m \]  

Manipulability can be used to determine the manipulator singularity and optimal configurations in which to perform certain tasks. In some cases, it is desirable to
Figure 2.4. Workspace of RRR Configuration with four different twist angle values $\pi/16$, $\pi/8$, $\pi/4$, and $\pi/2$.

perform a task in a configuration for which the end effector has maximum manipulability. For the ABB manipulator robot with RRR kinematic structure and D–H parameters given in Table 2.3, the Jacobian matrix is calculated in Equation (17), where $S_{23} = \sin(\theta_2 + \theta_3)$. Then, the manipulability index is calculated and given in Equation (18).

Table 2.3. D–H parameters of the ABB manipulator robot, source; Spong, [80].

<table>
<thead>
<tr>
<th>Link</th>
<th>$\theta_i$</th>
<th>$d_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\theta_1$</td>
<td>$d_1$</td>
<td>0</td>
<td>$\pi/2$</td>
</tr>
<tr>
<td>2</td>
<td>$\theta_2$</td>
<td>0</td>
<td>$a_2$</td>
<td>$0^0$</td>
</tr>
<tr>
<td>3</td>
<td>$\theta_3$</td>
<td>0</td>
<td>$a_3$</td>
<td>$0^0$</td>
</tr>
</tbody>
</table>
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Figure 2.5. Workspace of RRT Configuration with different link lengths 0.15, 0.3 and 0.45 m.

\[ J(\theta) = \begin{bmatrix} -a_2S_1C_2 - a_3S_1C_{23} & -a_2S_2C_1 - a_3S_{23}C_1 & a_3C_1S_{23} \\ a_2C_1C_2 + a_3C_1C_{23} & -a_2S_1S_2 - a_3S_1S_{23} & a_3S_1S_{23} \\ 0 & a_2C_2 + a_3C_{23} & a_3C_{23} \end{bmatrix} \] (17)

\[ \mu = |\lambda_1\lambda_2...\lambda_m| = |\text{det } J| = a_2a_3|S_3|(a_2|C_2| + a_3|C_{23}|) \] (18)

The resulting manipulability index, shown in Figure 2.6, is a function of \( \theta_2 \) and \( \theta_3 \) and the singularity configuration occurs when \( S_3 = 0 \) and \( a_2C_2 + a_3C_{23} = 0 \). As a result, two types of singularities are present, at any \( \theta_1 \), for pair \((\theta_2, \theta_3)\): \((\pm \pi/2, 0)\), \((\pm \pi/2, \pm \pi)\) and for all \( \theta_3 = 0 \) or \( \theta_3 = \pm \pi \). The optimal value of the manipulability index \( \mu = 0.079 \) was resulted with the associated \((\theta_2, \theta_3) = (-159.37^\circ, -71.70^\circ)\) and also the singular configurations already found analytically. For the Stanford manipulator with RRT kinematic structure and D–H parameters given in Table 2.4, the Jacobian matrix is computed in Equation (19).
Table 2.4. D–H parameters of the Stanford manipulator robot, source; Spong, \[80\].

<table>
<thead>
<tr>
<th>Link</th>
<th>(\theta_i)</th>
<th>(d_i)</th>
<th>(a_i)</th>
<th>(\alpha_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\theta_1)</td>
<td>0</td>
<td>0</td>
<td>-(\pi/2)</td>
</tr>
<tr>
<td>2</td>
<td>(\theta_2)</td>
<td>(d_2)</td>
<td>0</td>
<td>(\pi/2)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>(d_3)</td>
<td>0</td>
<td>(0^\circ)</td>
</tr>
</tbody>
</table>

Figure 2.6. 3D profile of the manipulability index measure of RRR configuration.

\[
J(\theta) = \begin{bmatrix}
-d_2 C_1 - d_3 S_1 S_2 & d_3 C_1 C_2 & C_1 S_2 \\
-d_2 S_1 + d_3 C_1 S_2 & d_3 S_1 C_2 & S_1 S_2 \\
0 & d_3 S_2 & C_3
\end{bmatrix}
\]  

(19)

The manipulability index is calculated as:

\[
\mu = |\text{det}J(\theta)| = -d_2 d_3 C_1 |S_1| - d_3^2 |S_2|^3 - d_3^2 |S_2|C_2^2 + d_2 d_3 |S_1|C_1
\]  

(20)

As a result, the singularity is present, at any \(\theta_1\), for \((\theta_2 = 0, \pm \pi)\). Figure 2.7 shows the singularity and optimal manipulability index \(\mu = 0.999\) with configuration \((\theta_2, \theta_3) = (-71.7^\circ, -92.33^\circ)\). A reconfigurable robot manipulator spans the union of at least two configurations RRR and RRT and hence it has the ability to perform...
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The Jacobian linear system $\dot{v} = J(q)\dot{q}$ maps the joint velocities to end-effector Cartesian velocity. The Jacobian is regarded as scaling the input $q$ to yield the output. In a multidimensional case, the equivalent concept is to characterize the output in terms of an input that has unit norm as follows \cite{80}:

$$\parallel \dot{q} \parallel = \dot{q}_1^2 + \dot{q}_2^2 + \ldots + \dot{q}_n^2 \leq 1$$ \hspace{1cm} (21)

If the input (joint velocity) vector has unit norm, then the output (end-effector velocity) will be positioned within an ellipsoid and defined:

$$\parallel \dot{q} \parallel^2 = \dot{q}^T \dot{q}$$

$$= (J^+v)^T J^+v$$

$$= v^T (J^T J)^{-1} v$$ \hspace{1cm} (22)$$

where $J^+$ is the Jacobian pseudo inverse and the derivation of Equation (22) in Appendix (A). In particular, if the manipulator Jacobian is full rank, then
Equation (22) defines $m$-dimensional ellipsoid known as the *manipulability ellipsoid*. Replacing the Jacobian by its Singular Value Decomposition (SVD), $J = U\Sigma V^T$

\[
v^T(JJ^T)^{-1}v = v^T[(U\Sigma V^T)(U\Sigma V^T)^T]^{-1}v
\]

\[
v^T(JJ^T)^{-1}v = v^T[U\Sigma^2U^T]^{-1}v
\]

\[
v^T(JJ^T)^{-1}v = (v^TU)\Sigma^{-2}(U^Tv)
\]

where $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ are orthogonal matrices and the singular value $\Sigma \in \mathbb{R}^{m \times n}$ is given as follows:

\[
\Sigma_m^{-2} = \begin{bmatrix}
\sigma_1^{-2} \\
\sigma_2^{-2} \\
\vdots \\
\sigma_m^{-2}
\end{bmatrix}
\]

Substitute: $w = U^Tv$, yields:

\[
w^T\Sigma^{-2}_m w = \Sigma \frac{w_i^2}{\sigma_i^2} \leq 1
\]  

Equation (23) represents a surface of 3-dimensional ellipsoid of the end-effector Cartesian velocity space. If this ellipsoid is close to spherical, its radii are of the same order value, the end-effector can achieve arbitrary Cartesian velocity. But when one or more radii are very small this indicates that the end-effector cannot achieve velocity in the directions corresponding to those small radii. Figure 2.8 shows the RRR manipulator (Elbow Configuration) with three different twist angle values ($\pi/16, \pi/6, \pi/2$) of the second joint. End effector linear velocities with twist angle $\pi/2$ were represented by an ellipsoid of almost equal radii in the $y$ and $z$ directions. This indicates that the end-effector can achieve higher Cartesian velocities in the $y$ and $z$-directions than in the $x$-direction. While Cartesian velocities with twist angle ($\pi/6$ and $\pi/16$) were represented with ellipses indicating limited velocities in the $y$ and $z$ directions. This result shows that the optimal configuration to obtain maximum Cartesian velocities in the $y$ and $z$ directions is
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Figure 2.8. Cartesian velocity ellipsoid of RRR configuration with different twist angle values of $(\pi/16, \pi/6, \pi/2)$ degrees.

when twist angle value of $\pi/2$. Figure 2.9 illustrates the Cartesian velocities of the end-effector of the RRT manipulator (Stanford Configuration). The velocity ellipsoid disks are calculated with second joint prismatic increment length values of 0.1, 0.2 and 0.3 m.

2.5.1. Joint-Space and Cartesian Trajectories

One of the most common requirements in robotics is to move the end-effector smoothly from pose A to pose B. Two approaches to generate trajectories are analyzed: straight lines in joint-space and straight lines in Cartesian space. In joint-space motion, it is considered that the motion of 6 axes (3-DOF links and 3-DOF spherical wrist) ABB robot is moved in straight line from initial y-axis (0.2 m) to final y-axis (-0.2 m) and the z-axis of the tool is rotated with $(\pi/2)$ degrees. Thus, the end-effector motion lies in $xy$-plane with the approach vector oriented downwards. As shown in Figure 2.10 (left), the joint angles of the shoulder $\theta_2$ and elbow $\theta_3$ are constant values while the base joint angle changes its value with time to move the end-effector from pose A to B. The spherical wrist angles are changes to orient the end-effector approach vector downwards. The Cartesian motion of
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Figure 2.9. Cartesian velocity ellipsoid of RRT configuration with different prismatic lengths of 0.1, 0.2 and 0.3 m.

the end-motion in $x$, $y$ and $z$ directions are shown in Figure 2.10 (right). The path of the end-effector in the $xy$-plane is shown in Figure 2.11 (left) and it is obviously not a straight line. The reason is that as the robot rotates around its base joint the end-effector will follow a circular path between the initial and final poses. The orientation of the end-effector, in roll-pitch-yaw angles form, is shown in Figure 2.11 (right), in which the roll angle varies from $\pi$ to $\pi/2$.

On the other hand, a straight line in Cartesian space is needed in many applications, which is known as Cartesian motion. Following a straight line path, the ABB robot joint angles are shown in Figure 2.12 along with the path of the end-effector in Cartesian space and $xy$-plane. The first difference when comparing with the joint motion is that the end-effector in Cartesian motion follows a straight line in the $xy$-plane as shown in Figure 2.13 (left). The other difference is that the position and orientation of the end-effector varies linearly with the time as shown in the right of Figures 2.12 and 2.13.

2.5.2. Motion Through a Singularity

In the following, a Cartesian motion trajectory that moves through the ABB robot singularity is intentionally chosen. As shown in Figure 2.14 (left), the rate of change of the wrist joint angles $\theta_4$ and $\theta_6$ has become very high at time $t \approx 0.7s$. 
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Figure 2.10. Joint angles during joint-space motion (left). Cartesian coordinates of the end-effector in $x$, $y$ and $z$ directions (right).

Figure 2.11. Cartesian position locus in the $xy$-plane (left). Euler angles roll-pitch-yaw versus time (right).

Figure 2.12. Joint angles during Cartesian motion (left). Cartesian coordinates of the end-effector in $x$, $y$ and $z$ directions (right).
The reason is that $\theta_5$ has become almost zero which means the rotational axes of $\theta_4$ and $\theta_6$ are almost aligned, resulting in a singular robot position. The joint alignment means that the robot has lost one degree of freedom and is now 5-axis robot. The joint-space motion in Figure 2.14 (right) has not shown any unusual joint rate change since it does not require the solution of the inverse kinematics. The manipulability measure Equation (16) for this path is plotted in Figure 2.15 and shows that manipulability is almost zero around the time of rapid wrist joint motion.
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Figure 2.15. Manipulability measure of Cartesian and joint-space paths.
CHAPTER 3

Reconfigurable Robot Dynamics

In this chapter, the dynamics of a reconfigurable open kinematic robot is developed and analyzed following the method given by Djuric, Al Saidi and ElMaraghy [38]. The motor that actuates the \( j^{th} \) hybrid joint exerts a torque that causes the outward link, \( j \), to accelerate and also exerts a reaction on the inwards link \( j - 1 \). Gravity acting on the outward links \( j \) to \( n \) exert a weight force, and rotating links also exert gyroscopic forces on each other. The resulting inertia from the motor exertion is a function of the configuration of the outward links.

3.1. Reconfigurable Global Dynamic Model

The Global Dynamic Model (n-GDM) includes the link’s masses, \( m_1, m_2, \ldots, m_n \) and center of masses, \( P_{C1}, P_{C2}, \ldots, P_{Cn} \). The center of mass \( P_{C1} \) is between joint 1 and joint 2, \( P_{C2} \) is between joint 2 and joint 3,\ldots, etc., up to the last link. The coordinates of any center of mass \( P_{Ci} \) is defined relative to the joint \( i + 1 \) frame: \((x_{i+1}, y_{i+1}, z_{i+1})\). For the n-GDM model, which includes \( n \) reconfigurable joints, the center of mass can be in 24 different places between any two successive joints. This means that for each selection of the \( z_{i+1} \) coordinate frames, there are four possible centers of mass: \( P_{C1}^{1}, P_{C1}^{2}, P_{C1}^{3}, P_{C1}^{4} \). To find the center of mass of each link for the n-GDM model, all possible coordinate frames are included and for all joints. The analysis was done for the center of mass between joint 1 and joint 2. The same procedure can be applied to the other \( n - 1 \) center of mass. A selection of the \( z_{0}^{1} \) axis can support four different \( x \)-axis: \( x_{0}^{11}, x_{0}^{12}, x_{0}^{13}, x_{0}^{14} \). For joint 2, there are four different combinations of \( x_{1} \): \( x_{1}^{11}, x_{1}^{12}, x_{1}^{13}, x_{1}^{14} \). Each of the four \( x \)-combinations has four more combinations of the joint 2 coordinate frame. In total there are sixteen different combinations of the first coordinate frame. By observing the coordinates of each center of mass, \( P_{C1}^{1}, P_{C1}^{2}, P_{C1}^{3}, \) and \( P_{C1}^{4} \), relative to
all sixteen possible combinations, the general unified solution has been developed and presented in Equation (24):

\[
P_{Ci} = \begin{bmatrix} -\cos(\theta_{DH}^i)\frac{a_i}{2} \\ K_{Ci}\sin(\theta_{DH}^i)\frac{a_i}{2} - K_{Si}\frac{d_{mu}}{2} \\ -K_{Ci}\sin(\theta_{DH}^i)\frac{a_i}{2} - K_{Ci}\frac{d_{DH_u}}{2} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{24}
\]

The moment of inertia about the center of mass for each link is related to its shape and dimension. The inertia tensor matrix of the \(n\)-GDM is shown in Equation (25):

\[
I_i = \begin{bmatrix} I_{xi} & 0 & 0 \\ 0 & I_{yi} & 0 \\ 0 & 0 & I_{zi} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{25}
\]

The \(n\)-GDM model is derived and presented in state space form using the aforementioned information. The equations of motion for an \(n\)-DOF manipulator are given as follows:

\[
M(q)\ddot{q} + B(q)[\dot{q}\ddot{q}] + C(q)[\dot{q}^2] + G(q) = \tau \tag{26}
\]

Matrix \(M\) is the \(n \times n\) symmetric positive definite inertia matrix. \(B\) is the \(n \times \sum_{i=1}^{n-1}(n-i)\), Coriolis torque matrix. \(C\) is the \(n \times n\) centrifugal torque matrix and \(G\) is the \(n \times 1\) gravity torque vector. The vectors \(\dot{q}, \ddot{q}\) are the vectors of joint velocity and acceleration, respectively. The velocity product vector \([\dot{q}\ddot{q}]\) is given as \([\dot{q}\ddot{q}] = \begin{bmatrix} \dot{q}_1\dddot{q}_2 & \dot{q}_1\dddot{q}_3 & \ldots & \dot{q}_1\dddot{q}_n & \ldots & \dot{q}_n\dddot{q}_n \end{bmatrix}\) and \([\dot{q}^2] = \begin{bmatrix} \dot{q}_1^2 & \dot{q}_2^2 & \ldots & \dot{q}_n^2 \end{bmatrix}\) is the vector of squared velocity. The \(n\)-GDM model is calculated using the RNE (Recursive Newton-Euler) algorithm which is developed and can be applied for any reconfigurable open kinematic manipulator.

### 3.2. Forward Computation for Reconfigurable Robot

Using D–H parameters in Table 2.1, the general homogeneous transformation matrix is expressed in Equation (8). The upper \(3\times3\) sub-matrices of the each
homogeneous transformation matrix represent the rotational matrix for each joint, and they are presented as follows:

\[ i^{-1}R_i = \begin{bmatrix}
    \cos(R_i \theta_i + T_i \theta_{DH_i}) & -K_{s1} \sin(R_i \theta_i + T_i \theta_{DH_i}) & K_{s1} \sin(R_i \theta_i + T_i \theta_{DH_i}) \\
    \sin(R_i \theta_i + T_i \theta_{DH_i}) & K_{cl} \cos(R_i \theta_i + T_i \theta_{DH_i}) & -K_{cl} \cos(R_i \theta_i + T_i \theta_{DH_i}) \\
    0 & K_{cl} & K_{cl}
\end{bmatrix}, \]

\[ i = 1, 2, ..., n \]  

(27)

The next step is to find the transpose of all rotational matrices \((i^{-1}R_i)^T\), as shown in Equation (28):

\[ (0R_1)^T = \begin{bmatrix}
    \cos(R_1 \theta_1 + T_1 \theta_{DH1}) & \sin(R_1 \theta_1 + T_1 \theta_{DH1}) & 0 \\
    -K_{cl} \sin(R_1 \theta_1 + T_1 \theta_{DH1}) & K_{cl} \cos(R_1 \theta_1 + T_1 \theta_{DH1}) & K_{s1} \\
    K_{s1} \sin(R_1 \theta_1 + T_1 \theta_{DH1}) & -K_{s1} \cos(R_1 \theta_1 + T_1 \theta_{DH1}) & K_{cl}
\end{bmatrix}, \]

\[ i = 1, 2, ..., n \]  

(28)

The upper right 3\times1 sub-matrix for each homogeneous transformation matrix represent the position vectors for each joint and are stated in Equation (29):

\[ i^{-1}P_i = \begin{bmatrix}
    a_i \cos(R_i \theta_i + T_i \theta_{DH_i}) \\
    a_i \sin(R_i \theta_i + T_i \theta_{DH_i}) \\
    R_i d_{DH_i} + T_i d_i
\end{bmatrix}, \ i = 1, 2, ..., n \]  

(29)

The linear and angular velocity vectors and acceleration vectors for \(n\) joints are presented in Equation (30):

\[ i^{-1}\dot{P}_i = \begin{bmatrix}
    0 \\
    0 \\
    \dot{d}_i
\end{bmatrix}, \ i^{-1}\dot{\theta}_i = \begin{bmatrix}
    0 \\
    0 \\
    \dot{\theta}_i
\end{bmatrix}, \ i^{-1}\ddot{P}_i = \begin{bmatrix}
    0 \\
    0 \\
    \ddot{d}_i
\end{bmatrix}, \ i^{-1}\dddot{\theta}_i = \begin{bmatrix}
    0 \\
    0 \\
    \dddot{\theta}_i
\end{bmatrix}, \ i = 1, 2, ..., n \]  

(30)
Using the rotation matrices and angular velocity vectors, the angular and linear velocities for rotational and translational joints can be calculated from Equations (31) and (32), respectively:

\[
i(0)w_i = i R_{i-1} \left[ i^{-1}(0)w_{i-1} + R_i (i^{-1}\dot{\theta}_i) \right], \ i = 1, 2, ..., n \tag{31}
\]

\[
i(0)V_i = i R_{i-1} i^{-1}(0)V_{i-1} + R_i \left[ i (0)w_i \times i R_{i-1} i^{-1}P_i \right] + R_i \left\{ i R_{i-1} \left[ i^{-1}\dot{P}_i + i^{-1}(0)w_{i-1} \times i^{-1}P_i \right] \right\}, \ i = 1, 2, ..., n \tag{32}
\]

The linear and angular acceleration for two joints are calculated from Equations (33) and (34) respectively:

\[
i(0)a_i = i R_{i-1} \left\{ i^{-1}(0)a_{i-1} + R_i \left[ i^{-1}(0)w_{i-1} \times i^{-1}\dot{\theta}_i + i^{-1}\ddot{\theta}_i \right] \right\}, \ i = 1, 2, ..., n \tag{33}
\]

\[
i(0)a_i = i R_{i-1} i^{-1}(0)a_{i-1} + i^{-1}(0)a_{i-1} \times i^{-1}P_i + i^{-1}(0)w_{i-1} \times (i^{-1}(0)w_{i-1} \times i^{-1}P_i) + R_i \left\{ 2 i^{-1}(0)w_{i-1} \times (i^{-1}\dot{\theta}_i \times i^{-1}P_i) + i^{-1}\dot{\theta}_i \times i^{-1}P_i + i^{-1}w_i \times (i^{-1}\dot{\theta}_i \times i^{-1}P_i) \right\} + T_i \left\{ 2 i^{-1}(0)w_{i-1} \times i^{-1}\dot{P}_i + i^{-1}\ddot{P}_i \right\}, \ i = 1, 2, ..., n \tag{34}
\]

The linear acceleration of the center of mass is calculated from Equation (35):

\[
i(0)a_{ci} = i(0)a_i + i(0)\alpha_i \times i(P_{ci}) + i(0)w_i \times \left[ i(0)w_i \times i(P_{ci}) \right], \ i = 1, 2, ..., n \tag{35}
\]

The calculation of the radial distances to center of mass $P_{Ci}$ is already given in Equation (24).

### 3.3. Backward Computation of Forces and Moments

The general gravity vectors for the n-GKM model are expressed:

\[
i g = i R_0^0 g, \quad i = 1, 2, ..., n \tag{36}
\]
The gravity vector projection is expressed in $x$, $y$ and $z$ coordinates:

$$
^0g = \begin{bmatrix}
g_x \\
g_y \\
g_z
\end{bmatrix}
$$

(37)

where $g = 9.81 \, m/s^2$. The parameters $g_x$, $g_y$, and $g_z$ are used to define the gravity vector elements. These parameters depend on the selected kinematic configuration.

Once the velocities and accelerations of the links are found, the joint forces and moments can be computed for one link at a time starting from the end-effector and ending at the base link. It is assumed that there is no load at the end-effector, therefore, \( n^0(n_{T\text{ool}}) = 0 \), and \( n(n_{T\text{ool}}) = 0 \).

\[
^i(f_i) = -m_i^i(0a_i), \quad i = 1, 2, ..., n
\]

(38)

\[
^i(n_i) = -I_i^i(0\alpha_i) - I_i^i(0w_i) \times [I_i^i(0\alpha_i)] , \quad i = 1, 2, ..., n
\]

(39)

The force and moment balance equations about the center of mass of $i^{th}$ link in recursive form can be written as:

\[
^i(f_i) + ^i(-1)f_i - ^i(f_{i+1}) + m_i^i g = 0, \quad i = 1, 2, ..., n
\]

(40)

\[
^i(n_i) = ^i(-1)n_i - ^i(n_{i+1}) - \left[ ^i(-1)p_i + ^i(p_{ci}) \right] \times ^i(-1)f_i + ^i(p_{ci}) \times ^i(f_{i+1})
\]

(41)

\[
^i(n_i) = ^i(-1)n_i - ^i(n_{i+1}) - \left[ ^i(-1)p_i + ^i(p_{ci}) \right] \times ^i(-1)f_i + ^i(p_{ci}) \times ^i(f_{i+1})
\]

(42)

Once the reaction forces and moments are computed in the $i^{th}$ link frame, they are converted into the $(i-1)^{th}$ link frame by the following equations:

\[
^i(-1)f_i = ^{-1}R_i^{-1}(i-1)f_i, \quad i = 1, 2, ..., n
\]

(43)

\[
^i(-1)n_i = ^{-1}R_i^{-1}(i-1)n_i, \quad i = 1, 2, ..., n
\]

(44)
Torques $\tau_i$ and forces $f_i$ are obtained by projecting the moments and forces onto their corresponding joint axes respectively:

\[
\tau_i = i^{(i-1) \mathcal{N}_i} i^{1} Z_{i-1}, \quad i = 1, 2, ..., n \tag{45}
\]

\[
f_i = i^{(i-1) f_i} i^{1} Z_{i-1}, \quad i = 1, 2, ..., n \tag{46}
\]

The RNE procedure produced the final $n$ expressions of the actuators’ torques and forces $\tau_i, \ i = 1, 2, \ldots, n$. Each of these $n$ equations contains the sum of products of the matrices’ elements $M, B, C, G$, and trigonometric terms. To be able to get a dynamic equation in the form of Equation (26), each matrix was generated i.e. $M, B, C$, and $G$, and their elements were calculated:

\[
m_{11}, m_{12}, \ldots, m_{1n}, \ldots, m_{nn}, b_{111}, b_{112}, \ldots, b_{1(n-1)n}, \ldots, b_{n(n-1)n},
\]

\[
c_{11}, c_{12}, \ldots, c_{1n}, \ldots, c_{nn}, g_1, g_2, \ldots, g_n.
\]

To avoid complications when factoring out each element in each expression, the Automatic Separation Method (ASM) is used, which produces an automatic generation of matrix elements [38]. Using the Newton-Euler recursive method for calculating the forces and/or torques of the links for any open kinematic chain will result $n$-equations. Each equation is a solution for force and/or torque of the link, which includes four elements: the first one is related to inertia force/torque vector, the second one is related to Coriolis force/torque vector, the third one is related to centrifugal force/torque vector and the fourth one to gravity force/torque vector. These results will be coupled with the dynamics of different motors to form a block diagram for control purposes. The elements of the matrices of the inertia matrix, Coriolis matrix, centrifugal matrix and the gravity vector were calculated to construct a complete block diagram of a robot. For these calculation, the ASM method was used by starting the calculation of angular acceleration elements related the inertia, Coriolis centrifugal and gravity elements, Equations (53)-(60). This procedure has three steps. The first step is to simplify and organize the angular and linear velocity equations. To overcome these problems it is necessary to
implement the basic trigonometric rules expressed in Equations (47)-(49):

\[
\sin(R_i \theta_i + T_i \theta_{DHi}) \cos(R_{i+1} \theta_{i+1} + T_{i+1} \theta_{DH(i+1)}) + \\
K_C \cos(R_i \theta_i + T_i \theta_{DHi}) \sin(R_{i+1} \theta_{i+1} + T_{i+1} \theta_{DH(i+1)}) \\
in(R_i \theta_i + T_i \theta_{DHi} + K_C R_{i+1} \theta_{i+1} + T_{i+1} \theta_{DH(i+1)}), \quad i = 1, 2, ..., n
\]

\[
\cos(R_i \theta_i + T_i \theta_{DHi}) \cos(R_{i+1} \theta_{i+1} + T_{i+1} \theta_{DH(i+1)}) + \\
K_C \sin(R_i \theta_i + T_i \theta_{DHi}) \cos(R_{i+1} \theta_{i+1} + T_{i+1} \theta_{DH(i+1)}) \\
= \cos(R_i \theta_i + T_i \theta_{DHi} + K_C R_{i+1} \theta_{i+1} + T_{i+1} \theta_{DH(i+1)}), \quad i = 1, 2, ..., n
\]

\[
\sin^2(R_i \theta_i + T_i \theta_{DHi}) + \cos^2(R_i \theta_i + T_i \theta_{DHi}) = 1, \quad i = 1, 2, ..., n
\] (49)

The reconfigurable parameters of the model are given in Table 3.1. This leads to

<table>
<thead>
<tr>
<th>Table 3.1. Reconfiguration parameters values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{S1} = \sin(\pm90^0) = \pm1 )</td>
</tr>
<tr>
<td>( K_{S2} = \sin(\pm90^0) = \pm1 )</td>
</tr>
<tr>
<td>( K_{S3} = \sin(\pm90^0) = \pm1 )</td>
</tr>
<tr>
<td>( K_{C1} = \cos(\pm180^0, 0^0) = \pm1 )</td>
</tr>
<tr>
<td>( K_{C2} = \cos(\pm180^0, 0^0) = \pm1 )</td>
</tr>
<tr>
<td>( K_{C3} = \cos(\pm190^0, 0^0) = \pm1 )</td>
</tr>
</tbody>
</table>

two more simplifications shown in Equations (50)-(51)

\[
K_C^2 = 1, \quad K_S^2 = 1, \quad i = 1, 2, ..., n \\
K_C^3 = 1, \quad K_S^3 = 1, \quad i = 1, 2, ..., n
\]

The second step consists of ordering parameters of each element of the equation, which will help to continue the calculation without much complexity. The form is given in Equation (52):

\[
element = K_S K_C a_i d_i \sin(R_i \theta_i + T_i \theta_{DHi}) \cos(R_i \theta_i + T_i \theta_{DHi}), \quad i = 1, 2, ..., n
\]

The third step is separation of elements, which is important for further calculations. This method is first applied to the angular acceleration \( i(0 \alpha_i) \) and linear acceleration of the center of mass \( i(0 a_i) \), such that these expressions are written as a sum of separated elements, as a function of the parameters of the vectors
shown below: 

\[ [\ddot{q}, \dot{q}, \ddot{q}] : \]

\[
i^{(0)}(\alpha_i)_{i(\alpha_i)} = \begin{bmatrix} i^{(0)}(\alpha_i)_{i(\alpha_i)1} & i^{(0)}(\alpha_i)_{i(\alpha_i)2} & i^{(0)}(\alpha_i)_{i(\alpha_i)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{53}
\]

\[
i^{(0)}(\alpha_i)_{i(\omega_i^2)} = \begin{bmatrix} i^{(0)}(\alpha_i)_{i(\omega_i^2)1} & i^{(0)}(\alpha_i)_{i(\omega_i^2)2} & i^{(0)}(\alpha_i)_{i(\omega_i^2)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{54}
\]

\[
i^{(0)}(\alpha_i)_{i(\omega_i)} = \begin{bmatrix} i^{(0)}(\alpha_i)_{i(\omega_i)1} & i^{(0)}(\alpha_i)_{i(\omega_i)2} & i^{(0)}(\alpha_i)_{i(\omega_i)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, n \tag{55}
\]

\[
i^{(0)}(\alpha_i)_{i(\alpha_i)} = \begin{bmatrix} i^{(0)}(\alpha_i)_{i(\alpha_i)1} & i^{(0)}(\alpha_i)_{i(\alpha_i)2} & i^{(0)}(\alpha_i)_{i(\alpha_i)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{56}
\]

\[
i^{(0)}(a_{ci})_{i(\alpha_i)} = \begin{bmatrix} i^{(0)}(a_{ci})_{i(\alpha_i)1} & i^{(0)}(a_{ci})_{i(\alpha_i)2} & i^{(0)}(a_{ci})_{i(\alpha_i)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{57}
\]

\[
i^{(0)}(a_{ci})_{i(\omega_i^2)} = \begin{bmatrix} i^{(0)}(a_{ci})_{i(\omega_i^2)1} & i^{(0)}(a_{ci})_{i(\omega_i^2)2} & i^{(0)}(a_{ci})_{i(\omega_i^2)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{58}
\]

\[
i^{(0)}(a_{ci})_{i(\omega_i)} = \begin{bmatrix} i^{(0)}(a_{ci})_{i(\omega_i)1} & i^{(0)}(a_{ci})_{i(\omega_i)2} & i^{(0)}(a_{ci})_{i(\omega_i)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n \tag{59}
\]

\[
i^{(0)}(a_{ci})_{i(\alpha_i)} = \begin{bmatrix} i^{(0)}(a_{ci})_{i(\alpha_i)1} & i^{(0)}(a_{ci})_{i(\alpha_i)2} & i^{(0)}(a_{ci})_{i(\alpha_i)3} \end{bmatrix}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, n \tag{60}
\]

The calculation of the inverse dynamics can be done such that all elements of the matrices from Equation (26) can be automatically generated. Using Equations (47)-(60), the automatic generation of all matrix elements can be produced, as shown below:

\[
m_{ij} = \dot{i} \left( R_{i-1}^{i-1} n_{i(\alpha_i)} + T_{i-1}^{i-1} f_{i(\alpha_i)} + T_{i}^{i-1} f_{i(\tilde{d}_i)} \right)^T Z_{i-1}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, n \tag{61}
\]

\[
b_{ij} = \dot{j} \left( R_{i-1}^{i-1} n_{i(\omega_j)} + T_{i-1}^{i-1} f_{i(\omega_j)} \right)^T Z_{i-1}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, n \tag{62}
\]

\[
c_{ij} = \dot{k} \left( R_{i-1}^{i-1} n_{i(\omega_k)} + T_{i-1}^{i-1} f_{i(\omega_k)} \right)^T Z_{i-1}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, n \tag{63}
\]

\[
g_{ij} = \dot{i} \left( R_{i-1}^{i-1} n_{i(G_{R_i})} + T_{i-1}^{i-1} f_{i(G_{R_i})} \right)^T Z_{i-1}, \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, n \tag{64}
\]

### 3.4. Development of the 3-GDM Model

In this section, a 3 DOF General Dynamic Model (3-GDM) model is developed to represent the first three reconfigurable joints of any open kinematic chain.
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Table 3.2. Reconfigurable D–H parameters of the 3-GKM model

<table>
<thead>
<tr>
<th>$i$</th>
<th>$d_i$</th>
<th>$\theta_i$</th>
<th>$a_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$R_1 d_{DH1} + T_1 d_1$</td>
<td>$R_1 \theta_1 + T_1 \theta_{DH1}$</td>
<td>$a_1$</td>
<td>$0^0, \pm 180^0, \pm 90^0$</td>
</tr>
<tr>
<td>2</td>
<td>$R_2 d_{DH2} + T_2 d_2$</td>
<td>$R_2 \theta_2 + T_2 \theta_{DH2}$</td>
<td>$a_2$</td>
<td>$0^0, \pm 180^0, \pm 90^0$</td>
</tr>
<tr>
<td>3</td>
<td>$R_n d_{DHn} + T_n d_n$</td>
<td>$R_n \theta_n + T_n \theta_{DHn}$</td>
<td>$a_n$</td>
<td>$0^0, \pm 180^0, \pm 90^0$</td>
</tr>
</tbody>
</table>

manipulator, assuming a spherical wrist is attached to the end effector. The D–H parameters of the 3-GKM kinematic model are given in Table 3.2.

\[
\begin{bmatrix}
m_{11} & m_{12} & m_{13} \\
m_{21} & m_{22} & m_{23} \\
m_{31} & m_{32} & m_{33}
\end{bmatrix} \begin{bmatrix}
\dot{q}_1 \\
\dot{q}_2 \\
\dot{q}_3
\end{bmatrix} + \begin{bmatrix}
b_{112} & b_{113} & b_{123} \\
b_{212} & b_{213} & b_{223} \\
b_{312} & b_{313} & b_{323}
\end{bmatrix} \begin{bmatrix}
\dot{q}_1 \dot{q}_2 \\
\dot{q}_1 \dot{q}_3 \\
\dot{q}_2 \dot{q}_3
\end{bmatrix} + \\
\begin{bmatrix}
c_{11} & c_{12} & c_{13} \\
c_{21} & c_{22} & c_{23} \\
c_{31} & c_{32} & c_{33}
\end{bmatrix} \begin{bmatrix}
\dot{q}_1 \dot{q}_1 \\
\dot{q}_2 \dot{q}_2 \\
\dot{q}_3 \dot{q}_3
\end{bmatrix} + \begin{bmatrix}
G_1 \\
G_2 \\
G_3
\end{bmatrix} = \begin{bmatrix}
\tau_1 \\
\tau_2 \\
\tau_3
\end{bmatrix}
\]

(65)

The matrices \((M, B, C, G)\) of the dynamic system Equation (26) are calculated for the 3-GKM model using the Equations (61)-(64) form which each element of the four matrices was automatically generated forming Equation (65).

3.4.1. Model Validation

The validation of the 3-GKM model was done by using 2-DOF and 3-DOF configurations. The selected configurations (RR, RT, TR, and TT planar and SCARA) are used to illustrate the model general capabilities.

**RR Planar Manipulator**

The RR planar kinematic structure is graphically shown in Figure 3.1. The kinematic and dynamic parameters of the planar kinematic structure are shown in tables 3.3 and 3.4, respectively. Using these parameters and the 3-GDM model, the RR configuration results the dynamic Equations (66).
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Table 3.3. Kinematic initial parameters of 2-DOF RR configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$R_i$</th>
<th>$T_i$</th>
<th>$K_{Si}$</th>
<th>$K_{Ci}$</th>
<th>$d_{DHi}$</th>
<th>$\theta_{DHi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
<tr>
<td>Joint 2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
</tbody>
</table>

Table 3.4. Dynamic initial parameters of 2-DOF RR configuration

\[
\begin{bmatrix}
\frac{1}{4}(a_2^2m_2 + 4a_2m_2\cos(\theta_2)a_1 + 4I_{z2} + m_1a_1^2 + 4I_{z1}) \\
\frac{1}{4}(a_2^2m_2 + 4a_2m_2\cos(\theta_2)a_1 + 4I_{z2})
\end{bmatrix}
\begin{bmatrix}
\ddot{q}_1 \\
\ddot{q}_2
\end{bmatrix}
+ \begin{bmatrix}
0 & -\frac{1}{2}a_1\sin(\theta_2)m_2w_1w_2a_2 \\
-\frac{1}{2}a_2\sin(\theta_2)m_2w_1^2a_2 & 0
\end{bmatrix}
\begin{bmatrix}
\dot{q}_1^2 \\
\dot{q}_2^2
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{2}g(a_2m_2\cos(\theta_1 + \theta_2) + a_1\sin(\theta_1)m_2\sin(\theta_1 + \theta_2)) + a_1\cos(\theta_2)m_2\cos(\theta_1 + \theta_2) + a_1m_1\cos(\theta_1)
\end{bmatrix}
\begin{bmatrix}
\tau_1 \\
\tau_2
\end{bmatrix}
\]  

\[ (66) \]

RT Planar Manipulator

The RT planar kinematic structure is graphically presented in Figure 3.2. The
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kinematic and dynamic parameters of the RT planar kinematic structure are shown in tables 3.5 and 3.6. Using these parameters and the 3-GDM model, the RT configuration results the dynamic equations (67).

Table 3.5. Kinematic initial parameters of 2-DOF RT configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$R_i$</th>
<th>$T_i$</th>
<th>$K_{Si}$</th>
<th>$K_{Ci}$</th>
<th>$d_{DHi}$</th>
<th>$\theta_{DHi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
<tr>
<td>Joint 2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
</tbody>
</table>

Table 3.6. Dynamic initial parameters of 2-DOF RT configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$G_x$</th>
<th>$G_y$</th>
<th>$G_z$</th>
<th>$I_{x1}$</th>
<th>$I_{y1}$</th>
<th>$I_{z1}$</th>
<th>$I_{x2}$</th>
<th>$I_{y2}$</th>
<th>$I_{z2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT Planar</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>$I_{x1}$</td>
<td>$I_{y1}$</td>
<td>$I_{z1}$</td>
<td>$I_{x2}$</td>
<td>$I_{y2}$</td>
<td>$I_{z2}$</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix}
m_2a_1a_2 + \frac{1}{4}a_2^2m_2 + I_{z2}\alpha_1 + m_2a_1^2 + \frac{1}{4}a_1^2m_2 + I_{z1} & 0 \\
0 & m_2\ddot{d}_2 \\
0 & \dot{q}_1 & \dot{q}_2 \\
0 & \ddot{q}_1 & \ddot{q}_2 \\
\end{bmatrix} + \begin{bmatrix}
0 \\
\frac{1}{4}\cos(\theta_1)g(a_2m_2 + a_1m_1) \\
0 \\
0 \\
\end{bmatrix} = \begin{bmatrix}
\tau_1 \\
\tau_2 \\
\end{bmatrix}
\]

TR Planar Manipulator

The TR planar kinematic structure is graphically presented in Figure 3.3. The kinematic and dynamic parameters of the TR planar kinematic structure are shown in tables 3.7 and 3.8. Using these parameters and the 3-GDM model, the TR configuration results the dynamic equations (68).
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Figure 3.3. TR planar kinematic structure.

Table 3.7. Kinematic initial parameters of 2-DOF TR configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( R_i )</th>
<th>( T_i )</th>
<th>( K_{Si} )</th>
<th>( K_{Ci} )</th>
<th>( d_{DHi} )</th>
<th>( \theta_{DHi} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
<tr>
<td>Joint 2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
</tbody>
</table>

Table 3.8. Dynamic initial parameters of 2-DOF TR configuration

| Configuration | \( G_x \) | \( G_y \) | \( I_{x1} \) | \( I_{y1} \) | \( I_{z1} \) | \( I_{x2} \) | \( I_{y2} \) | \( I_{z2} \) |
|---------------|----------|----------|------------|------------|------------|-------------|-------------|
| TR Planar     | 0        | -1       | \( I_{x1} \) | \( I_{y1} \) | \( I_{z1} \) | \( I_{x2} \) | \( I_{y2} \) | \( I_{z2} \) |

Figure 3.4. TT planar kinematic structure.

**TT Planar Manipulator**

The TT planar kinematic structure is graphically presented in Figure 3.4. The kinematic and dynamic parameters of the TT planar kinematic structure are shown in tables 3.9 and 3.10. Using these parameters and the 3-GDM model, the TT configuration results the following dynamic equations (69).

\[
\begin{bmatrix}
m_1 + m_2 & 0 \\
0 & \frac{1}{4}a_2^2m_2 + I_{z2}
\end{bmatrix}
\begin{bmatrix}
\ddot{q}_1 \\
\ddot{q}_2
\end{bmatrix}
+
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\dot{q}_1 \dot{q}_2
+
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{\ddot{q}}_1 \\
\dot{\ddot{q}}_2
\end{bmatrix}
+
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\frac{1}{2}a_2m_2 \cos(q_2)g
\end{bmatrix}
= \begin{bmatrix}
\tau_1 \\
\tau_2
\end{bmatrix}
\]

(68)
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Table 3.9. Kinematic initial parameters of 2-DOF TT configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( R_i )</th>
<th>( T_i )</th>
<th>( K_{Si} )</th>
<th>( K_{Ci} )</th>
<th>( d_{DHi} )</th>
<th>( \theta_{DHi} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
<tr>
<td>Joint 2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0°</td>
</tr>
</tbody>
</table>

Table 3.10. Dynamic initial parameters of 2-DOF TT configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( G_x )</th>
<th>( G_y )</th>
<th>( G_z )</th>
<th>( I_{x1} )</th>
<th>( I_{y1} )</th>
<th>( I_{z1} )</th>
<th>( I_{x2} )</th>
<th>( I_{y2} )</th>
<th>( I_{z2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TT Planar</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>( I_{x1} )</td>
<td>( I_{y1} )</td>
<td>( I_{z1} )</td>
<td>( I_{x2} )</td>
<td>( I_{y2} )</td>
<td>( I_{z2} )</td>
</tr>
</tbody>
</table>

Table 3.11. Kinematic initial parameters of 3-DOF SCARA configuration

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( R_i )</th>
<th>( T_i )</th>
<th>( K_{Si} )</th>
<th>( K_{Ci} )</th>
<th>( d_{DHi} )</th>
<th>( \theta_{DHi} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>( d_{DH1} )</td>
<td>0°</td>
</tr>
<tr>
<td>Joint 2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0°</td>
</tr>
<tr>
<td>Joint 3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( d_3 )</td>
<td>0°</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix}
    m_1 + m_2 & m_2 \\
    m_2 & m_2
\end{bmatrix} \begin{bmatrix}
    \ddot{q}_1 \\
    \ddot{q}_2
\end{bmatrix} + \begin{bmatrix}
    0 \\
    0
\end{bmatrix} \dot{q}_1 \dot{q}_2 + \begin{bmatrix}
    0 & 0 \\
    0 & 0
\end{bmatrix} \begin{bmatrix}
    q_1^2 \\
    q_2^2
\end{bmatrix} + \begin{bmatrix}
    0 \\
    0
\end{bmatrix} = \begin{bmatrix}
    \tau_1 \\
    \tau_2
\end{bmatrix}
\]

(69)

3-DOF Scara Kinematic Structure Manipulator

The validation of 3-GDM model is done using SCARA kinematic structure which is graphically shown in Figure 3.5. The kinematic and dynamic parameters of the SCARA kinematic structure are presented in tables 3.11 and 3.12. Using these parameters and the 3-GDM model, the Scara configuration results the dynamic equations (70). The dynamic model for the three-axis Scara robot in Equations (70) is only slightly more complex than the dynamic model for two-axis planar articulated robot. This is because a Scara robot is essentially a two-axis articulated robot used to establish the horizontal tool position, plus an orthogonal one-axis prismatic link used to establish vertical tool position.
3.4. DEVELOPMENT OF THE 3-GDM MODEL

![ Diagram of a robotic arm with labels and vectors.]

**Figure 3.5.** Scara kinematic structure.

| Table 3.12. Dynamic initial parameters of 3-DOF SCARA configuration |
|-------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Conf. | $G_x$ | $G_y$ | $G_z$ | $I_{x1}$ | $I_{y1}$ | $I_{z1}$ | $I_{x2}$ | $I_{y2}$ | $I_{z2}$ | $I_{x3}$ | $I_{y3}$ | $I_{z3}$ |
| Scara | 0 | 0 | -1 | 0 | $\frac{1}{12}m_1a_1^2$ | $\frac{1}{12}m_1a_1^2$ | 0 | $\frac{1}{12}m_2a_2^2$ | $\frac{1}{12}m_2a_2^2$ | $\frac{1}{12}m_3d_3^2$ | $\frac{1}{12}m_3d_3^2$ | 0 |

\[
\begin{bmatrix}
\frac{m_1}{3}m_2 + m_3 \quad a_1^2 + (m_2 + m_3)\cos(\theta_2)a_1a_2 + (\frac{m_2}{3} + m_3)a_2^2 \\
(m_3 + \frac{m_2}{3})a_2^2 + (m_3 + \frac{m_2}{3})\cos(\theta_2)a_1a_2 \\
0 \\
(m_3 + \frac{m_2}{3})a_2^2 + (m_3 + \frac{m_2}{3})\cos(\theta_2)a_1a_2 \\
0 \\
0 \\
\end{bmatrix} \begin{bmatrix}
\ddot{q}_1 \\
\ddot{q}_2 \\
\ddot{q}_3 \\
\end{bmatrix} = \begin{bmatrix}
2(m_3 + \frac{m_2}{3})\sin(\theta_2)a_1a_2 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix} + \begin{bmatrix}
\dot{q}_1 \dot{q}_2 \dot{q}_3 \\
\dot{q}_2 \dot{q}_3 \\
\dot{q}_3 \\
\end{bmatrix} \begin{bmatrix}
0 \\
0 \\
0 \\
\end{bmatrix} = \begin{bmatrix}
\tau_1 \\
\tau_2 \\
\tau_3 \\
\end{bmatrix}
\]

It is clear from (70) that the motion of the third joint is completely independent of the other two joints. The motion of the first two joints depends on the mass
of the third link, which as acts as a load, but otherwise independent of the third joint.

3.5. Parameter Properties of a Reconfigurable Robot

The equations of motion (E.O.M) of various manipulators derived in the previous sections, can be described with a set of coupled differential equations in matrix form:

\[ \tau = M(q)\ddot{q} + C(q, \dot{q}) + F\dot{q} + G(q) \]  \hspace{1cm} (71)

where \( q, \dot{q} \) and \( \ddot{q} \) are respectively the vector of generalized joint coordinates, velocities and accelerations. \( M \) is the joint-space inertia matrix, \( C \) is the Coriolis and centripetal coupling matrix, \( F \) is the friction force, \( G \) is the gravity loading, and \( \tau \) is the vector of generalized actuator torques associated with the generalized coordinates \( q \). This equation describes the manipulator rigid-body dynamics and is known as the inverse dynamics, given the pose, velocity and acceleration it computes the required joint forces and torques. In the previous sections, An efficient reconfigurable recursive Newton-Euler algorithm was developed to compute the Equation (71) for any open kinematic chain manipulator. This algorithm starts at the base and working outwards adds the velocity and acceleration of each joint in order to determine the velocity and acceleration of each link. Then working from the tool back to the base, it computes the forces and moments acting on each link and thus the joint torques.

In this section, the effect of varying configurations on dynamic parameters such as the inertia and gravity load terms of a reconfigurable manipulator is analyzed and investigated thoroughly. The D–H parameters of a predefined kinematic structure (PUMA 560) are given in Table 3.13 by Corke [33]. Using these parameters, the workspace of the first three revolute joints and links is calculated and shown in Figure 3.6. The workspace of a reconfigurable robot manipulator with similar kinematic structure to the PUMA 560 is also calculated and shown in Figure 3.7. The resulting variable workspace shows a union of three layers that indicates the workspace variability property of any reconfigurable manipulator. The three workspace layers are calculated based on turning the third joint into a prismatic
Table 3.13. D–H parameters of the PUMA 560 Manipulator, source; Fu, [41].

<table>
<thead>
<tr>
<th>Joint j</th>
<th>( \theta_j )</th>
<th>( d_j )</th>
<th>( a_j )</th>
<th>( \alpha_j )</th>
<th>Joint range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \theta_1 )</td>
<td>0.3302</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>-160 to +160</td>
</tr>
<tr>
<td>2</td>
<td>( \theta_2 )</td>
<td>0</td>
<td>0.2032</td>
<td>0</td>
<td>-225 to 45</td>
</tr>
<tr>
<td>3</td>
<td>( \theta_3 )</td>
<td>-0.05</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>-45 to 225</td>
</tr>
<tr>
<td>4</td>
<td>( \theta_4 )</td>
<td>0.2032</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>-110 to 170</td>
</tr>
<tr>
<td>5</td>
<td>( \theta_5 )</td>
<td>0</td>
<td>0</td>
<td>( \pi/2 )</td>
<td>-100 to 100</td>
</tr>
<tr>
<td>6</td>
<td>( \theta_6 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-226 to 266</td>
</tr>
</tbody>
</table>

Figure 3.6. The workspace of a predefined kinematic structure of the PUMA 560.

one (translational motion). This variable workspace was generated when the third joint has translated with 0.1, 0.2, 0.3 m.

3.5.1. Gravity Load Term

Gravity load term in Equation (71) is generally a dominant term and present even when the manipulator is stationary or moving slowly. The torque on a joint due to gravity acting on the robot depends strongly on the robot’s pose. The torque on the shoulder joint 2 is much greater when the robot is stretched out horizontally as shown in Figure 3.8. The gravity torque on the elbow is high when the pose changes due to joint reconfiguration from revolute to prismatic as the
results are shown in Figure 3.9. From the analysis of the gravity load variations, the gravity torque on joint 2 varies between $\pm 18 Nm$ and for joint 3 varies between $\pm 18 Nm$. This analysis is important to determine the required torque capacity for the motors.

### 3.5.2. Inertia Matrix Term

The inertia matrix is a positive definite symmetric matrix in which the matrix elements are functions of the manipulator pose. Locking the joint 4 into prismatic type, the inertia tensor matrix of the reconfigurable manipulator is calculated for nominal configuration $q_n = [0, \pi/4, -\pi, 0, \pi/4, 0]$ in Appendix A.

The inertia matrix is symmetric and the diagonal elements $M_{ij}$ describe the inertia exerting the joint $j$ by torque $Q_j = M_{ij}q_j$. The first two diagonal elements, corresponding to the robot’s waist and shoulder joints, are large since motion of
these joints involves rotation of the heavy upper- and lower-arm links. The off-diagonal terms $M_{ij} = M_{ji}$, $i \neq j$ represent coupling of acceleration from joint $j$ to the torques and forces on joint $j - 1$. The variation of the inertia elements as a function of robot configurations are shown in Figures 3.10-3.11 and 3.12. The results indicate a significant variation in the value of $M_{11}$ which changes by a factor of: $\frac{\max(M_{11}(:))}{\min(M_{11}(:))} = 1.7683$. The off-diagonal term $M_{12}$ represents...
coupling between the angular acceleration of joint 2 and the torque on joint 1. This means if the joint 2 accelerates then a torque will be exerted on joint 1 and vice versa.

3.5.3. Coriolis Matrix Term

The Coriolis matrix $C(q)$ is a function of joint coordinates and joint velocity. The
3.5. PARAMETER PROPERTIES OF A RECONFIGURABLE ROBOT

Figure 3.12. Variation of inertia matrix elements $M_{22}$ with configuration.

Figure 3.13. Joint 2 inertia as a function of joint 3 angle, $M_{22}(q_3)$.

centripetal torques are proportional to $\dot{q}_i^2$, while the Coriolis torques are proportional to $\dot{q}_i \dot{q}_j$. The Coriolis matrix is calculated for a nominal pose with all joints moving 0.5 rad/s: $q_d = 0.5 \cdot [1 \ 1 \ 0 \ 1 \ 1 \ 1]$. The resulting numeric matrix has been shown in Appendix A. The off-diagonal terms $C_{ij}$ represent coupling of joint $j$ velocity to the generalized force acting on joint $i$. $C_{1,2} = -0.9505$ is very significant and represents coupling from joint 2 velocity to torque on joint 1. Since
the elements of this matrix represent a coupling from velocity to joint force they have the same dimensions as viscous friction or damping, however the sign can be positive or negative. The joint torques in this example have been shown in Appendix A.

3.5.4. Effect of Payload Term

A specified maximum payload of any real robot shapes two dynamic effects. The first is that a mass at the end of the robot will increase the inertia influence by the joints which reduces acceleration and dynamic performance. The second is that mass generates a weight force which the joints needs to support. Consequently, the increased gravity torque component might exceed the rating of one or more motors.

As an example, a 2.5 kg point mass is added to the reconfigurable manipulator end effector which is its rated maximum payload at an offset of 100 mm in the z-direction of the wrist frame. From the numerical results shown in Appendix (A) that the diagonal elements have increased significantly, for instance the elbow joint inertia has increased by 60% which reduces the maximum acceleration by nearly two thirds. Reduced acceleration impairs the robots ability to accurately follow a high speed path. The inertia of joint 6 is unaffected since this added mass lies on the axis of this joint’s rotation. The off-diagonal terms have increased significantly, particularly in rows and column three, four (prismatic) and five. This indicates that motion of joints 4 and 5, the wrist joints, which are moving the offset mass give rise to large reaction forces that are covered by all the other robot joints.
In this chapter, the synthesis and analysis of optimal linear controllers are viewed and derived for different robot configurations.

4.1. Optimal Robust Control

In this section, a Scara robot model is considered for design and analysis of robust $H_\infty/\mu$ controllers. The motivation of this consideration is that the model is essentially a two-axis articulated robot used to establish the horizontal tool position, plus an orthogonal one-axis prismatic link used to establish the vertical tool position. This robot has the minimum dynamic coupling, which reduces the complexity of the overall equations of motion. It is clear from Equation (70) that the motion of the third joint is completely independent of the other two joints. The motion of the first two joints depends on the mass of the third link, which acts as a load, but is otherwise independent of the third link. Since the first two joints only move the robot in the horizontal plane, the gravity load $G$ is zero.

Nominal Systems

Linear dynamical systems are generally described in either state-space form, or as a transfer function. The state-space description of a general linear time invariant (LTI) system $G$ is commonly represented by:

$$
\dot{x}(t) = Ax(t) + Bu(t), \quad x(t_0) = x_0 \\
y(t) = Cx(t) + Du(t)
$$

(72)

The system matrices, $A, B, C, D$, represent the linear nominal model of the system. The transfer function description can be related to the state-space form by
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Figure 4.1. Closed loop configuration with mixed sensitivity consideration.

Introducing the Laplace variable $s \in \mathbb{C}$:

$$sx(s) = Ax(s) + Bu(s)$$
$$y(s) = Cx(s) + Du(s)$$ (73)

Eliminating $x(s)$ from the equation results in:

$$y(s) = G(s)u(s), \quad G(s) = C(sI - A)^{-1}B + D$$ (74)

**Control Design Objectives**

The standard feedback system is shown in Figure 4.1. The closed loop response is:

$$y = (I + GK)^{-1}GKr + (I + GK)^{-1}G_ad$$ (75)

where the following closed loop transfer functions are defined:

$L = GK$ loop transfer function

$S = (I + GK)^{-1} = (I + L)^{-1}$ sensitivity function

$T = (I + GK)^{-1}GK = (I + L)^{-1}L$ complementary sensitivity function where $S + T = I$. The control error is:

$$e = y - r = -Sr + SG_ad$$ (76)

The corresponding system input signal is:

$$u = KSr - KSG_ad$$ (77)
4.2. MIXED SENSITIVITY $H_{\infty}$ CONTROL

The control design objectives in feedback control are:

1. Performance, good disturbance rejection: need large controller gains \( L \) large.
2. Performance, good command following: \( L \) large.
4. Small magnitude of input signals: \( K \) small and \( L \) small.

The disturbance rejection and command tracking are obtained with \( S \approx 0 \), or equivalently, \( T \approx I \) in the low frequency range. The weighted sensitivity function \( S \) is an indicator of closed loop performance. The design performance specifications in terms of \( S \) include:

1. Minimum bandwidth frequency \( w_B \) (defined as the frequency where \( \| S(jw) \| \) crosses 0.707 \( \approx -3\)dB).
2. Maximum tracking error at selected frequencies.
3. System type, or maximum steady state tracking error.
4. Maximum peak magnitude of \( S \), \( \| S(jw) \| \leq M \).

These specifications can be captured by an upper bound, \( \| 1/w_P \| \), on the magnitude \( S \), where \( w_P \) is a weight selected by the designer. The performance requirements become:

\[
|S(jw)| < 1/|1/w_P(jw)|, \quad \forall w \\
\Leftrightarrow \| w_P S \| < 1, \forall w \Leftrightarrow \| w_P S \|_{\infty} < 1 \quad (78)
\]

4.2. Mixed Sensitivity $H_{\infty}$ Control

A control system is robust if it remains stable and achieves certain performance criteria in the presence of parametric (Inertia and viscous friction) and dynamic (structural unmodeled high frequency) uncertainties. $H_{\infty}$ control design uses a combination of cost functions to achieve good tracking and simultaneously limit the control signal energy. The mixed sensitivity $S/KS$ control problem for a
reconfigurable robot is to find a stabilizing controller $K$ that minimizes [75]:

$$\min_{K_{\text{stabilizing}}} \left\| (I + GK)^{-1} \right\|_{\infty}$$

where the sensitivity function $S = (I + GK)^{-1}$ is shaped along with the closed loop function transfer function $KS$. This cost function can be interpreted as the design objectives of nominal performance (without Uncertainties), good tracking or disturbance rejection, and robust stabilizing with additive uncertainties. The sensitivity function $S$ is the transfer function between the disturbance $d$ and the output $y$ as shown in Figure 4.1. The $KS$ is the transfer function between $d$ and control signal $u$. The $KS$ function is regarded as a mechanism for limiting the gain and bandwidth of the controller, and hence the control energy used. A scalar high pass (weighting) filter is designed with a crossover frequency approximately equal to that of the desired closed loop system. The disturbance $d$ is usually a low frequency signal, and therefore it will be rejected if the maximum singular value of $S$ is made small over the same low frequencies. A scalar low pass filter (weighting) function $w_p$ is selected with a bandwidth equal to that of the disturbance frequency.

![Figure 4.2. General $H_\infty$ control configuration.](image)

By combining these two objectives in one cost function Equation (79), the problem is to find a stabilizing control that minimizes this cost function while achieving the required performance. In order to implement a unified solution procedure, the above cost function is recast into a standard $H_\infty$ configuration shown in Figure 4.2. The solution can be obtained by using the LFT (Linear Fractional Transform) technique, in which the signals are classified into sets of external inputs, outputs, input to the controller and output from the controller.
The external inputs (reference and disturbance) are denoted by $w$, the output signals to be minimized which includes both performance and robustness measures, $y$ is the vector of measurements available to the controller $K$ and $u$ the vector of control signals. $P(s)$ is called the generalized plant or interconnected system. The objective is to find a stabilizing controller $K$ to minimize the output $z$ over all $w$ with energy less than or equal to 1. This is equivalent to minimizing the $H_{\infty}$-norm of the transfer function from $w$ to $z$. The mixed sensitivity problem [75] shown in Figure 4.3 (left) is formulated to reject the disturbance when $w = d$. The output error signal is defined as $z = \begin{bmatrix} z_1 \\ z_2 \\ v \end{bmatrix}$, where $z_1 = w_p y$ and $z_2 = -w_u u$. It is also calculated that $z_1 = w_p S w$ and $z_2 = w_u K S w$ and the elements of the generalized plant $P$ are:

$$
\begin{bmatrix}
  z_1 \\
  z_2 \\
  v
\end{bmatrix} =
\begin{bmatrix}
  w_p & w_p G \\
  0 & -w_u \\
  -I & -G
\end{bmatrix}
\begin{bmatrix}
  w \\
  u
\end{bmatrix}
$$

Then:

$$z = F_l(P, K)w = [P_{11} + P_{12}K(I - P_{22}K)^{-1}P_{21}]w$$

where the $F_l(P, K)$ is the lower linear fractional transformation of $P$ and $K$:

$$F_l(P, K) = \begin{bmatrix} w_p S \\ w_u K S \end{bmatrix} \quad (80)$$

Another formulation of the $S/KS$ mixed sensitivity optimization is in the standard tracking control form as shown in Figure 4.3 (right). This is a tracking problem in which the input signal is the reference command $r$ and the error signals are $z_1 = -w_p e = w_p (r - y)$ and $z_2 = w_u u$. The results of the tracking problem is to minimize $z_1 = w_p Sr$ and $z_2 = w_u K Sr$.

### 4.3. $H_{\infty}$ Control Design

This section is mainly concerned with the design of an $H_{\infty}$ feedback control to stabilize the closed loop of a linear reconfigurable robot in the presence of uncertain...
parameters. The robust stability of the resulting closed loop has been analyzed based on the structured singular value $\mu$ approach [75]. The nominal and robust performance were also analyzed based on the minimizing of performance criteria functions such the sensitivity and limiting control functions.

**Uncertain Systems**

For control design purposes, the possibly complex behavior of dynamical systems must be approximated by models of relatively low complexity. The difference between such models and the actual physical system is called the model uncertainty. Another cause of uncertainty is the imperfect knowledge of some components of the system, or the change of their behavior due to changes in operating conditions. Uncertainty also originates from physical parameters whose value is only approximately known or varies in time. There are two major classes of uncertainty:
Dynamical uncertainty, which consists of dynamical components neglected in the linear model as well as of variations in the dynamical behavior during operation. For example, high-frequency flexible modes, nonlinearities for large inputs, slow time variations, etc.

Parameter uncertainty are usually expressed in terms of accuracy coming from calibration and its imperfect nature. Moreover, it originates from imperfect knowledge of the physical parameter values, or from variations of these parameters during operation. Examples of physical parameters include inertia, stiffness and damping coefficients in mechanical systems.

It is important to consider the errors between a model and the system it represents, which can be presented in figure 4.4. The system $G(s)$ is the extended system with inputs and outputs that connect with the uncertainty $\Delta$, representing the model error. $\Delta$ is assumed to be known and bounded, and may have a specific structure. The uncertainty structure is captured by defining the set $\Delta$, which is the set of block diagonal matrices with a specified fixed structure:

$$
\Delta = \{ \text{diag}[\delta_1 I_{r_1}, \ldots, \delta_s I_{r_S}, \Delta_1, \ldots, \Delta_F] : \delta_i \in \mathbb{C}, \Delta_j \in \mathbb{C}^{m_j \times m_j}, \|\Delta\| < 1 \} \quad (81)
$$

Hence any matrix in $\Delta$ is block diagonal with two types of blocks: repeated scalar (complex or real) and full blocks. $S, F$ are the number of repeated scalar blocks and full blocks, respectively. The repeated scalar block dimension is $r_i \times r_i$, while the full block dimension is $m_j \times m_j$. 
System Interconnections

The standard control structure of the $H_{\infty}/\mu$ controller design is shown in Figure 4.5 (left), representing the control design problem: the 'generalized plant $P(s)$' contains the nominal system model as well as the system weighting functions representing the design specifications, disturbance spectra, uncertainty and input weightings, etc. The uncertainty $\Delta(s)$ represents the uncertainty model which is assumed to be normalized. Finally, the controller $K(s)$ has to be designed so that the influence of $w$ on $z$ is small. Here $w$ includes external signals that excite the system, such as disturbance, noise and reference signals. The output $z$ contains signals which are to be kept small, such as error and control signals. To illustrate the main idea of design and analysis of a perturbed system, it is useful to define the lower and upper linear fractional transformation (LFT) denoted by $F_l$ and $F_u$, respectively. The closed loop transfer function matrix $N$ between error signals and external inputs, shown in Figure 4.5 (right), is related to $P$ and $K$ by a lower LFT:

$$N = F_l(P, K) = P_{11} + P_{12}K(I - P_{22}K)^{-1}P_{21}$$  \hspace{1cm} (82)

The closed loop $N$ can be partitioned as follow:

$$N = F_l(P, K) = \begin{bmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{bmatrix}$$ \hspace{1cm} (83)

Similarly, the uncertain closed loop transfer function from $w$ to $z$ is related to $N$ and $\Delta$ by an upper LFT:

$$F = F_u(N, \Delta) = N_{22} + N_{21}K(I - N_{11}K)^{-1}N_{12}$$ \hspace{1cm} (84)

To analyze robust stability and performance of $F$, the perturbed close loop system is rearranged with structured uncertainties as shown in Figure 4.6 (right). Now, two important measures will be introduced that are used as performance measure for the $H_{\infty}/\mu$ control configurations.
**H}_\infty\text{-Norm**

A measure for the gain of a stable system \( N \) is the \( H}_\infty \) norm, defined as:

\[
\| N \|_\infty = \sup_{\| u \|_2 > 0} \frac{\| Nu \|_2}{\| u \|_2}
\]  

which can be viewed as the largest possible amplification that \( N \) will induce, given the worst-case input signal \( u(t) \). It is shown by Qu [69], that:

\[
\| N \|_\infty = \sup_{w \in \mathbb{R}} \sigma(N(jw))
\]

where \( \sigma \) denotes the largest singular value. If \( N_{22} \) represents a nominal closed loop system, then \( \| N_{22} \|_\infty \leq 1 \) indicates that the performance requirements have been met (Nominal Performance).

**\( \mu \)-Norm**

An important question is whether a nominal stable transfer function \( N \), as defined in Equation (82) remains stable for all \( \Delta \in \Delta \) and if not, what the smallest size is of a perturbation that can destabilize \( N \). This is defined by the structured singular value \( \mu \):

\[
\mu_\Delta(N_{11})^{-1} = \min_\Delta \{ \sigma(\Delta) | \det(I - N_{11}\Delta) = 0 \text{ for structured } \Delta : \sigma(\Delta) \leq 1 \}
\]

An uncertain closed loop system has been shown in Figure 4.6 where the input \( w \) is to describe the disturbance and reference signals, \( z \) is the output to describe the error signal. Robust stability, nominal performance and robust performance are analyzed as follows:

- Robust stability (RS) is achieved if \( \mu_\Delta(N_{11}(jw)) \leq 1, \forall w \).
- Nominal performance (NP) is achieved if \( \| N_{22}(jw) \| \leq 1, \forall w \).
- Robust performance (RP) is achieved if \( \mu_{\Delta_p}(N(jw)) \leq 1, \forall w \)

where \( \Delta_p = \left\{ \begin{pmatrix} \Delta & 0 \\ 0 & \Delta_p \end{pmatrix} | \Delta \in \Delta, \| \Delta_p \| < 1 \right\} \)

where the performance complex uncertainty \( \Delta_p \) has the performance channel dimension of \((\dim r + \dim d) \times (\dim e + \dim u)\).
**4.4. ρ-OPTIMAL CONTROL**

**Figure 4.6.** A control configuration with extended uncertainty structure.

**H_∞-Optimal Control**

Based on the definition of the $H_∞$ norm it is straightforward to define the $H_∞$-optimal control problem. Assume there is no uncertainty present, see Figure 4.2, such that the control problem can be viewed as:

$$K = \min_K \| F_l(P, K) \|_∞$$

(88)

for stabilizing $K$. There are two problems associated with this definition. First, the controller $K$ that minimizes the $H_∞$ norm is not unique. Secondly, it is not directly solvable. However, it is possible to construct a controller $K$ that satisfies:

$$\| F_l(P, K) \|_∞ < \gamma$$

(89)

for a feasible $\gamma$, where $\gamma$ is the lower bound on the $H_∞$ norm.

**4.4. ρ-Optimal Control**

The next step is to include the uncertainty model into the control design problem and solve:

$$K = \min_K \| F_l(P, K) \|_\rho$$

(90)

The solution of this problem is iterative and referred to as DK-iteration. It starts with the $\rho$ upper bound problem by minimizing the scaled singular value of the closed loop matrix $F_l(P, K)$:

$$\mu_\Delta(F_l(P, K)) \leq \inf_{D(w)\in\mathcal{D}} \sigma(D(w)F_l(P, K)D(w))^{-1}$$

(91)
where \( \mathcal{D} \) is the set of block diagonal matrices whose structure is compatible to that of \( \Delta \) described in Equation (81). \( D(w) \) is a frequency dependent scaling. Thus the \( \mu \) upper bound problem is to minimize:

\[
\min_K \| D(w)F_\mu(P, K)D(w)^{-1} \|_\infty\]  \hfill (92)

over all controllers \( K \) that stabilizes \( P \) and over all functions \( D(w) \in \mathcal{D} \). This problem is solved as follows:

- Solve an \( H_\infty \) optimization problem over all \( K \):

\[
\min_K \| D(w)F_\mu(P, K)D(w)^{-1} \|_\infty\]  \hfill (93)

over all stabilizing \( K \) and let the minimizing controller denoted by \( \hat{K} \). Thus minimizing \( H_\infty \) norm of the scaled maximum singular value of the closed loop system matrix.

**Figure 4.7.** \( \mu \)-Synthesis Control Procedure.
• Minimize \( \mu \) upper bound \( \sigma[D(w)F_i(P, \hat{K})D(w)^{-1}] \) over \( D(w) \) point-wise across frequency. This minimization produces a new scaling function \( \hat{D}(w) \).

• Replace \( D(w) \) with \( \hat{D}(w) \) and return to first step.

The DK-iteration procedure is displayed in Figure 4.7.

4.5. \( H_{\infty} \) Gain Scheduled Control

There are two considerations that motivate the application of robust gain scheduled control, namely:

• In the previous chapter, an \( H_{\infty} \) control is designed in face of the involved parametric uncertainties \( \delta_J \) and \( \delta_V \). The frequency and time domain responses have indicated that the desired performance specifications are not achieved with an acceptable control amplitude.

• The parameters of a reconfigurable robot dynamics such as the inertia \( M(q) \) and damping \( F(\dot{q}) \) parameters are strongly dependent on robot configuration. These variable parameters completely define the operating point of the robot and are assumed to be measured in real time.

These two considerations motivate the design of a control system that is scheduled with the measured parameters \( M(q) \) and \( F(\dot{q}) \) and such that it might provide higher performance for large variation in these parameters. Gain scheduling or linear parameter varying (LPV) techniques are used for controlling LPV systems. An LPV controller consists of designing a linear time invariant LTI controller that is adapting itself when the operating conditions change. In this control method, the system is assumed to depend affinely on a measured vector of time varying parameters. Assuming on-line measurements of these parameters, they can be fed to the controller to optimize the performance and robustness of the closed loop system.

4.5.1. Analysis of LPV Polytopic Systems and Controllers

Linear parameter varying LPV systems are systems whose state-space matrices are fixed functions of a time varying parameter \( \theta(t) \). Hence LPV systems are described
by state-space equations of the form:

\[ \dot{x} = A(\theta(t))x(t) + B(\theta(t))u \]
\[ y = C(\theta(t))x(t) + D(\theta(t))u \]  
(94)

where

\[ \theta(t) = (\theta_1(t), \ldots, \theta_n(t)), \quad a \leq \theta_i(t) \leq b \]  
(95)

is a time varying vector \( \theta(t) \). The state-space matrices of Equation (94) are considered to be affinely dependent on the time varying real parameters vector \( \theta(t) \) of Equation (95). LPV systems can be interpreted as follows:

- They can be viewed as linear time invariant LTI systems subject to time varying parameter uncertainty \( \theta(t) \).
- They can be models of linear time varying systems or result from the linearization of a non-linear system along trajectories of the vector parameter \( \theta(t) \).

The first class of LPV systems falls within the scope of robust controller synthesis. For the second class of LPV systems, the parameter \( \theta_i(t) \) is no longer uncertain and can be on-line measured during the system operation. Consequently, LPV controllers can exploit the available measurements of \( \theta_i(t) \) to improve the resulting performance. It is assumed that the designing controller has the same parameter dependence as the system:

\[ \dot{x}_k = A_k(\theta(t))x_k + B_k(\theta(t))y \]
\[ u = C_k(\theta(t))x_k + D_k(\theta(t))y \]  
(96)

where \( y \) denotes the vector of measurements and \( u \) the control input. By incorporating the parameter measurements, the controller Equation (96) adjusts to the variations in the system dynamics in order to maintain stability and high performance along all parameter trajectories \( \theta(t) \). LPV control synthesis is related to the quadratic \( H_\infty \) performance, in which the controller seeks a single quadratic Lyapunov function to ensure \( H_\infty \) performance for all possible trajectories of the LPV system. Such an approach remains conservative in the face of slowly varying...
parameters, since quadratic Lyapunov techniques allow for arbitrarily fast parameter variations. The underlying concepts (polytopic systems and quadratic $H_\infty$ performance) of the LPV control synthesis are briefly introduced.

**Polytopic Systems**

An LPV system is called polytopic when it can be represented by state-space matrices $A(\theta(t))$, $B(\theta(t))$, $C(\theta(t))$ and $D(\theta(t))$, where the parameter vector $\theta(t)$ ranges over a fixed polytope and the dependence of $A(\cdot)$, $B(\cdot)$, $C(\cdot)$ and $D(\cdot)$ on $\theta$ is affine. The describing matrices of the LPV system Equation (94) are collected into a system matrix:

$$S(\theta(t)) =\begin{pmatrix} A(\theta(t)) & B(\theta(t)) \\ C(\theta(t)) & D(\theta(t)) \end{pmatrix}$$  \hspace{1cm} (97)

and the parameter vector $\theta(t)$ ranges within a box as given by Equation (95). LPV system Equation (97) is called a polytopic system matrix if it ranges within a convex hull of a finite number of vertex systems $S_i$ with fixed dimension matrix:

$$S(\theta(t)) \in Co\{S_1, \ldots, S_r\} = \left\{ \sum_{i=1}^r \alpha_i S_i, \ \alpha_i \geq 0, \ \sum_{i=1}^r \alpha_i = 1 \right\}$$  \hspace{1cm} (98)

where $S_1, \ldots, S_r$ are the vertex (frozen) systems.

**Quadratic $H_\infty$-Control Performance**

The performance of an LPV system is assessed by using the energy gain ($L_2$-induced norm) as:

$$\|z\|_{L_2} < \gamma \|w\|_{L_2}$$  \hspace{1cm} (99)

This $H_\infty$ performance condition can be rewritten as:

$$\int_0^\infty \|z(t)\|^2 dt \leq \gamma^2 \int_0^\infty \|w(t)\|^2 dt$$  \hspace{1cm} (100)
An LPV system has a quadratic $H_\infty$ performance $\gamma$ if and only if there exists a single positive definite matrix $X > 0$ such that:

$$
\begin{pmatrix}
A(\theta(t))^T X + XA(\theta(t)) & XB(\theta(t)) & C(\theta(t))^T \\
B(\theta(t))^T X & -\gamma I & D(\theta(t))^T \\
C(\theta(t)) & D(\theta(t)) & -\gamma I
\end{pmatrix} < 0
$$

(101)

for all admissible values of the parameter vector $\theta(t)$. Then the single quadratic Lyapunov function $V(x) = x^T X x$ establishes global asymptotic stability, and the $L_2$-gain of the LPV system is bounded by $\gamma$ along all possible parameter trajectories $\theta(t)$. The bounded real lemma Equation (101) imposes an infinite number of constraints that are difficult to solve. Using the convexity property of polytopic systems Equation (98), this condition can be reduced to a finite set of LMIs constraints given as:

$$
\begin{pmatrix}
A_i^T X + XA_i & XB_i & C_i^T \\
B_i^T X & -\gamma I & D_i^T \\
C_i & D_i & -\gamma I
\end{pmatrix} < 0, \quad X > 0, \quad \text{for } i = 1, \cdots, r
$$

(102)

### 4.5.2. Synthesis of LPV Polytopic Controllers

LPV control is applicable to time varying and non-linear systems whose linearized dynamics are approximated by an affine parameter dependent system in the form of:

$$
\begin{align*}
\dot{x} &= A(\theta(t))x + B_1(\theta(t))w + B_2(\theta(t))u \\
z &= C_1(\theta(t))x + D_{11}(\theta(t))w + D_{12}(\theta(t))u \\
y &= C_2(\theta(t))x + D_{21}(\theta(t))w + D_{22}(\theta(t))u
\end{align*}
$$

(103)

where the time varying parameter vector $\theta(t)$ ranges within a known interval. $w \rightarrow z$ is the channel to describe the performance specifications. The system
Equation (103) is further assumed to be polytopic:

\[
\begin{bmatrix}
A(\theta(t)) & B_1(\theta(t)) & B_2(\theta(t)) \\
C_1(\theta(t)) & D_{11}(\theta(t)) & D_{12}(\theta(t)) \\
C_2(\theta(t)) & D_{21}(\theta(t)) & D_{22}(\theta(t))
\end{bmatrix} \in \mathcal{C}_0
\]

\[
\begin{bmatrix}
A_i & B_{1i} & B_{2i} \\
C_{1i} & D_{11i} & D_{12i} \\
C_{2i} & D_{21i} & D_{22i}
\end{bmatrix}, i = 1, 2, \ldots, r
\]

(104)

where \(A_i, B_{1i}, \ldots\), denote the values of \(A(\theta(t)), B_1(\theta(t)), \ldots\), at the polytope vertices. The system matrix dimensions are given by:

\[
A(\theta(t)) \in \mathbb{R}^{n \times n}, \quad D_{11}(\theta(t)) \in \mathbb{R}^{n_1 \times m_1}, \quad D_{22}(\theta(t)) \in \mathbb{R}^{p_2 \times m_2}
\]

(105)

Then an LPV polytopic controller of the form Equation (96) can be employed to assure the quadratic \(H_\infty\) performance \(\gamma\) of the resulting closed loop system:

\[
\dot{x}_{cl} = A_{cl}(\theta(t))x + B_{cl}(\theta(t))w \\
z = C_{cl}(\theta(t))x + D_{cl}(\theta(t))w
\]

(106)

where

\[
A_{cl}(\theta(t)) = 
\begin{bmatrix}
A(\theta(t)) + B_2(\theta(t))D_k(\theta(t))C_2(\theta(t)) & B_2(\theta(t))C_k(\theta(t)) \\
B_k(\theta(t))C_2(\theta(t)) & A_k(\theta(t))
\end{bmatrix}
\]

\[
B_{cl}(\theta(t)) = 
\begin{bmatrix}
B_1(\theta(t)) + B_2(\theta(t))D_k(\theta(t))D_{21}(\theta(t)) \\
B_k(\theta(t))D_{21}(\theta(t))
\end{bmatrix}
\]

\[
C_{cl}(\theta(t)) = 
\begin{bmatrix}
C_1(\theta(t)) + D_{12}(\theta(t))D_k(\theta(t))C_2(\theta(t)) & D_{12}(\theta(t))C_k(\theta(t))
\end{bmatrix}
\]

\[
D_{cl}(\theta(t)) = 
\begin{bmatrix}
D_{11}(\theta(t)) + D_{12}(\theta(t))D_k(\theta(t))D_{21}(\theta(t))
\end{bmatrix}
\]

(107)

Synthesis of an LPV control is to ensure the following:

- The resulting polytopic closed loop system Equation (106) is enforced to be stable over the entire parameter polytope and for arbitrary parameter variations.
- The \(L_2\)-induced norm of the performance channel \(w \rightarrow z\) is bounded by \(\gamma\) for all possible trajectories within the parameter vector \(\theta(t)\).
4.5.3. Analysis of LPV Systems with LFT System Description

In this section, the analysis of LPV systems based on the linear fractional transformation LFT systems description will be introduced. The LPV system (103) can be represented by the upper LFT interconnection as:

\[
\begin{bmatrix}
 z \\
 y
\end{bmatrix} = F_u(P(s), \Theta(t)) \begin{bmatrix}
 w \\
 u
\end{bmatrix}
\]

(108)

where \( P(s) \) is an LTI system and \( \Theta(t) \) is a block diagonal time varying matrix with the block-diagonal structure:

\[
\Theta(t) = \text{diag}(\theta_1(t)I_{r_1}, \cdots, \theta_k(t)I_{r_k})
\]

(109)

\[
\begin{bmatrix}
 x \\
 z_u \\
 z_p \\
 y
\end{bmatrix} =
\begin{bmatrix}
 A & B_u & B_p & B_1 \\
 C_u & D_{uu} & D_{up} & D_{u1} \\
 C_p & D_{pu} & D_{pp} & D_{p1} \\
 C_1 & D_{1u} & D_{1p} & D_{11}
\end{bmatrix}
\begin{bmatrix}
 x \\
 w_u \\
 w_p \\
 u
\end{bmatrix}
\]

(110)

Figure 4.8. The structure of the LPV system and control using Linear Fractional Transformation (LFT) description system.

The LPV system structure with LFT interconnection is shown in Figure 4.8. In this control structure, the LTI system \( P(s) \) can be written in state-space form as:
where \( A \in \mathbb{R}^{n \times n}, D_{uu} \in \mathbb{R}^{r \times r}, D_{pp} \in \mathbb{R}^{z_p \times w_p}, D_{11} \in \mathbb{R}^{p_1 \times m_1} \), with time varying parameters entering as

\[
w_u = \Theta(t) z_u \tag{111}\]

The LTI system associated with the state-space form Equation (110) can be written as:

\[
\begin{bmatrix}
z_u \\
z_p \\
y
\end{bmatrix} =
\begin{bmatrix}
P_{uu}(s) & P_{up}(s) & P_{u1}(s) \\
P_{pu}(s) & P_{pp}(s) & P_{p1}(s) \\
P_{1u}(s) & P_{1p}(s) & P_{11}(s)
\end{bmatrix}
\begin{bmatrix}
w_u \\
w_p \\
u
\end{bmatrix}
\tag{112}
\]

where \( w_u \to z_u \) is to capture the influence of the parameters, and \( w_p \to z_p \) is interpreted as the performance channel. Now, the LPV system Equation (108) can be written in terms of uncertain LTI system with \( \Theta(t) \) entering as:

\[
\begin{bmatrix}
z_p \\
y
\end{bmatrix} = F_u(P(s), \Theta(t)) \begin{bmatrix} w_p \\ u \end{bmatrix}
\]

\[
= \begin{bmatrix} P_{pp} & P_{p1} \\ P_{1p} & P_{11} \end{bmatrix} + \begin{bmatrix} P_{pu} \\ P_{1u} \end{bmatrix} \Theta(t)(I - P_{uu})^{-1} \begin{bmatrix} P_{up} & P_{u1} \end{bmatrix}
\tag{113}
\]

Consistently with (108), an LPV controller is selected as follows:

\[
u = F_l(K(s), \Theta(t))y
\tag{114}\]

where the LTI controller system:

\[
K(s) = \begin{bmatrix} K_{11}(s) & K_{1c}(s) \\ K_{c1}(s) & K_{cc}(s) \end{bmatrix}
\tag{115}\]

specifies the LFT dependence of the controller on the measured parameters \( \theta(t) \). The resulting closed loop system from the exogenous input \( w_p \) to the controlled output \( z_p \) is given by:

\[
z_p = F_l(F_u(P, \Theta(t)), F_l(K, \Theta(t)))w_p
\tag{116}\]
4.6. Linear Control Applications (Simulation Results)

4.6.1. Application of Mixed Sensitivity $H_\infty$ Control (Simulation and Results)

The Bosch Scara robot with RRT kinematic structure is considered based on the experimental setup published in [73]. The first two joints and links are shown in Figure 4.9 and the third joint is considered to be mechanically decoupled from the motions of the other joints. The inertia and Coriolis matrices are given as follows:

\[
M(\theta) = \begin{bmatrix}
I_1 + 2I_2 \cos(\theta_2) & I_3 + I_2 \cos(\theta_2) \\
I_3 + I_2 \cos(\theta_2) & I_3
\end{bmatrix}
\]

(117)

\[
C(\theta, \dot{\theta}) = \begin{bmatrix}
-2I_2 \sin(\theta_2)\dot{\theta}_1 \dot{\theta}_2 - I_2 \sin(\theta_2)\dot{\theta}_1^2 \\
I_2 \sin(\theta_2)\dot{\theta}_1^2
\end{bmatrix}
\]

(118)

The complete system of the first two links is shown in Figure 4.9, including servo motors with gearboxes, and the dynamic cross-coupling torques (Coriolis effects). A spring-damper is introduced to model the torsion stiffness of the robot shaft between each DC motor and the link. The dynamic coupling appears in the joint systems as torques on the joint axes and is considered as an independent disturbance torque. The nominal values of the robot parameters are estimated at the null position of the first two joints shown in Figure 4.10 and given in Table A.1. The state equations of the first link is derived as follows:

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{1}{J_{L1}} (K_s x_3 + D_s N_1 x_4 - F_{v1} x_2 + \tau_{DL}) \\
\dot{x}_3 &= N_1 x_4 - x_2 \\
\dot{x}_4 &= \frac{1}{J_{m1}} (K_{m1} x_5 - N_1 k_5 x_3 - F_{v1} x_4) \\
\dot{x}_5 &= \frac{1}{L_{m1}} (-R_{m1} x_5 - K_{m1} x_4 + x_6 + K_{p12} u - K_{p12} x_5) \\
\dot{x}_6 &= -k_{i12} x_5 + k_{i12} u \\
y &= x_1
\end{align*}
\]
4.6. LINEAR CONTROL APPLICATIONS (SIMULATION RESULTS) 71

Figure 4.9. Model of first two links and servo motors of the Bosch Scara robot.

Figure 4.10. Schematic top view of the Bosch Scara robot in null position.

The state space and model description of the Bosch Scara robot are given in Appendix B, in which the input $u$ is the motor torque and the output $y$ is the joint angle of first link. Mixed sensitivity $H_\infty$ controllers are designed and analyzed based on this model in Subsection 4.6.1.
For the nominal model derived in equation (119), the input weight is selected to be about 1 or less to bound the magnitude of the input signal, and therefore a simple weight \( w_u = 1 \) is selected. The performance weight is selected in the form:

\[
wp_1 = \frac{s/M + w_B}{s + w_B A}; \quad M = 1.5, \; w_B = 10, \; A = 10^{-4}
\]  

(120)

The value \( w_B = 10 \) has been selected to achieve approximately the desired crossover frequency \( w_c = 10 \text{ rad/s} \). The \( H_\infty \) problem is solved with the \( \mu \)-toolbox in Matlab. The simulation results are as follows: An optimal \( H_\infty \) norm of 0.9856, so the weighted sensitivity requirements are almost satisfied with \( \|S\|_\infty = 1.15, \|T\|_\infty = 1.0 \) and \( w_c = 9.96 \text{ rad/s} \). This design shows the tracking is very good as shown by curve \( y_1 \) in Figure 4.12 (Up), but from the curve \( y_1 \) in Figure 4.12 (down), the disturbance response is very sluggish. In case of the disturbance rejection is the main concern, a performance weight can be selected to specify higher gains at low frequencies:

\[
wp_2 = \frac{(s/M^{1/2} + w_B)^2}{(s + w_B A^{1/2})^2}; \quad M = 1.5, \; w_B = 10, \; A = 10^{-4}
\]  

(121)

The inverse of this weight is shown in Figure 4.11 and from the dashed line to cross 1 in magnitude at about the same frequency as weight \( w_{p1} \), but specifies tighter control at lower frequencies. With the weight \( w_{p2} \), the design with an \( H_\infty \)-optimal norm of 1.32, is yielding \( \|S\|_\infty = 1.35, \|T\|_\infty = 1.3 \) and \( w_c = 15.30 \text{ rad/s} \). In conclusion, the first design is best for reference tracking whereas design 2 is best for disturbance rejection.

### 4.6.2. Application of \( H_\infty \) Control (Simulation and Results)

The parameter variation and structural dynamics are important properties of the reconfigurable dynamic system described by Equation (71). The inertia variations and the nonlinear behavior of the viscous friction can be modeled as parametric uncertainties bounded with upper and lower limit values. The nominal values of these parameters are measured and given in Tables (A.1 and A.2) for different joints links of the robot. The dynamic coupling affects the first link. The Coriolis torque, cross coupling inertia, and centrifugal torques are regarded as disturbance torque \( \tau_{LD_1} \). Figure 4.13 shows that the uncertain parts of the viscous friction (damping
Figure 4.11. Inverse of performance weight (dashed line) and the resulting sensitivity function (solid line) for two $H_\infty$ designs (1 and 2) for disturbance rejection.

Figure 4.12. Closed loop step responses for two alternative designs (1 and 2) for disturbance rejection problem.

part) and link inertia are pulled out of the nominal system. The inertia variation of the first link is given in Table A.3 for different joint positions ($\theta_2 = 0, \theta_2 = \pi$) of link 2. These variations are modeled as multiplicative uncertainty as is the friction. The state equations of the perturbed first link system is derived as follows:

$$\dot{x}_1 = x_2$$
$$\dot{x}_2 = q_1 + \frac{1}{J_{L1}} (K_s x_3 + D_s N_1 x_4 - F_{v1} x_2 - q_2 + \tau_{DL1})$$
Figure 4.13. Derived block diagram of the first link of the Bosch Scara robot.

\[
\begin{align*}
\dot{x}_3 &= N_1 x_4 - x_2 \\
\dot{x}_4 &= \frac{1}{J_{m1}} (K_{m1} x_5 - N_1 k_5 x_3 - F_{e1} x_4) \\
\dot{x}_5 &= \frac{1}{L_{m1}} (-R_{m1} x_5 - K_{m1} x_4 + x_6 + K_{p12} u - K_{p12} x_5) \\
\dot{x}_6 &= -k_{i12} x_5 + k_{i12} u \\
\end{align*}
\]

The outputs of the perturbed system are:

\[
\begin{align*}
y &= x_1 \\
p_1 &= q_1 + \frac{1}{J_{L1}} (K_s x_3 + D_s N_1 x_4 - F_{e1} x_2 - q_2 + \tau_{DL}) \\
p_2 &= x_2
\end{align*}
\]

Then, the state space representation is cast as follows:

\[
\begin{bmatrix}
\dot{x} \\
y
\end{bmatrix} =
\begin{bmatrix}
A & B_1 & B_2 \\
C_1 & D_{11} & D_{12} \\
C_2 & D_{21} & D_{22}
\end{bmatrix}
\begin{bmatrix}
x \\
u
\end{bmatrix}
\]

The system \(G(s)\) includes all nominal parameter values of the model with diagonal uncertainty matrix \(\Delta = \text{diag}(\delta_J, \delta_V)\) as shown in Figure 4.14. The matrix \(\Delta\) is unknown and called the uncertainty matrix and has a fixed diagonal structure. The frequency response of the perturbed open loop system is computed for different values of the perturbed parameters for \(-1 \leq \delta_J, \delta_V \leq 1\) as shown in Figure 4.15.
Design Requirements of Closed Loop System

The design objective is to find a feedback control $u(s) = K(s)y(s)$ which ensures the following properties of the closed loop system.

Nominal Stability and Performance

The controller design should make the closed loop system internally stable and the required performance should be achieved for the nominal system $G(s)$ by minimizing the following objective criterion:

$$\| W_p(I + GK)^{-1} \|_\infty < 1$$

where $S = (I + GK)^{-1}$ is the sensitivity function of the nominal system, and $W_p, W_u$ are weighting functions chosen to represent the frequency characteristics.
of the disturbance $d$ and the input control level. The simulation results shown in Figure 4.16 indicate that the norm inequality has been satisfied and the closed loop system has reduced the effect of the disturbance $\tau_{LD1}$ achieving the required performance.

**Selection of Weighting Functions**

The weighting functions $w_p$ and $w_u$ are used to reflect the relative significance of the performance requirements over the frequency ranges. Finding appropriate weighting function is a crucial step in robust controller design and needs a few trials. The selected performance weighting function is a scalar function as:

$$W_p(s) = 0.95\frac{s^2 + 1.8s + 10}{s^2 + 8s + 0.01}$$

which ensures for disturbance rejection and good transient response (settling time less than 10 and overshoot less that 20% for the nominal system). The control weighting function $W_u$ is chosen as scalar $W_u = 10^{-2}$.

**$H_\infty$-Controller Design**

An $H_\infty$ controller is designed using the system connection shown in Figure 4.17. The generalized plant $P(s)$ includes the performance and uncertainty weightings. The inputs to the plant are $u_\Delta, d, r, u$ and the outputs are $y_\Delta, e_p, e_u, y$. The controller minimizes the norm of $F_l(P, K)$ over all stabilizing controllers, where the
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Figure 4.17. \( H_\infty \) control structure.

The transfer function matrix \( F_t(P, K) \) is:

\[
\begin{bmatrix}
  d \\
  r
\end{bmatrix} = F_t(P, K) \begin{bmatrix}
  e_p \\
  e_u
\end{bmatrix}
\]  

To achieve the desired performance of disturbance rejection (or tracking reference), it is necessary to satisfy the inequality \( \|W_p(I + GK)^{-1}\|_\infty < 1 \). Since \( W_p \) is a scalar function, the singular values of the sensitivity function \( (I + GK)^{-1} \) over the frequency range must lie below that of \( \frac{1}{w_p} \). This indicates \( \|W_p(I + GK)^{-1}\|_\infty < 1 \) if and only if for all frequencies \( \sigma[(I + GK)^{-1}(jw)] < |1/W_p(jw)| \). Figure 4.18 shows that the sensitivity function is below the performance weighting function for all frequencies.

Analysis of Closed Loop System with \( H_\infty \)-Controller

The robust stability has been analyzed based on the perturbed closed loop transfer function matrix \( F_t(P, K) \). Since the uncertainty considered is structured, verification of the robust stability and robust performance needs the frequency response in terms of \( \mu \) values. To achieve robust stability it is necessary that the transfer function matrix \( (I - N_{11}K)^{-1} \) Equation (84) is not singular. This implies that the \( \mu(N_{11}) \) must be less than one over the frequency range and that the closed
The loop system with $H_{\infty}$ control achieves robust stability as shown in Figure 4.19. The maximum value of $\mu$ is 0.90675 which implies that the structured perturbations with norm less than $\frac{1}{0.90675}$ are allowable, i.e., the stability maintains for $\|\Delta\|_{\infty} < \frac{1}{0.90675}$. The nominal performance of the closed loop system is analyzed by means of the frequency response of the $(N_{22})$ Equation (84). The nominal stability is achieved if and only if $\mu(N_{22}) < 1$ for all frequency range. The robust performance of the closed loop system with $H_{\infty}$ control is also tested by means of $mu$-analysis. The block uncertainty structure includes $2 \times 2$ diagonal parametric uncertainty block and $1 \times 2$ performance block as follows:
The robust performance of the closed loop system is achieved if and only if is less than one for each frequency. The frequency responses showing the nominal and robust performance are plotted in Figure 4.20. The frequency responses indicate that the system achieves the nominal performance with $\mu(N_{22}) < 1$ but fails to satisfy the robust performance criterion. From the calculations, the nominal performance has maximum of 0.94998 while the $\mu$ curve (blue dotted line is the $\mu$ value and the red dotted line is the maximum singular value) for the robust performance has a maximum of 1.7584. With respect to the robust performance, the size of perturbation matrix $\Delta$ must be limited to $\|\Delta\|_\infty \leq \frac{1}{1.7584}$ to ensure the perturbed performance function satisfying:

$$\mu_{\Delta}(N) < 1, \forall (w, \tilde{\Delta})$$

The frequency responses of the perturbed closed loop systems are shown in Figure 4.21. The step and disturbance responses are shown in Figures 4.22 and 4.23, respectively. In both cases, the overshoot does not exceed 20% which demonstrates satisfactory performance in the presence of parametric perturbations.
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4.6.3. Application of $\mu$-Synthesis Control and DK Iterations (Simulation and Results)

The uncertainty block $\Delta$ given in Equation (128) is diagonal and corresponding to the inertia and viscous damping uncertainties of the robot link. The block $\Delta_p$ is an uncertainty block that is introduced to represent the performance requirements in the control structure of the $\mu$-approach. The following optimization problem
is formed to minimize the upper bound of $\mu$ values which in turn reduced the maximum value of $\mu$.

$$\min_{K} \min_{D_l(s), D_r(s)} \| D_l(s) F_l(P, K) D_r^{-1} \|_{\infty}$$  \hspace{1cm} (129)$$

where

$$D_l(s) = \begin{bmatrix} d_1(s) & 0 & 0 \\ 0 & d_2(s) & 0 \\ 0 & 0 & d_3(s)I_2 \end{bmatrix}$$  \hspace{1cm} (130)$$

and

$$D_r(s) = \begin{bmatrix} d_1(s) & 0 & 0 \\ 0 & d_2(s) & 0 \\ 0 & 0 & d_3(s)I_2 \end{bmatrix}$$  \hspace{1cm} (131)$$

where $d_1(s), d_2(s)$ and $d_3(s)$ are scaling transfer functions. Then, $\mu$-synthesis is to find a minimum value of the cost function and construction of a stabilizing controller $K$ such that for each frequency $w \in [0, \infty]$ the structured singular value satisfy the condition:

$$\mu_{\Delta}[F_l(P, K)(jw)] < 1$$  \hspace{1cm} (132)$$

Satisfying the above condition ensures robust performance of the resulting closed loop.
Robust Stability and Performance of $\mu$-Control

$\mu$-Control has been employed to achieve robust stability and performance against structured uncertainties. From the iteration summary, it is seen that the value of $\gamma$ decreases to 0.97, which means that the robust performance has been achieved.

### Iteration Summary

<table>
<thead>
<tr>
<th>Iteration #</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Controller Order</td>
<td>17</td>
<td>15</td>
<td>15</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Total D-Scale Order</td>
<td>12</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Gamma Achieved</td>
<td>1.020</td>
<td>1.013</td>
<td>1.016</td>
<td>1.013</td>
<td>1.01</td>
</tr>
<tr>
<td>Peak mu-Value</td>
<td>1.021</td>
<td>1.012</td>
<td>1.007</td>
<td>1.000</td>
<td>0.97</td>
</tr>
<tr>
<td>MU iteration number:</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The nonlinear properties of the inertia and viscous parameters are modeled as parametric uncertainties in addition to full block representing the performance channels. Figure 4.24 shows the sensitivity function of the closed loop system with the 13th-order controller. The sensitivity function is below the inverse of the performance weighting function, which implies that the nominal performance is achieved. The robust stability of the closed loop system is analyzed by the magnitude of the upper and lower bounds of $\mu$ as shown in Figure 4.25. The robust stability of the closed loop system is achieved since the maximum value of $\mu$ is equal to 0.49734. i.e. the system stability is preserved for $\|\Delta\|_\infty < \frac{1}{0.49734}$. The frequency responses of the nominal and robust performance criteria are obtained as shown in Figure 4.26.

The maximum value of $\mu$ in the robust performance analysis is 0.97512. This means that the closed loop system with $\mu$-controller achieves robust performance since:

$$
\left\| \frac{W_p(I + GK)^{-1}}{W_uK(I + GK)^{-1}} \right\|_\infty < 1
$$

(133)
Figure 4.24. Sensitivity and weighting functions of Mu-Control.

Figure 4.25. Robust stability of Mu-control.

Figure 4.26. Nominal and robust performance of Mu-Control.
for every diagonal $\Delta$ with $\|\Delta\|_\infty < 1$. The frequency response of the sensitivity functions of the perturbed closed loop systems Figure 4.27, shows the robust properties of system with the $\mu$-controller. These responses remain below the frequency response of the inverse of the performance weighting function. The magnitude response of the weighted mixed sensitivity function Equation (133) are shown in Figure 4.28.

**Figure 4.27.** Sensitivity functions of perturbed systems with Mu-Control.

**Figure 4.28.** Performance of perturbed systems with Mu-Control.
The robust performance has been satisfied for all perturbed systems, because the magnitudes over frequency range are below 1. The frequency responses of the perturbed closed loop systems are shown in Figure 4.29. We see from the figure that the closed loop perturbed systems maintain their magnitude over a wider frequency bandwidth. This would expect faster responses with the designed closed loop system. Figures 4.30 and 4.31 show the transient responses of the closed loop system to reference and disturbance inputs, respectively. Comparing with the responses Figures 4.22 and 4.23, we see that the $\mu$-controller ensures smaller overshoot (10 %) while maintaining the similar settling time. Figure 4.32 shows the transient responses (to input reference) of a family of perturbed closed loop systems with $\mu$-controller. In all cases the overshoot does not exceed 20 % which demonstrates satisfactory performance in the presence of parametric perturbations.
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Figure 4.30. Transient response to step reference input with Mu-Control.

Figure 4.31. Transient response to disturbance input with Mu-Control.

Figure 4.32. Transient responses of perturbed closed loop with Mu-Control.
4.6.4. Comparison of $H_\infty$ and $\mu$-Controllers

In this subsection, a comparison between $H_\infty$ and $\mu$ controller are given based on criteria such as robust stability, nominal and robust performance. The comparison of the designed systems with $H_\infty$ and $\mu$ controller begins with the frequency responses of these controllers. $\mu$-control is characterized by larger gains in the frequency range above 10 rad/s compared with the $H_\infty$ control as shown in Figure 4.33. The phase response are close to each other up to 3 rad/s and after that frequency the $\mu$ controller continues to introduce a larger phase delay. The closed loop system with the $H_\infty$ and $\mu$ controllers are characterized by larger bandwidth that leads to faster dynamics in response to reference inputs as shown in Figure 4.34.

![Bode plots of H-infinity and Mu controllers](image)

**Figure 4.33.** Frequency responses of $H_\infty$ and $\mu$-controllers.
Figure 4.34. Frequency responses of closed loop systems.

Figure 4.35. Comparison of robust stability of $H_\infty$ and $\mu$-controllers.

The comparison of robust stability is shown in Figure 4.35. The frequency response of $\mu$ curve shows lower amplitude that the $H_\infty$ control. Therefore, the system with the $\mu$ controller allows larger norm of perturbations and maintaining the robust stability. Figure 4.36 shows the nominal performance amplitude using $\mu$ controller is less the $H_\infty$ curve, resulting better performance. The $\mu$ values over the
frequency for the two controller are plotted in Figure 4.37. The curves confirm that
the system with $H_\infty$ controller does not achieve the robust performance criteria. The $\mu$ curve is less than one which indicates that the robust performance has been achieved against the specified structured uncertainties.

Figure 4.36. Comparison of nominal performance of $H_\infty$ and $\mu$-controllers.

Figure 4.37. Comparison of robust performance of $H_\infty$ and $\mu$-controllers.
In summary, the two controllers ensure robust stability of the closed loop system with respect to the parametric perturbations that included in the $2 \times 2$ diagonal uncertainty matrix. However, the closed loop system performance varies in a different manner than the action of these diagonal uncertainties. In the following, the worst-case perturbation is determined with respect to performance and to compare the two systems when the norm of perturbations increases. The results in Figure 4.38 show that the $\mu$ ensure robust performance for large perturbations. The performance of the closed loop system deteriorate rapidly with the increasing of perturbation magnitude in case of $H_\infty$ controller. From the simulations above, using $\mu$-controller in case of structured uncertainties will always produce more more satisfactory performance and less conservative controller.

**4.6.5. Order Reduction of $\mu$ Control**

As given in the iteration summary, the order of the $\mu$-controller is 13, which makes it difficult to implement. The Hankel-norm approximation method is used and implemented to reduce the $\mu$-controller order. Applying the method, generates a balanced realization by removing the unobservable and uncontrollable modes, if the system is not minimal. The Hankel singular values of the system can be used in selecting the order of reduced controller.
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\[
\text{SVD}(H) = \\
2.869862534849350 \\
0.286015061736286 \\
0.173452442893747 \\
0.119289861739874 \\
0.006086495977984 \\
0.000706061440223 \\
0.000259732952475 \\
0.000067884568817 \\
0.000066859740534 \\
0.000025222140549 \\
0.000024129302080 \\
0.00003363897582 \\
0.00002670567341 \\
0.00000242490855 \\
0.00000022118556 \\
0.00000003521916 \\
0.000000002664316
\]

some of these values are very small, which implies that the controller (13th-order) can be greatly reduced. A 4th-order reduced controller is tested and plotted with full order one in Figure 4.39. Actually, a 3rd-order controller has been tried as well, but a noticeable differences in the frequency responses in the range $10^{-1} - 10^1$ rad/s. The system matrices of this fourth order controller are:

\[
A_k = \\
1.0e+007 * \\
-1.10885243042 -0.20413296615 -0.00661216668 0.00001181105 \\
0 -0.01072683827 -0.00000616026 0.000000087279 \\
0 0 -0.00008493253 0.00000009118 \\
0 0 0 -0.00000000012
\]

\[
B_k = 
\]
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\[ C_k = 1.0 \times 10^3 \times \begin{bmatrix} 2.51310707644 & 0.29103575422 & -0.00129673347 & -0.00008032023 \\ 0.173155981648059 & 0.016190561288115 & -0.000084889826165 & 0.00567015468 \end{bmatrix} \]

\[ D_k = 0.00567015468 \]

The frequency responses coincide with each other for low frequencies which implies that the same closed loop performance for both controllers. The transient responses of the closed loop systems with full and reduced order are indistinguishably comparing the Figure 4.39 with Figure 4.30. Obviously, the implementation of the 4th order controller is much easier compared to the 13th order one.

**Figure 4.39.** Frequency responses of full and reduced order controllers.
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4.6.6. Application of LPV Control (Simulation and Results)

In this subsection, an LPV polytopic control is designed for the LPV linear system given in Equation (119) with two parameters configuration dependent $M(q)$ and $F(\dot{q})$. These two coefficients, given in Table A.3, satisfy $M(q) \in [M_{\min}, M_{\max}]$ and $F(\dot{q}) \in [F_{\min}, F_{\max}]$. Assuming that $M(q)$ and $F(\dot{q})$ are on-line measurable parameters, the controller is allowed to incorporate these measurements in the same fashion as the system. The resulting LPV controller exploits all the available measurements of $M(q)$ and $F(\dot{q})$ to provide a smooth and automatic gain scheduling. The LPV control design procedure is similar to the $H_\infty$ loop shaping approach except that the closed loop functions are now parameter dependent. The LPV control structure displayed in Figure 4.41 consists of the LPV linear system $P(\theta(t))$ and three LPV polytopic controllers. The reference velocity $\dot{q}_d$ and position $q_d$ are fed directly to the LPV feedforward controllers $K_1(\theta(t))$ and $K_2(\theta(t))$, respectively, while the robot configuration position $q$ is fed back to the LPV feedback controller $K_3(\theta(t))$. The LTI performance function $W_p$ is chosen to weight the resulting error $e$ between the reference position $q_d$ and measured joint angle position $q$. The function $K_3(\theta(t))S(\theta(t))$ is weighted using an LTI input weighting function $W_u$ to ensure robustness against unmodeled dynamics. The LPV control objectives are as follows:

1. To get internal stability of the closed loop system.
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Figure 4.41. LPV control structure includes the LPV system $P(\theta(t))$, performance weighting functions $W_p$, robustness function $W_u$, and LPV polytopic controllers ($K_1(\theta(t)), \ldots, K_3(\theta(t))$) and input filter $W_f$.

(2) To enforce the performance and robustness requirements by minimizing the $L_2$-gain of the closed loop performance channel.

These objectives should be satisfied for the time varying trajectories $M(q)$ and $F(\dot{q})$. The design procedure is performed with describing the LPV system $P(\theta(t))$ Equation (119) by two affine parameter-dependent models. Using the LPV loop shaping procedure, the resulting LPV polytopic system is placed within a polytope convex hull of four vertex systems $Co\{P_i, i = 1, \ldots, 4\}$. The vertices $P_i$ are the values of $P(\theta(t))$ at the four vertices (the four corners $P_1, \ldots, P_4$) of the following parameter box:

$$
p_1 = \begin{bmatrix} M_{\text{max}} \\ F_{\text{max}} \end{bmatrix}, \quad p_2 = \begin{bmatrix} M_{\text{min}} \\ F_{\text{max}} \end{bmatrix}
$$

$$
p_3 = \begin{bmatrix} M_{\text{max}} \\ F_{\text{min}} \end{bmatrix}, \quad p_4 = \begin{bmatrix} M_{\text{min}} \\ F_{\text{min}} \end{bmatrix}
$$

(134)

The LPV synthesis problem illustrated in Figure 4.41 is solved using the Matlab/LMI control toolbox. To solve this problem, the input should be parameter independent [43]. This condition is satisfied by prefiltering the control input $u$.
with a high pass filter $W_f$ as follows:

$$W_f = \frac{(s + 2\pi \cdot 100 \cdot 0.4)}{(1/2000 \cdot s + 2\pi \cdot 100)}$$

The optimization problem is to find an LPV controller to minimize

$$\left\| \begin{array}{c} W_p S \\ W_u KS \end{array} \right\|_{L_2}$$

(135)

**Weight Selection**

The performance weighting functions $W_p$ and $W_u$ are designed to enforce the performance and robustness specifications in Equation (135). An appropriate scaling of the system has been performed so that the input about or less than one in magnitude, and therefore select a simple input weight $W_u = 1$. The performance weight is chosen in a form as follows:

$$W_p = \frac{(s/M + w_c)}{s + w_c A}$$

(136)

The value $w_c = 10$ has been selected to achieve approximately the desired crossover frequency $w_c$ of 10 $rad/s$. The steady state error requirement is determined by the selection of the parameter value of $A$, which is chosen to be $A = 10^{-4}$.

**Analysis of LPV Control Design**

The two parameter $M(q)$ and $F(\dot{q})$ are frozen to some values in the parameter box specified in Equation (134). The LPV close loop system is simulated for frozen parameters 10%, 30%, 60% and 90% of their nominal values. The step response of the gain scheduled system is simulated along the following spiral parameter trajectory shown in Figure 4.42:

$$M(q) = 2.25 + 1.7e^{-4t} \cos(100t)$$

$$V(q) = 50 + 49e^{-4t}\sin(100t)$$

(137)

The step response shown in Figure 4.43 indicates the the performance requirements are satisfied in terms of the steady state and speed of response.
Figure 4.42. Parameter trajectory.

Figure 4.43. Step response of the LPV closed loop system.
CHAPTER 5

Nonlinear Control

In Chapter 5, the mechanical nonlinearities of the robot arm have been considered as torque disturbance within bounded limits between $13.01 \leq \tau_{LD} \leq 53.32$. Optimal robust controllers were created for a linearized robot, such that the controlled system can track the desired pose with a sufficiently high bandwidth. In fact, the nonlinearity inherent in the arm dynamics is so dominant and influences the arm performance enough that it promotes the development of control approaches that incorporate it into the control design process. The theory that will be treated here provides a tool for reducing the influence of the nonlinearities of the arm dynamics by means of feedback. Feedback linearization control is regarded as inner loop control; a robust nonlinear control has been designed to drive the error dynamics to a sliding surface, achieving high tracking performance of the robotic arm.

General Properties of Nonlinear Arm Dynamics

The general model of an $n$-joint robotic arm considered in this chapter is rewritten and explained as follows:

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + F(\dot{q}) + \tau_d = \tau$$  \hspace{1cm} (138)

where $q \in \mathbb{R}^n$ is the joint coordinate vector, $M(q) \in \mathbb{R}^{n \times n}$ is the inertia matrix, $C(q, \dot{q}) \in \mathbb{R}^n$ describes the centrifugal and Coriolis forces, $G(q) \in \mathbb{R}^n$ is the gravity, $F(\dot{q}) \in \mathbb{R}^n$ is the frictional forces, $\tau \in \mathbb{R}^n$ is the control torque, and $\tau_d \in \mathbb{R}^n$ is the disturbance torque.

Consequently, the characteristics of the above dynamic model have the following properties:
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- Highly nonlinear: each element of (138) contains nonlinear factors such as trigonometric functions, and other mathematical models such as saturation, square functions, ..., etc.
- High degree of coupling between the dynamics of adjacent joints and links.
- Model uncertainty and time-variance: the load will vary when the robot moves the objects or when the joint friction torque changes over time.

The mathematical formation of these characteristics are:
- The inertia matrix $M(q)$ is a positive definite, symmetric and bounded matrix, i.e. there exists positive constants $m_1$ and $m_2$ such that $m_1 I \preceq M(q) \preceq m_2 I$.
- The centrifugal and Coriolis matrix $C(q, \dot{q})$ is bounded, i.e., there exits a known $c_b(q)$ such that $|C(q, \dot{q})\dot{q}| \leq c_b(q)\|\dot{q}\|$.
- The matrix $\dot{M} - 2C$ is a skew-symmetric matrix, i.e., $x^T(\dot{M} - 2C)x = 0$, where $x$ is a vector.
- The known disturbance is satisfied with $\|\tau_d\| \leq \tau_M$, where $\tau_M$ is a known positive constant.

5.1. Position Control

The position control problem is considered by designing a PD-Gravity control based on a Lyapunov function [74]. The resulting control compensates the gravity element and assures step tracking, and linear and curvature trajectories satisfying the required performance specifications. In Section 5.1.1, the dynamics of a servo DC motor is combined with the link dynamics to form a compact servo mechanism description. The derivation of the position control is given in Section 6.20 and the simulation results have been presented in Subsections 5.1.3 and 5.1.4.

5.1.1. Link Dynamics. Let $q_i$ denote the generalized coordinate variable of the hybrid joint and $\tau_i$ is the actuator torques vector of the $n$-axes of an open kinematic structure robot. The general equation of motion can be rewritten as:

$$\sum_{j=1}^{n} M_{ij}(q)\ddot{q}_j + \left(\sum_{k=1}^{n} \sum_{j \neq k} c_{kj}(q)\dot{q}_k \dot{q}_j + \sum_{k=1}^{n} c_{kk}(q)\dot{q}_k^2\right) + g_i(q) + b_i(\dot{q}) = \tau_i \quad i = 1...n$$

(139)
Equation (139) can be recast in a compact form as follows:

\[ M(q)\ddot{q} + c(q, \dot{q})\dot{q} + g(q) + b(\dot{q}) = \tau \]  

(140)

Here \( M(q) \) is the inertia tensor matrix, the matrix \( c(q, \dot{q}) \) defines the generalized Coriolis and centrifugal forces. The matrices \( g(q) \) and \( b(\dot{q}) \) are the gravity and frictional generalized forces, respectively. To facilitate control of the arm, it is useful to reformulate the nonlinear dynamic model as a first-order system of \( 2n \) equations called state equations. The key to transforming to the state-space form is isolation of the acceleration vector \( \ddot{q} \) in Equation (140). This can be easily done because the manipulator inertia tensor \( M(q) \) is symmetric and positive-definite and therefore nonsingular. The state equations of a robotic manipulator are given in the following form:

\[
\begin{align*}
\dot{q} &= v \\
\dot{v} &= M^{-1}(q) \left[ \tau - c(q, v) - g(q) - b(v) \right]
\end{align*}
\]

(141)

### 5.1.2. PD-Gravity Control

For a reconfigurable robotic arm system, an \( n \)-axis proportional-derivative (PD) control is developed such that the generalized joint position \( q(t) \) of the closed loop system closely tracks a constant reference input \( r(t) = a \) for \( t \geq 0 \). This is called the regulator problem or set-point control problem. The nonlinear controller PD with an explicit gravity compensation term is given as:

\[
\begin{align*}
e &= r - q \\
\tau &= Ke + L\dot{e} + g(q)
\end{align*}
\]

(142)

Here \( K \) and \( L \) are \( n \times n \) symmetric positive definite matrices called the position and velocity gain matrices, respectively. Notice that torque \( \tau \) consists of terms proportional to the error and the derivate of the error plus a nonlinear gravity term, \( g(q) \). The controller Equation (142) is substituted in Equation (141), and this yields the following state closed loop equations of motion:

\[ \dot{\dot{q}} = v \]
Assume \( r(t) = a \) for \( t \geq 0 \), for some set point \( a \). To analyze the resulting equilibrium points of the closed loop system, the right hand side of the Equation (143) is set to zero and solved for \( q \) and \( v \). This yields:

\[
\dot{v} = M^{-1}(q) \left[ K(r - q) + L(\dot{r} - v) - c(q, v) - b(v) \right]
\]

(143)

The Coriolis \( c(q,0) = 0 \) and \( b(0) = 0 \), as they are functions of velocity with a zero value at \( v = 0 \). Thus, \( K(a - q) = 0 \) and the closed loop system has a single equilibrium point:

\[
\begin{align*}
\dot{x}^T &= [a^T, 0^T] \\
\end{align*}
\]

(144)

Then, the resulting equilibrium point at \( \dot{x}^T = [a^T, 0^T] \) of the closed loop system represents the desired steady state solution of the nonlinear system when the reference input is \( r(t) \). To satisfy the required performance of the closed loop using the PD controller (142), it is sufficient to prove that the equilibrium point \( \dot{x}^T \) is asymptotically stable and its domain of attraction encompasses the entire state space [46].

**Theorem:** Let \( \dot{x}^T = [q^T, v^T] \) be the solution of the robotic arm described in (141), assuming that \( \tau \) is computed using the control law in (142). If \( r(t) = a \) for \( t \geq 0 \), then the equilibrium point \( \dot{x}^T = [a^T, 0^T] \) is asymptotically stable and the domain of attraction is \( \Omega = R^{2n} \). This means, for each \( x(0) \in R^{2n} \):

\[
x(t) \to \dot{x} \quad \text{as} \quad t \to \infty
\]

Proof: the equilibrium point is first moved to the origin by letting, \( z = q - a \). Then, the closed loop equations in (143) can be written in terms of \( z \) and \( v \) as:

\[
\begin{align*}
\dot{z} &= \dot{v} \\
\dot{v} &= -M^{-1}(z + a) \left[ Kz + Lv + c(z + a, v) + b(v) \right]
\end{align*}
\]

(146)

Since \( c(z + a, 0) = 0 \) and \( b(0) = 0 \), it follows that \( (z, v) = (0, 0) \) is an equilibrium point of the transform system (146). The Lyapunov function candidate (energy...
function) is:

$$V(z, v) = \frac{1}{2} z^T K z + \frac{1}{2} v^T M(z + a)v$$  \hspace{1cm} (147)$$

Since the inertia tensor $M(q)$ is a continuously differentiable positive definite matrix and the position gain matrix $K$ is also a positive definite matrix, it follows that Equation (147) is a valid Lyapunov function, [51]. It is shown that the evaluation of the function $\dot{V}(z(t), v(t))$ decreases along the solutions of the state Equation (146) as follows:

$$\dot{V}(z, v) = \frac{d}{dt} \left( \frac{z^T K z + v^T M(z + a)v}{2} \right)$$

$$\dot{V}(z, v) = z^T K \dot{z} + v^T M(z + a) \dot{v} + \frac{v^T \dot{M}(z + a)v}{2}$$

$$\dot{V}(z, v) = (z^T K v) - v^T [K z + L v + c(z + a, v) + b(v)] + \frac{v^T M(z + a)v}{2}$$

$$\dot{V}(z, v) = v^T K^T z - v^T [K z + L v + c(z + a, v) + b(v)] + \frac{v^T \dot{M}(z + a)v}{2}$$

$$\dot{V}(z, v) = v^T K z - v^T [K z + L v + c(z + a, v) + b(v)] + \frac{v^T \dot{M}(z + a)v}{2}$$

$$\dot{V}(z, v) = \frac{v^T M(z + a)v}{2} - v^T [L v + c(z + a, v) + b(v)]$$

$$\dot{V}(z, v) = v^T \left[ \frac{\dot{M}(z + a)v}{2} - c(z + a, v) \right] - v^T [L v + b(v)]$$  \hspace{1cm} (148)$$

The Coriolis and centrifugal torque term $c(z + a, v)$ can be expressed in terms of $\dot{M}(q)$ and a skew-symmetric matrix $N(q, v)$, yielding:

$$c(z + a, v) = \frac{1}{2} [\dot{M}(z + a, v) - N(z + a, v)]$$  \hspace{1cm} (149)$$

Substituting Equation (149) in Equation (148) yields:

$$\dot{V}(z, v) = \frac{1}{2} v^T N(z + a, v)v - v^T [L v + b(v)]$$  \hspace{1cm} (150)$$

The first term does not contribute to $\dot{V}(z + a, v)$ because it is a skew matrix: $N^T(q, v) = -N(q, v)$, which is given as follows:

$$v^T N(z + a, v)v = \frac{1}{2} v^T N(z + a, v)v + \frac{1}{2} v^T N(z + a, v)v$$
\[ v^T N(z + a, v)v = \frac{1}{2} v^T N(z + a, v)v + \frac{1}{2} [v^T N(z + a, v)v]^T \]
\[ v^T N(z + a, v)v = \frac{1}{2} v^T N(z + a, v)v + \frac{1}{2} v^T N(z + a, v)v \]
\[ v^T N(z + a, v)v = \frac{1}{2} v^T N(z + a, v)v - \frac{1}{2} v^T N(z + a, v)v \]
\[ v^T N(z + a, v)v = 0 \]  \hspace{1cm} (151)

Combining equations (150) and (151), the expression for \( \dot{V}(z, v) \) along the solution of the closed loop state equation in (143) reduces into:

\[ \dot{V}(z, v) = -v^T [Lv + b(v)] \]  \hspace{1cm} (152)

\[ \dot{V}(z, v) = -[v^T Lv + v^T b(v)] \]  \hspace{1cm} (153)

Since \( L \) is positive definite and the friction coefficient is nonnegative, then \( \dot{V}(z, v) \leq 0 \) along the solution of closed loop system (143). From Equation (153), the following yields:

\[ \dot{V}(z, v) \equiv 0 \Rightarrow v(t) \equiv 0 \]
\[ \Rightarrow \dot{v}(t) \equiv 0 \]
\[ \Rightarrow M^{-1}(z(t) + a)Kz(t) \equiv 0 \]
\[ \Rightarrow z(t) \equiv 0 \]  \hspace{1cm} (154)

Consequently, the equilibrium point \((z, v) = (0, 0)\) is asymptotically stable.

The domain of attraction is the set \( \Omega \) where:

\[ \Omega = \{(z, v) : V(z, v) < \rho \} \]
\[ \Omega = \left\{(z, v) : \frac{z^T Kz + v^T M(z + a)v}{2} < \rho \right\} \]  \hspace{1cm} (155)

Here, \( V(z, v) \) is a Lyapunov function and the asymptotic stability conditions [51] are satisfied on \( \Omega_\rho \) for every \( \rho > 0 \). Since \( K \) and \( M(z + a, v) \) are positive definite matrices, \( V(z, v) \to \infty \) as \( \|z\| + \|v\| \to \infty \). Thus, the domain of attraction is the entire state space \( \Omega = \mathbb{R}^{2n} \). This implies, the equilibrium point \((q, v) = (a, 0)\) is asymptotically stable.
5.1.3. A Reconfigurable Robot with PD-Gravity Control

As an application of a PD-Gravity control, a two-axis reconfigurable robot is considered with RR and RT configurations. In the case of an RR configuration, i.e., both joints are revolute (rotational motion), the manipulator represents a two-axis planar articulated robot shown in Figure (3.1). The dynamic model of this planar robot was developed in Equation (66). Positive definite gain matrices are ensured by using Equation (142) to be diagonal matrices with positive diagonal gain elements:

\[
K = \text{diag}\{k_1, k_2, \ldots, k_n\} \tag{156}
\]

\[
L = \text{diag}\{l_1, l_2, \ldots, l_n\} \tag{157}
\]

The implementation of the PD-Gravity control in Equation (142) is given as follows:

\[
e = r - q \tag{158}
\]

\[
\tau_1 = k_1e_1 + l_1\dot{e}_1 + g \left( \frac{m_1}{2} + m_2 \right) a_1\cos(\theta_1) + \frac{1}{2}m_2a_2\cos(\theta_1 + \theta_2) \tag{159}
\]

\[
\tau_2 = k_2e_2 + l_2\dot{e}_2 + \frac{1}{2}gm_2a_2\cos(\theta_1 + \theta_2) \tag{160}
\]

In general, \( K \) and \( L \) can be any real symmetric matrices with positive values. By varying the values of the components of \( K \) and \( L \), the position and speed can be controlled with which the two joints are driven to the desired set point. With some experimentation and control gain tuning, the gains \( k_1 = 80 \) and \( l_1 = 50 \) are found to work well to track a step function generated from second order differential shown in Figure 5.1 (step function is the blue line and step response is the green line). The motor torque needed to drive the first link is shown in Figure 5.1. The position tracking of the second link of the RR configuration is presented in Figure 5.2, with PD-Gravity gains \( k_2 = 310 \) and \( l_2 = 30 \). The motor torque shows that higher torque in Figure 5.2 due to the static coupling with the first link. The tracking performance of the applied PD-Gravity is satisfied as the tracking errors of both revolute joints shown in Figures 5.3 are very low. For the two-axis reconfigurable robot, the RT configuration shown in Figure 3.6
is simulated using the same reference step function. The simulation result of the
revolute link has similar tracking properties as the RR configuration. But with
the RT configuration, the second joint turns to be prismatic and consequently the
second link translates to follow the step function. The dynamic model was given in
Equation (67) in which the gravity term of the second link is zero. The calculation
of the PD-Gravity control is given as follows:

\[ e = r - q \]  \hspace{1cm} (161)

\[ \tau_1 = k_1 e_1 + l_1 q_1 + \left( \frac{a_1 m_1 + a_2 m_2}{4} \right) g \cos(q_1) \]  \hspace{1cm} (162)

\[ F_2 = k_2 e_2 + l_2 q_2 \]  \hspace{1cm} (163)

Figure 5.4 (left) shows that the reference position is well tracked by the second
link using controller gains \( K_2 = 245 \) and \( l_2 = 55 \). The control force needed to
drive the prismatic link is shown in Figure 5.4 (right).

5.1.4. Three-Axis Robot Structure with PD-Gravity Control

As a second example of a PD-Gravity controller, a three-axis Scara structure
robot shown in Figure 3.5 is considered for control application. The selection of
the Scara robot because of the robot kinematic structure RRT (two revolute and
one prismatic). The intent is to provide a thorough analysis in designing a PD-Gravity control to an industrial robot. The diagonal gains $K$ and $L$ are selected, as in Equation (156). Because of the kinematic structure and geometry of the Scara robot, there is no gravity load on the first two revolute joints. From the
derived dynamic model in Equation (70), the gravity loading on the prismatic joint is $G(q) = m_3g$. Thus, the PD-Gravity controller given in Equation (142) is formulated as follows:

\begin{align}
    e &= r - q \\
    \tau_1 &= k_1 e_1 + l_1 \dot{e}_1 \\
    \tau_2 &= k_2 e_2 + l_2 \dot{e}_2 \\
    F_3 &= k_3 e_3 + l_3 \dot{e}_3 + m_3g
\end{align}

In the simulation, the joints of the Scara robot follow a numerical path described in degrees. The circular path is well tracked by the first joint of the robot as shown in Figure 5.5 (left). The motor torque needed to drive the first joint is plotted in Figure 5.5 (right). The tracking trajectory and the control torque of the second joint are shown in Figure 5.6. For the first two joints, the tracking error Figure 5.7 to the circular path shows very low values, which indicates suitable controller gain selection and well satisfied performance error requirements.
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Figure 5.5. RRT configuration (Scara); tracking circular path of joint 1 (left), motor torque of joint 1 (right).

Figure 5.6. RRT configuration (Scara); tracking circular path joint 2 (left), motor torque of joint 2 (right).

Conclusion

With PD-Gravity control, once the effects of the gravity have been eliminated, the nonlinear robotic arm can be controlled using a simple linear PD controller. The only constraints on the closed loop system to be stable is that the controller gains
5.2. Trajectory Control

5.2.1. Feedback Linearization Control

One of the results of differential geometric nonlinear control theory [49, 62] concerns the equivalence of nonlinear systems with linear systems, in case of feedback. The (input-output) feedback linearization utilizes the feedback transforms (invertibility of the system) to render linear input-output dynamics.

Mathematical Preliminaries Some mathematical preliminaries will be introduced related to the differential geometry [4]: Suppose that \( h : R^n \rightarrow R^1 \) is a smooth scalar function and \( f : R^n \rightarrow R^n, g : R^n \rightarrow R^n \) are vector fields, then:

\[ K \text{ and } L \text{ be symmetric positive definite matrices. The practical significance of the PD-gravity control Equation (142) lies that it requires no detailed knowledge of the manipulator inertia tensor } M(q) \text{, the Coriolis and centrifugal coupling vector } c(q, v) \text{, or the friction vector } bv() \text{ but it does require knowledge of the gravity loading vector } h(q). \]
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\[ \frac{\partial h}{\partial x} = \left[ \frac{\partial h}{\partial x_1}, \ldots, \frac{\partial h}{\partial x_n} \right] \]

\[ L^0_f h = h \]

\[ L^1_f h = \sum_{i=1}^{n} \frac{\partial h}{\partial x_i} f_i(x) = \frac{\partial h}{\partial x} f(x) \]

\[ \vdots \]

\[ L^k_f h(x) = L_f(L^{k-1}_f h(x)) = \frac{\partial L^{(k-1)}_f h}{\partial x} f(x) \quad \text{for } k = 0, 1, \ldots, \]

\[ L_g L^k_f h(x) = L_g(L^k_f h(x)) = \frac{\partial L^k_f h}{\partial x} g(x) \]

\[ \frac{\partial h}{\partial x} \] is called the gradient of \( h(x) \) and \( L^k_f h(x) \) is called the Lie derivative of \( L^{k-1}_f h(x) \) along the vector field \((f)\).

5.2.2. Input-Output Linearization

Consider an \( n \)-dimensional single-input single-output nonlinear system of the form:

\[
\begin{bmatrix}
\dot{x}_1 \\
\vdots \\
\dot{x}_n
\end{bmatrix} = \begin{bmatrix} f_1(x_1(t), \ldots, x_n(t)) \\
\vdots \\
f_1(x_1(t), \ldots, x_n(t)) \end{bmatrix} x(t) + \begin{bmatrix} g_1(x_1(t), \ldots, x_n(t)) \\
\vdots \\
g_1(x_1(t), \ldots, x_n(t)) \end{bmatrix} u(t) \quad (168)
\]

where \( u(t) \) is the one-dimensional input, \( y(t) \) is the one-dimensional output, \( f_i : R^n \to R^1, g_i : R^n \to R^1, i = 1, \ldots, n \), and \( h : R^n \to R^1 \) are smooth functions with \( f_1(0, \ldots, 0) = \ldots = f_n(0, \ldots, 0) = h(0, \ldots, 0) = 0 \). Equation (168) can be written into the following compact form:

\[ \dot{x} = f(x(t)) + g(x(t))u(t) \]

\[ y = h(x(t)) \quad (169) \]

where the \( f(x), g(x) \) and \( h(x) \) are \( n \)-dimensional vector-valued smooth functions defined on \( R^n \) called vector fields in \( R^n \). The goal is now to find an integer \( \rho \) and a state feedback control law:

\[ u = \alpha(x) + \beta(x)v \quad (170) \]
where $\alpha(.)$ and $\beta(.)$ are smooth functions defined in a neighborhood of some point (equilibrium point) $x_0 \in \mathbb{R}^n$ and $\beta(x_0)$ such that the resulting system has the property that the $\rho$th-order derivative of the output is given by:

$$y^{(\rho)}(t) = v(t), \quad t \in \Gamma$$

(171)

where $\Gamma$ is an open interval containing $t = 0$. The vector fields $\alpha(x)$ and $\beta(x)$ can be found by differentiating the output $y$ until the input $u$ appears explicitly. Differentiating $y$ results in:

$$y^1(t) = L_f h(x(t))$$

$$\ldots$$

$$y^{(\rho-1)}(t) = L_f^{(\rho-1)} h(x(t))$$

$$y^{(\rho)}(t) = L_f^\rho h(x(t)) + L_g L_f^{(\rho-1)} h(x(t)) u(t)$$

$$y^{(\rho)}(t) = \alpha(x) + \beta(x) u(t)$$

(172)

with

$$L_g L_f^{(\rho-1)} h(x_0) \neq 0$$

Then the control law (170) yields:

$$u = \frac{-L_f^\rho h(x(t)) + v(t)}{L_g L_f^{(\rho-1)} h(x(t))}$$

(173)

The new system (171) may not be fully observable, if $\rho < n$. Hence, it is important that the zero-dynamics of:

$$\dot{x} = f(x(t)) + g(x(t)) \alpha(x(t)) + g(x(t)) \beta(x(t)) v(t)$$

$$y = h(x(t))$$

(174)

is stable. The zero dynamics is defined to be the part of the system dynamics that complies to $y \equiv 0$, which can be true for some nontrivial pairs of $x(t), u(t)$). If the zero dynamics are asymptotically stable, the system is called an asymptotically
minimum phase system.

### Asymptotic Tracking

The resulting system (174) has a special structure, where the input $v$ directly governs the motion of the output. Therefore, the design of an inversion model controller for various objectives such as asymptotic tracking problem is addressed to design a control law such that the output $y(t)$ asymptotically tracks a given trajectory $r(t)$. The desired tracking can be achieved by requiring that the error $e(t) = y(t) - r(t)$ satisfies:

$$e^{(\rho)}(t) + \alpha_{(\rho-1)}e^{(\rho-1)} + \cdots + \alpha_1 e^{(1)}(t) + \alpha_0 e(t) = 0$$  \hspace{1cm} (175)$$

where $\alpha_0, \ldots, \alpha_{\rho-1}$ are such that:

$$\lambda^\rho + \alpha_{(\rho-1)}\lambda^{(\rho-1)} + \cdots + \alpha_1 \lambda + \alpha_0$$

is a Hurwitz polynomial, then:

$$e(t) = y(t) - r(t)$$

$$e^{(1)}(t) = y^{(1)}(t) - r^{(1)}(t)$$

$$\cdots$$

$$e^{\rho} = y^{\rho} - r^{\rho}(t)$$

$$e^{\rho} = v(t) - r^{\rho}(t)$$  \hspace{1cm} (176)$$

solving for $v(t)$ yields:

$$v(t) = r^{(\rho)}(t) - (\alpha_{(\rho-1)}e^{(\rho-1)} + \cdots + \alpha_1 e^{(1)}(t) - \alpha_0 e(t))$$  \hspace{1cm} (177)$$

The composition of Equation (173) and (177) leads to form the following control law:

$$u(t) = \frac{-L^\rho_f h(x(t)) + r^{(\rho)}(t) - \sum_{k=0}^{\rho-1} \alpha_k e^{(k)}(t)}{L^\rho_f h(x(t))}$$  \hspace{1cm} (178)$$

which achieves asymptotic tracking for the system (169).
5.2.3. Sliding Mode Control (SMC)

One approach to robust control design is called sliding mode control (SMC) methodology, which is also a type of variable structure control system (VSCS) \[76\]. The most significant feature of SMC is the complete insensitivity to parametric uncertainty and external disturbances during the sliding mode. The VSCS uses a high speed switching control law to achieve two objectives. Firstly, it drives the nonlinear system’s state trajectory along a specified and user chosen surface in the state space which is called the sliding or switching surface. This surface is named the switching surface because a control path has one gain if the state trajectory of the system is above the surface and a different gain if the trajectory drops below the surface. Secondly, it maintains the system’s state trajectory on this surface for all subsequent times. During the process, the control system’s structure varies from one to another and therefore it grants the name variable structure control. The feedback linearization control law (178) achieves asymptotic tracking by satisfying the error equation (175). Next, a sliding surface in \( R^n \) is defined as follows:

\[
s(t) = e^{(\rho-1)}(t) + \alpha_{(\rho-1)}e^{(\rho-2)} + \ldots + \alpha_1 e(t) + \alpha_0 \int e(t)dt = 0 \tag{179}
\]

where \( \alpha_{\rho-1}, \ldots, \alpha_0 \) are such that:

\[
\lambda^\rho + \alpha_{(\rho-1)}\lambda^{(\rho-1)} + \ldots + \alpha_1 \lambda + \alpha_0
\]

is a Hurwitz polynomial. The derivative of the sliding surface \( s(t) \) is given by:

\[
\dot{s}(t) = e^{(\rho)}(t) + \alpha_{(\rho-1)}e^{(\rho-1)}(t) + \ldots + \alpha_1 e^{(1)}(t) + \alpha_0 e(t) \tag{180}
\]

To satisfy the asymptotic tracking objective, the requirement is:

\[
\dot{s}(t) = 0 \tag{181}
\]

Now, instead of satisfying the tracking error equation (175), a sliding condition is described as follows:

**Sliding Condition.** There exists a positive number \( \mu \) such that

\[
\frac{1}{2} \frac{ds^2}{dt} \leq -\mu |s| \tag{182}
\]
The sliding condition can be written in the following equivalent form:

\[ \dot{s} \leq -\mu, \quad s(t) > 0 \]
\[ \dot{s} \geq \mu, \quad s(t) < 0 \] (183)

Using the conditions of Equation (183), the surface becomes locally attractive in the sense that trajectories nearby the surface will be attracted to the surface defined by \( s(t) = 0 \) in a finite time. Furthermore, since \( \dot{s}(t) \) is a stable differential equation in \( e \), satisfaction of \( \dot{s}(t_0) = 0 \) for some \( t_0 \) implies:

\[ \lim_{t \to \infty} e(t) = 0 \] (184)

which leads to the asymptotic tracking. It is also possible to solve for \( u \), given an exogenous input \( v \) such that:

\[ \dot{s} = v \] (185)

Equation (180) can be rewritten as:

\[ \dot{s}(t) = (y^{(\rho)}(t) - r^{(\rho)}(t)) + \alpha_{(\rho-1)}e^{(\rho-1)}(t) + \cdots + \alpha_{(1)} e^{(1)}(t) + \alpha_0 e(t) \]
\[ = a(x) + b(x)u - r^{(\rho)}(t) + \alpha_{(\rho-1)}e^{(\rho-1)}(t) + \cdots + \alpha_{(1)} e^{(1)}(t) + \alpha_0 e(t) \] (186)

Therefore, the control law \( u \) is calculated as:

\[ u = \frac{v - a(x) + r^{(\rho)}(t) + \alpha_{(\rho-1)}e^{(\rho-1)}(t) + \cdots + \alpha_{(1)} e^{(1)}(t) + \alpha_0 e(t)}{b(x)} \] (187)

By letting:

\[ v = -k \, \text{sgn}(s) \] (188)

where \( k > \mu \) and the sign function is:

\[ \text{sgn}(s) = 1, \quad s > 0 \]
\[ \text{sgn}(s) = -1, \quad s < 0 \] (189)

Substituting Equation (188) into Equation (187) gives the overall control law as follows:

\[ u = \frac{-k \, \text{sgn}(s) - a(x) + r^{(\rho)}(t) + \alpha_{(\rho-1)}e^{(\rho-1)}(t) + \cdots + \alpha_{(1)} e^{(1)}(t) + \alpha_0 e(t)}{b(x)} \] (190)
From Equation (190), the tracking control law (178) can be viewed as a special case of the sliding mode control by letting $k = 0$ in Equation (190). The discontinuity of the sign function will cause chatter in the closed loop system. In practice, the sign function is often replaced by a saturation function $\text{sat}(s/\epsilon)$, where $\text{sat}(.)$ is defined as follows:

\[
\begin{align*}
\text{sat}(x) &= x, & \text{if } |x| \leq 1 \\
\text{sat}(x) &= \text{sgn}(x), & \text{if } |x| > 1
\end{align*}
\] (191)

Using this replacement will introduce tracking error. Trade-offs between the tracking error and control bandwidth can be made by suitably selecting the boundary layer.

5.2.3.1. **Linearity in Parameters**

The dynamic parameters of a reconfigurable robot are not constant and function of the robot configuration. The robot dynamics (71) can be written in the form [80]:

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = Y(q, \dot{q}, \ddot{q})\varphi
\] (192)

where $Y(q, \dot{q}, \ddot{q})$ is an $n \times r$ matrix of known time functions and $\varphi$ is an $r \times 1$ vector of unknown constant parameters. This property is formulated by Graig [46] in that it shows the separation of unknown parameters and known time functions. The reason that the robot dynamics can be separated in this form is that the robot dynamics are linear in the parameters expressed in the vector form $\varphi$. This separation of unknown parameters and known time functions will be used in the formulation of the adaptive update rule.

5.2.4. **Sliding Mode Control Based on Estimated Model**

In this subsection, sliding mode controllers are derived based on estimated models and a 3-DOF reconfigurable robot is simulated to track a trigonometric reference signal. For the desired trajectory as $q_d(t)$, the tracking error is defined as follows:

\[ e = q_d - q \]
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Define the reference velocity [76]:

\[ \dot{q}_r = \dot{q}_d + \Lambda(q_d - q) \]  \hfill (193)

Where \( \Lambda \) is a positive diagonal matrix. Define a parameter vector error to be \( \tilde{\varphi} = \hat{\varphi} - \varphi \), where \( \hat{\varphi} \) is the estimated vector of \( \varphi \). According to the parametric linear property, the robotic dynamic equation is now formulated as:

\[ M(q)\ddot{q}_r + C(q, \dot{q})\dot{q}_r + G(q) = Y(q, \dot{q}, \ddot{q})\varphi \]  \hfill (194)

And the dynamic error equation is:

\[ \tilde{M}(q)\ddot{q}_r + \tilde{C}(q, \dot{q})\dot{q}_r + \tilde{G}(q) = Y(q, \dot{q}, \ddot{q})\tilde{\varphi} \]  \hfill (195)

Where \( \tilde{M}(q) = M(q) - \bar{M}(q) \), \( \tilde{C}(q) = C(q) - \bar{C}(q) \) and \( \tilde{G}(q) = G(q) - \bar{G}(q) \).

Define the sliding surface \( s \) as:

\[ s = \dot{e} + \Lambda e \]  \hfill (196)

Select the Lyapunov function as:

\[ V(t) = \frac{1}{2} s^T M(q)s \]  \hfill (197)

The Lyapunov function derivative is:

\[ \dot{V}(t) = \frac{1}{2} \left[ s^T M(q)\dot{s} + s^T \dot{M}(q)s + \dot{s}^T M(q)s \right] \]  \hfill (198)

Using the symmetric property of matrices:

\[ \dot{V}(t) = \frac{1}{2} \left[ 2s^T M(q)\dot{s} + s^T \dot{M}(q)s \right] \]  \hfill (199)

Since \( s = \ddot{q} - \ddot{q}_r \) and \( \dot{s} = \ddot{q} - \ddot{q}_r \), then:

\[ \dot{V}(t) = s^T (M(q)\ddot{q} - M(q)\ddot{q}_r) + \frac{1}{2} s^T \dot{M}(q)s \]  \hfill (200)
From the equation of motion:

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \tau$$

(202)

The following yields:

$$M(q)\ddot{q} = \tau - C(q, \dot{q})\dot{q} - G(q)$$

(203)

$$\dot{V}(t) = s^T [\tau - C(q, \dot{q})\dot{q} - G(q) - M(q)\ddot{q}_r] + \frac{1}{2} s^T \dot{M}(q)s$$

(204)

$$\dot{V}(t) = s^T [\tau - M(q)\ddot{q}_r - C(q, \dot{q})(s + \dot{q}_r) - G(q)] + \frac{1}{2} s^T \dot{M}(q)s$$

(205)

$$\dot{V}(t) = s^T [\tau - M(q)\ddot{q}_r - C(q, \dot{q})\dot{q}_r - G(q)] - s^T C(q, \dot{q})s + \frac{1}{2} s^T \dot{M}(q)s$$

(206)

Using the skew-symmetric property:

$$N(q, \dot{q}) = \frac{1}{2} s^T \left( \dot{M}(q) - 2C(q, \dot{q}) \right)s = 0$$

(207)

The following yields:

$$\dot{V}(t) = s^T \left[ M(q)(\ddot{q}_r - \dot{q}) + C(q, \dot{q})(\dot{q}_r - \dot{q}) \right]$$

(208)

$$\dot{V}(t) = s^T \left[ M(q)\ddot{q}_r + C(q, \dot{q})\dot{q}_r + G(q) - \tau \right]$$

The Lyapunov derivative is negative by designing the controller as:

$$\tau = \hat{M}(q)\ddot{q}_r + \hat{C}(q, \dot{q})\dot{q}_r + \hat{G}(q)q + \tau_s$$

(209)

Where $\tau_s$ is the robustness element to be designed to compensate for the parametric uncertainty. From equations (208) and (209), the following yields:

$$\dot{V}(t) = s^T [M(q)\ddot{q}_r + C(q, \dot{q})\dot{q}_r + G(q) - \hat{M}(q)\ddot{q}_r - \hat{C}(q, \dot{q})\dot{q}_r - \hat{G}(q)q - \tau_s]$$

$$\dot{V}(t) = s^T [\hat{M}(q)\ddot{q}_r + \hat{C}(q, \dot{q})\dot{q}_r + \hat{G}(q) - \tau_s]$$

$$\dot{V}(t) = s^T [Y(q, \dot{q})\ddot{\varphi} - \tau_s]$$

(210)
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The robustness factor can be selected as:

\[ \tau_s = k_i \text{sgn}(s_i) + s_i = \begin{bmatrix} k_1 \text{sgn}(s_1) + s_1 \\ \vdots \\ k_5 \text{sgn}(s_5) + s_5 \end{bmatrix} \tag{211} \]

or select a saturation function as:

\[ \tau_{sat} = k_i \text{sat}(s_i) + s_i = \begin{bmatrix} k_1 \text{sat}(s_1) + s_1 \\ \vdots \\ k_5 \text{sat}(s_5) + s_5 \end{bmatrix} \tag{212} \]

5.2.5. Simulation of 3-DOF Reconfigurable Manipulator

A 3-DOF reconfigurable robot is considered with reconfigurable D–H parameters as given in tables 3.2 and 3.1. The parameter linearized matrix \( Y(q, \dot{q}, \ddot{q}) \) and the unknown parameter vector \( \varphi \) are calculated and shown in Appendix D. The matrix and vector are reformulated as follows:

\[ \bar{\varphi} = \begin{bmatrix} \bar{\varphi}_1 \\ \bar{\varphi}_2 \\ \bar{\varphi}_3 \\ \bar{\varphi}_4 \\ \bar{\varphi}_5 \end{bmatrix}^T, \quad |\bar{\varphi}_i| \leq \bar{\varphi}_i, \quad i = 1, 2, 3, 4, 5 \]

where \( \bar{\varphi}_i \) is the upper bound limit of the error parameter \( \varphi_i \).

\[ Y(q, \dot{q}, \ddot{q}) = [Y_{ij}], \quad |Y_{ij}| \leq \bar{Y}_{ij}, \quad i = 1, 2, \quad j = 1, 2, 3, 4, 5 \tag{213} \]

where \( \bar{Y}_{ij} \) is a matrix element with dimension \( i \times j \), then:

\[ k_i = \sum_{j=1}^{5} \bar{Y}_{ij} \bar{\varphi}_j, \quad i = 1, 2 \tag{214} \]

The parameters given in Equations (213) and (214) are substituted in Lyapunov derivative Equation (210) to proof that Lyapunov derivative is negative:

\[
\dot{V}(t) = \sum_{i=1}^{5} \sum_{j=1}^{5} s_i Y_{ij} \bar{\varphi}_j - \sum_{i=1}^{2} s_i k_i \text{sgn}(s_i) - \sum_{i=1}^{2} s_i^2 \\
= \sum_{i=1}^{2} \sum_{j=1}^{5} s_i Y_{ij} \bar{\varphi}_j - \sum_{i=1}^{2} |s_i| \bar{Y}_{ij} \bar{\varphi}_j - \sum_{i=1}^{2} s_i^2
\]
This proves the negative definiteness of the Lyapunov function’s derivative. The reconfigurable robot is simulated with desired trajectories \( q_{d1} = \sin(2\pi t) \), \( q_{d2} = \sin(2\pi t) \), and \( q_{d3} = \sin(2\pi t) \). The tracking error parameter \( \Lambda \) of the sliding surface is selected \( \Lambda = \text{diag}(5) \). Using the controller Equation (209), the bounded value of the error parameter between the estimated and constant parameter is chosen: \( \bar{\varphi}_i = |\tilde{\varphi}_i| + 0.05 \). For both joints, the robust element values of the switching control (211) are chosen: \( k_i = 2 \). The sliding mode control with switching robust control is shown in Figure 5.8. To eliminate the chattering that the controller may cause, a saturation control with boundary layer thickness is \( \Phi_i = 0.05 \) is implemented. Figure 5.9 shows that the sliding mode control that refined within the selected boundary layers. Figures 5.10 shows the tracking position to a trigonometric reference signal for both joints. It initially exhibits small tracking errors at the start of motion, but then converges to follow the trajectory with zero errors. The joint velocity response shown in Figure 5.11 has similar behavior as the position and for the both joints. The trajectory tracking errors shown in Figure 5.12 are due to the initial conditions and the nonlinear coupling of links and joints influencing the joint motion.

**Figure 5.8.** Motor torques of joints 1 and 2 using control law (211); the chattering is due to the sign function.
Figure 5.9. Motor torques of joints 1 and 2 when replacing the function $\text{sgn}(s)$ with $\text{sat}(s/\Phi)$.

Figure 5.10. Tracking positions of joints 1 and 2 using the control law (209.) Reference position (solid), actual position (dotted).
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Figure 5.11. Tracking velocities of joints 1 and 2 using the control law (209.) Reference velocity (solid), actual position (dotted).

Figure 5.12. The phase portrait of the trajectory errors of joints 1 and 2.

5.2.6. Sliding Mode Control Based on Bounded Model

In this subsection, sliding mode control is derived based on bounded model parameter. The Lyapunov derivative function Equation (208) can be rewritten as:

\[
\dot{V}(t) = -s^T [\tau - (M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q))] \quad (215)
\]

\[
\ddot{V}(t) = -s^T [\tau - Y(q, \dot{q}, \ddot{q})\varphi] \quad (216)
\]
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\[ \tau = \bar{k}_i \text{sat}(s_i) + s_i = \begin{bmatrix} \bar{k}_1 \text{sat}(s_1) + s_1 \\ \vdots \\ \bar{k}_i \text{sat}(s_i) + s_i \end{bmatrix} \] (217)

The 3-DOF reconfigurable robot is simulated with the following bounded \( \bar{k}_i \):

\[ \bar{k}_i = \sum_{j=1}^{5} \bar{Y}_{ij} \bar{\varphi}_{ij}, \quad i = 1, 2 \] (218)

Using the Equations (217) and (218), Lyapunov derivative function becomes:

\[
\dot{V}(t) = - \left[ \sum_{i=1}^{2} s_i \bar{k}_i \text{sgn}(s_i) + \sum_{i=1}^{2} s_i^2 - \sum_{i=1}^{2} \sum_{j=1}^{5} s_i \bar{Y}_{ij} \bar{\varphi}_{ij} \right] \\
= - \left[ \sum_{i=1}^{2} \sum_{j=1}^{5} |s_i| \bar{Y}_{ij} \bar{\varphi}_{ij} + \sum_{i=1}^{2} s_i^2 - \sum_{i=1}^{2} \sum_{j=1}^{5} s_i \bar{Y}_{ij} \bar{\varphi}_{ij} \right] \\
\leq - \sum_{i=1}^{2} s_i^2 \leq 0
\]

This proves the negative definiteness of the Lyapunov function’s derivative. The resulting simulations, which have similar behavior as the estimated control results.

Figure 5.13. Motor torques of joints 1 and 2 using control law (217); the chattering is due to the sign function.
Figure 5.14. Motor torques of joints 1 and 2 when replacing the function $\text{sgn}(s)$ with $\text{sat}(s/\Phi)$.

Figure 5.15. Tracking positions of joints 1 and 2 using control law (209). Reference position (solid), actual positions (dotted).
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Figure 5.16. Tracking velocities of joints 1 and 2 using control law (209). Reference velocities (solid), actual positions (dotted).

Figure 5.17. The phase portrait of the trajectory errors of joints 1 and 2.

5.2.7. Sliding Mode Control Based on Computed Torque Method

In this subsection, sliding mode controllers are derived based on the computed torque method. This control can be designed for the general equation of motion (71), as follows:

\[ \hat{M}(q)\nu + \hat{C}(q, \dot{q})\dot{q} + \hat{G}(q)q = \tau \] (219)

where \( \nu \) is the auxiliary control input, and \( \hat{M}(q), \hat{C}(q, \dot{q}), \hat{G}(q) \) are the respective estimations of \( M(q), C(q, \dot{q}) \) and \( G(q) \) by using inertial parameter \( \hat{\varphi} \) of the manipulator, where \( \hat{\varphi} = \varphi - \hat{\varphi} \). Substituting Equation (219) into Equation (26)
results:

\[
\begin{align*}
M(q)\ddot{q} + C(q, \dot{q})q + G(q)q &= \hat{M}(q)\nu + \hat{C}(q, \dot{q})\ddot{q} + \hat{G}(q) \\
\hat{M}(q)\ddot{q} &= \hat{M}(q)\nu - [\hat{M}(q)\ddot{q} + \hat{C}(q, \dot{q})\ddot{q} + \hat{G}(q)] \\
\hat{M}(q)\ddot{q} &= \hat{M}(q)\nu - Y(q, \dot{q}, \ddot{q})\hat{\varphi} 
\end{align*}
\] (220)

If the vector parameter estimation \(\hat{\varphi}\) makes \(\hat{M}(q)\) invertible, then the above equation can be rewritten as:

\[
\ddot{q} = \nu - (\hat{M}(q))^{-1}Y(q, \dot{q}, \ddot{q})\hat{\varphi} = \nu - \tilde{r} 
\] (221)

The sliding variable is selected as:

\[
s = \dot{e} + \Lambda e
\] (222)

where \(e = q_d - q, \dot{e} = \dot{q}_d - \dot{q}\), for a set of sliding surfaces \(s = [s_1 s_2 \ldots s_n]^T\) and \(\Lambda\) is a positive diagonal matrix. The derivation of the sliding surface results:

\[
\dot{s} = \dot{e} + \Lambda \dot{e} = (\ddot{q}_d - \ddot{q}) + \Lambda \dot{e} = \ddot{q}_d - \nu + \tilde{r} + \Lambda \dot{e} 
\] (223)

Then, the control structure is proposed as follows:

\[
\nu = \ddot{q}_d + \Lambda \dot{e} + r
\] (224)

where \(r = (\tilde{r} + \eta)\ \text{sgn}(s), \|\tilde{r}\| \leq \tilde{r}, \eta > 0\)

This yields:

\[
\dot{s} = \tilde{r} - r 
\] (225)

The Lyapunov function is selected as:

\[
V = \frac{1}{2} s^T s
\]

The derivative of the Lyapunov function is given as follows:

\[
\dot{V} = s^T \dot{s} = s^T (\tilde{r} - r) \\
= s^T \tilde{r} - \tilde{r} s^T \text{sgn}(s) - \eta s^T \text{sgn}(s) \\
\leq -\eta \|s\| \leq 0
\]
The simulation results show, the more precise the estimation of $\hat{\phi}$ is, the smaller upper bounded limit of the parameter error and then smaller chattering behavior.

The tracking position of the first two joints to trigonometric reference signals using the controllers (219) and (224) are shown in Figure 5.18. Using saturation function instead of sign function, the control of the first two joints are shown in Figure 5.19. The trajectory tracking error Figure 5.20 shows that the robot end effector perfectly tracks the desired trajectory and the origin equilibrium point is asymptotically stable.

**Figure 5.18.** Tracking positions of joints 1 and 2 using the control law (219). Reference position (solid), actual positions (dotted).

**Figure 5.19.** Motor torques of joints 1 and 2 using the control law (224), replacing the function $\text{sgn}(s)$ with $\text{sat}(s/\Phi)$. 
5.2.8. Adaptive Control.

Adaptive control is an approach to control systems, which have constant or slowly-varying uncertain parameters [76]. The basic theory in adaptive control is to estimate the uncertain system parameters on-line based on measured system signals, and exploit the estimated parameters in the control input computation. Thus, an adaptive control can be regarded as a control with on-line parameters estimations which maintain consistent performance of a system in the presence of uncertainty or unknown variation in system parameters. The resulting dynamic parameters of a reconfigurable manipulator are uncertain and time varying due to the configuration change and joint pose dependency. This leads to consider the adaptive control approach as a way of automatically adjusting the controller parameters in the face of changing robot dynamic parameters. An adaptive control system is depicted schematically in Figure 5.21. It is composed of three parts: a reconfigurable robot with unknown parameters, a feedback control law containing adjustable parameters, and an adaptation mechanism for updating the adjustable parameters. The operation of the adaptive controller is as follows: at each time instant, the estimator sends to the controller a set of estimated system parameters \( \hat{p} \), which was calculated based on the system input \( \tau \) and output \( q, \dot{q} \). The controller finds its corresponding parameters and then computes a control input \( \tau \) based on the controller parameters and measured signals. The control input \( \tau \) causes a new
The tracking error is defined as in Equation (196). Define the reference velocity [76]:

$$\dot{q}_r = \dot{q}_d + \Lambda(q_d - q)$$  \hfill (226)

Where $\Lambda$ is a positive diagonal matrix:

$$\Lambda = \text{diag} (\lambda_1, \lambda_2, \ldots, \lambda_n), \quad \lambda_i > 0$$

The sliding variable is defined as:

$$s = \dot{e} + \Lambda e$$
The energy conservation of the system Equation (71) can be formalized by the Lyapunov function as follows:

\[ V(t) = \frac{1}{2} s^T M s + \frac{1}{2} \ddot{\varphi}^T \Gamma \ddot{\varphi} \]  

(227)

Where the estimation error is: \( \ddot{\varphi} = \ddot{\varphi} - \varphi \), and

\[ \Gamma = \text{diag}(\gamma_1, \gamma_2, \ldots, \gamma_n), \quad \gamma_i > 0 \]

The Lyapunov function derivative is:

\[ \dot{V}(t) = s^T M \dot{s} + \frac{1}{2} s^T \dot{M} s + \ddot{\varphi}^T \Gamma \ddot{\varphi} \]

\[ \dot{V}(t) = s^T (M \ddot{q} - M \ddot{q}_r) + \frac{1}{2} s^T \dot{M} s + \ddot{\varphi}^T \Gamma \ddot{\varphi} \]

\[ \dot{V}(t) = s^T (\tau - C \dot{q} - G - M \ddot{q}_r) + \frac{1}{2} s^T \dot{M} s + \ddot{\varphi}^T \Gamma \ddot{\varphi} \]

\[ \dot{V}(t) = s^T (\tau - C (s + \dot{q}_r) - G - M \ddot{q}_r) + \frac{1}{2} s^T \dot{M} s + \ddot{\varphi}^T \Gamma \ddot{\varphi} \]

The proposed controller is selected to be:

\[ \tau = \ddot{q} - K_D s = \ddot{\hat{m}}(q) \ddot{q}_r + \ddot{\hat{C}}(q, \dot{q}) \dot{q}_r + \ddot{\hat{G}} - K_D s \]  

(228)

Where the dynamics of the first part were exactly known and \( K_D \) is a positive definite gain matrix:

\[ K_D = \text{diag}(K_{d1}, \ldots, K_{dn}), \quad K_{di} > 0 \]

Using the proposed control Equation (228) yields:

\[ \dot{V}(t) = s^T \left( \ddot{\hat{m}}(q) \ddot{q}_r + \ddot{\hat{C}}(q, \dot{q}) \dot{q}_r + \ddot{\hat{G}} - K_D s - C (s + \dot{q}_r) - G - M \ddot{q}_r \right) + \frac{1}{2} s^T \dot{M} s + \ddot{\varphi}^T \Gamma \ddot{\varphi} \]

\[ \dot{V}(t) = s^T \left( \ddot{\hat{m}}(q) \ddot{q}_r + \ddot{\hat{C}}(q, \dot{q}) \dot{q}_r + \ddot{\hat{G}} - K_D s - C s \right) + \frac{1}{2} s^T \dot{M} s + \ddot{\varphi}^T \Gamma \ddot{\varphi} \]

The manipulator equation of motion are linear in the inertia parameters in the following sense. There exists an \( n \times l \) regression function, \( Y(q, \dot{q}, \ddot{q}) \) and an \( l \)
dimensional parameter vector $\bar{\varphi}$ such that the equation of motion (71) can be written as:

$$\bar{M}(q)\ddot{q} + \bar{C}(q, \dot{q})\dot{q} + \bar{G} = Y(q, \dot{q}, \ddot{q})\bar{\varphi}$$  \hspace{1cm} (229)$$

Therefore,

$$\dot{V}(t) = s^T(Y\ddot{\bar{\varphi}} - K_Ds - Cs) + \frac{1}{2}s^T\dot{\bar{M}}s + \bar{\varphi}^T\Gamma\ddot{\bar{\varphi}}$$

Then, the parameter of the adaptive law is designed as follows:

$$\dot{\hat{\varphi}} = -\Gamma^{-1}Y^Ts$$  \hspace{1cm} (230)$$

Therefore,

$$\dot{V} = -\Gamma^{-1}K_Ds \leq 0$$

This results that the tracking error goes to zero: $\bar{q} \to 0$ as $t \to \infty$.

**5.2.10. Simulation Results of 3-DOF Reconfigurable Robot**

The tracking position of the first joint to a trigonometric reference signal has been shown in Figure 5.22 (above), the trajectory tracking error (central) and the control torque required to drive the joint (below). The tracking position of the second joint shown in Figure 5.23 has similar features as the first joint. The convergence of trajectories tracking has been assured by the adaptive rule Equation (230). The estimation values of the inertia parameters $(\varphi_1, \varphi_2, \varphi_3, \varphi_4)$ are normalized and showed in figures 5.24 and 5.25, respectively. The parameter estimation error remains bounded rather than going to zero. The reason for this type of bounded parameter error is that the error system given by Equation (229) is constantly being excited by the input dynamics on the right-side of Equation (229).
Figure 5.22. Tracking position of the joint 1 to a trigonometric function (above), reference position (solid) and actual position (dotted). The tracking error (central), and the control torque (below).

Figure 5.23. Tracking position of the joint 2 to a trigonometric function (above), reference position (solid) and actual positions (dotted). The tracking error (central), and the control torque (below).
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Figure 5.24. The normalized values of the inertia parameters $\varphi_1$ (above) and $\varphi_2$ (below).

Figure 5.25. The normalized values of the inertia parameters $\varphi_3$ (above) and $\varphi_4$ (below).
CHAPTER 6

Kinematic and Control Selection Algorithm

To realize a reconfigurable robot, an algorithm has been developed that combines the selection of an applicable kinematic structural robot configuration with control design methods to optimize robot capability and performance. Assuming a spherical wrist attached to the end effector, the kinematic structures of common industrial robots are determined by the first three links and joints, which also define the external and internal workspace boundaries. A spherical wrist, which satisfies Piper’s condition \[ a_4 = 0, a_5 = 0 \text{ and } d_5 = 0 \], only serves to orient the end effector within the workspace. The resulting reconfigurable robot includes eight kinematic structures: Cartesian TTT, Cylindrical RTT, TTR, TRT, Articulated RRR, Spherical/Scara RRT, TRR, and RTR.

In this chapter, an algorithm with configuration and control phases is developed to select an optimal kinematic configuration structure with the most applicable control approach to perform a specified trajectory with high tracking performance.

6.1. Configuration Phase

The configuration algorithm shown in Figure 6.1 starts by defining the geometric task in terms of its shape, dimensions, etc. To build the entire trajectory sequentially, the task is divided into segments according to trajectory shape (linear/curvature). To perform the first segment, the algorithm begins with the TTT kinematic structure. The kinematic model for this structure can be automatically generated using the generic kinematic algorithm developed in Chapter 2. The workspace of the kinematic structure is calculated from the Cartesian coordinates of the position vector partitioned from the homogeneous matrix transformation. Then, the workspace singularity of the configuration is evaluated by calculating the determinant of the Jacobian. The reachability property of the segment within the workspace is tested by calculating the inverse kinematics of the structure. In case
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Figure 6.1. Configuration phase.

of a singular configuration, the algorithm will select the next kinematic structure and repeat the same tests. The structural kinematic selection continues until it arrives at a structure that satisfies the Jacobian and inverse kinematic conditions without singularity.

6.1.1. Internal D–H Parameters Optimization

For a selected configuration, the values of the three variable D–H parameters; link offset, link twist angle and the joint angle are used in internal loops to test the inverse kinematics and singularity conditions. The first internal loop starts with the minimum value of the link offset parameter. The kinematic model is generated according to the selected new link offset value. Then, the resulting kinematic model is tested for the inverse kinematics and singularity conditions. If the test fails, then the loop continues to choose the next offset value and repeat the same two condition tests. The internal loop continues till reaching the maximum limit value of the link offset value. In case the two conditions are not satisfied, the algorithm will switch to the next loop, the link twist angle range values. The process of calculating the kinematic model and testing the two conditions will continue until reaching the maximum limit value of the link twist angle. If the two conditions are not satisfied,
the loop will switch to the joint angle internal loop, and the same process will be repeated as the previous loops till reaching the maximum joint angle value. If the inverse kinematics and Jacobian singularity are not satisfied using the three internal loops, then the algorithm will select the next kinematic structure and the entire process will be repeated again. The structural kinematic selection continues until it arrives at a structure that satisfies the inverse kinematic and Jacobian without singularity. A manipulability index (explained in details in Chapter 2) can be used here to determine the optimal configuration and its singularity. If the algorithm has called all the eight kinematic structures and the conditions are not satisfied, then the geometric task is out of the robot design and the kinematic specifications should be changed to adapt to the required geometry task. The algorithm calculate the dynamics whenever the two conditions are satisfied generating the required equations of motion automatically. If the configuration is TTT, then linear equations of motion would have to generate for control purposes. If the resulting configuration is RRR, then the generated equations of motion are nonlinear due to the dynamic coupling of revolute joints. In case the kinematic structure has revolute-translational joints, such as the Scara kinematic structure, the equations of motion can be decoupled into linear and nonlinear subsets.

6.2. Control Phase

Having generated the dynamic equations for a specific kinematic configuration, a reconfigurable control methodology shown in Figure 6.2 is developed to select a control approach depending on the parameters type. This control methodology is constructed to find an appropriate control approach that minimizes conservatism and maximizes obtained performance specifications. Selecting a control approach is not easy to perform as different methods are formulated in different time and frequency domains. It is difficult, if not impossible, to reformulate the reconfigurability problem in one domain without losing design insights and introducing conservatism.
In this phase, the most applicable control approach is selected to achieve high tracking performance for the optimal kinematic structure. The general time and frequency performance requirements are given as follows:

**Time Domain Performance Requirements**

- Steady state error ($e_{ss}$).
- Speed of response (Time constant).

**Figure 6.2. Control phase.**
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- Rise time and settling time.
- Relative stability.

**Frequency Domain Performance Requirements**

- At low frequency bandwidth: disturbance rejection and reference tracking of low frequency commands can be achieved by shaping the sensitivity function given in Equation (78).
- At high frequency bandwidth: trajectory tracking and noise attenuation can be achieved by shaping the complementary function \( T = I - S \).

### 6.2.1. Dynamic Parameter Properties

The dynamic equations of motion of a reconfigurable robot are fully characterize by the type of its parameters. In case of translational motion, these equations are linear with constant mass, gravity and Coriolis parameters. For rotational motion, the inertia, gravity and Coriolis parameters are variable and nonlinear due to inertial coupling, kinematic coupling, gravity load, friction term saturation, and transcendental functions. The properties of the dynamic parameters of a reconfigurable robot are presented in Table 6.1.

**Table 6.1. Dynamic parameter properties of a reconfigurable robot**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration dependent</th>
<th>Nonlinear</th>
<th>Bounded value</th>
<th>Structured uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inertia</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Coriolis Centrifugal</td>
<td>×</td>
<td>×</td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>Gravity</td>
<td>×</td>
<td>×</td>
<td></td>
<td>×</td>
</tr>
<tr>
<td>Viscous friction</td>
<td></td>
<td></td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

The inertial, Coriolis and gravity parameters are nonlinear and their values are configuration dependent as calculated and showed in Figures 3.8 and 3.10.

### 6.2.2. The Reconfigurable Control Algorithm

In general, the reconfigurable control algorithm is classified into linear, nonlinear and robust control methods. This classification depends on the parameter properties of the equations of motion. The algorithm shown in Figure 6.2 starts when the
equations of motion are linear (TTT configuration), a linear control, such as PD or PID, is selected to track a reference trajectory achieving the required performance. For an Elbow manipulator (RRR configuration) and partially decoupled dynamics (TTR, TRT, RTT, RRT, TRR, RTR), the physical dynamic parameters are variable, uncertain and nonlinear. The types of these dynamic parameters can be specified as follows:

- Immeasurable parameters (nonlinearity feature).
- Measurable parameters (configuration dependent) parameters.
- Known parameters (exact parameter knowledge).
- Unknown parameters (constant mass change in case of pick and place).
- Unknown and time varying parameters (variable mass change.

When the uncertain dynamic parameters are not measurable, the algorithm selects the robust control approaches. With this approach, the nonlinear property of the dynamic parameters is modeled as parametric uncertainties for a linearized model. By applying a $\mu$ controller, the resulting performance can be improved in case of structured parametric and dynamic uncertainties. With robust control methods such as $H_\infty$ and $\mu$ controllers, the immeasurable parameters are can be modeled as uncertainties into the following types:

- Dynamic uncertainty (structural modes).
- Parametric uncertainty (parameter variations).
- Time invariant (constant) uncertainty.
- Time varying uncertainty.

In case of parameter dependent configuration (on-line measurable parameters), a robust Linear Varying Parameter (LPV) controller is selected to obtained the specified performance requirements. In this approach, the measured and time varying parameters such the inertial and viscous friction are fed back to the controller to obtain high tracking performance specifications. If the dynamic parameters are exactly know, a feedback controller can be applied as an inner loop with linear PD or PID controllers in the outer loop control. Sliding mode control can be applied in case of unknown parameters which have the a robust component (sign/saturation function) in the outer loop control. In case the equations of motion are nonlinear, then a control approach is selected as follows:
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- If the robot has variable and immeasurable parameters: the nonlinear equations of motion have to be linearized and the variations would be modeled as bounded uncertainties within known limits. An LFT (Linear Fractional Transformation) control problem is composed and an $H_\infty$-optimal control is designed to ensure the maximum norm of a stacked performance cost function is less than one. The resulting control control design is conservative in allowing less sizable uncertainties to ensure Nyquist stability of the system. Therefore, for structured uncertainties, $\mu$-optimal controllers can be designed, which allows more sizable parameter variations and improves the robust performance.

- Variable and measurable parameters: if the parameters are measurable, then for a linearized system, a linear parameter varying (LPV) control can be designed, which results in high tracking performance in the presence of disturbances. Gain scheduling or linear parameter varying (LPV) techniques are used for controlling LPV systems. An LPV controller consists of designing a linear time invariant LTI controller that is adapting itself when the operating conditions change. In this control method, the system is assumed to depend affinely on a measured vector of time varying parameters. Assuming on-line measurements of these parameters, they can be fed to the controller to optimize the performance and robustness of the closed loop system.

- Known parameters of the nonlinear equations of motion: a feedback linearization can be designed to cancel the known parameters of the robot. This control inversion model step is regarded as an inner loop control to decouple the system dynamics and renders double integrators. Then, PD controllers can be designed in the outer loop control to drive the error system to zero exponentially.

- Unknown and uncertain parameters: a sliding mode control (SMC) (feedback linearization control plus robust component) can be designed to achieve stability and high tracking performance in the presence of parametric and unmodeled dynamic uncertainties. The most significant feature of the sliding mode control is the complete insensitivity to parametric
uncertainty and external disturbances during the sliding mode. The SMC uses a high speed switching control law to achieve two objectives. Firstly, it drives the nonlinear system’s state trajectory along a specified and user chosen surface in the state space, which is called the sliding or switching surface. This surface is named the switching surface because a control path has one gain if the state trajectory of the system is above the surface and a different gain if the trajectory drops below the surface. Secondly, it maintains the system’s state trajectory on this surface for all subsequent times.

- Constant or slowly time varying parameters: an adaptive control with adaptation rule can be designed to achieve stability and satisfy the tracking performance requirements. Adaptive control is an approach to control systems that have constant or slowly-varying uncertain parameters. The basic theory in adaptive control is to estimate the uncertain system parameters on-line based on measured system signals, and exploit the estimated parameters in the control input computation. Thus, an adaptive control can be regarded as a control with on-line parameters estimations which maintain consistence performance of a system in the presence of uncertainty or unknown variation in system parameters. This leads one to consider the adaptive control approach as a way of automatically adjusting the controller parameters in the face of changing robot dynamic parameters.

The algorithm shown in Figure 6.2 performs the selection (as per the criteria above) of the applicable kinematic configuration and control method for each segment sequentially, returning to the path planning node after completion of each segment to start the process for the next one. Thus, the reconfigurable control scheme shown solves the control design problem from a pragmatic perspective, rather than seeking an exact treatment of the performance problem.
Figure 6.3. A comprehensive algorithm for configuration and control of a reconfigurable robot
6.3. Algorithm Implementation (Simulations and Results)

Based on the singularity conditions of the inverse kinematic and Jacobian of the given trajectory segments, two reconfigurable robots with certain kinematic structures are selected. For a specified segment, the singularity conditions are verified for each kinematic structure starting with the TTT, TTR, TRT, RTT, RRT, TRR, RTR, and RRR configurations. The kinematic structure with the smallest condition number of the Jacobian matrix is chosen. Two reconfigurable robots with specified kinematic structures are simulated and viewed to follow two different trajectories. Position and trajectory control methods are employed to achieve the specified performance specifications.

6.3.1. Trajectory of Two Circles in Joint Space Motion

Two sheet cylinders are manufactured with radius 0.10 m and centered at (-0.25, 0.25, -0.5) and (-0.25, 0.25, 0) meters, as shown in Figure 6.4. The Jacobian singularity condition of the eight kinematic structures is determined for each of the following poses: The center point (-0.25,0.25,-0.5) of the lower cylinder and for the other vertices (-0.35,0.25,-0.5), (-0.25,0.15,-0.5), (-0.15,0.25,-0.5), and (-0.25,0.35,-0.5). The RRR kinematic structure has the smallest value of the Jacobian condition number, which indicates that the cylinders are reachable within the RRR workspace and without singularity compared to the other configurations. The D-H parameters of the RRR reconfigurable manipulator are given in Table 3.13. The motion of the end effector starts at the lower circle executes a circular motion in the $xy$ planes of radius 0.20 m around the manufactured cylinder. Then it follows a line in vertical motion to execute the upper circle. The joint coordinates of the lower circle are depicted in Figure 6.5 which show a change in the fourth joint angle from $\pi$ to $-\pi$. This change occurs in a very short number of samples which indicates the flip of the end effector. The Cartesian motion of the end effector is shown in Figure 6.6 and it is clear that the motion was executed in the $xy$-plane. Euler angles of the end effector shown in Figure 6.7 indicate a change of the roll angle from $-\pi/2$ to $\pi/2$ and a high frequency oscillation of the yaw angle to maintain a circular motion in the $xy$-plane. The manipulability index is calculated for the circular motion and shown in Figure 6.8. The index value approaches zero.
when the fourth joint angle of the end effector flips its direction with almost 180 degrees to execute the required circle path.

Figure 6.4. A reconfigurable robot follows a trajectory motion (lower and upper circles)
Figure 6.5. The joint coordinates of a reconfigurable robot during the joint space path.

Figure 6.6. Cartesian position (x,y,z) of the end effector during the joint space trajectory.
6.3. Algorithm Implementation (Simulations and Results)

Figure 6.7. The Euler angles (roll, pitch, yaw) of the end effector.

Figure 6.8. Manipulability of the reconfigurable robot following a joint space trajectory.

6.3.2. Straight Line Trajectory in Joint Space

Given the start (0.4064, 0.5, 0.3303) and final (0.8032, 0.5, 0.3302) poses of a straight line trajectory, the condition number of the Jacobian matrix is determined for each of the eight configurations. The RRT kinematic structure has the
smallest value of the Jacobian condition number compared to the other configurations. Therefore, a reconfigurable manipulator with RRT kinematic structure is selected and its workspace with three envelopes is generated and shown in Figure 6.9. The first envelope is generated when the joints of the robot are set up in a revolute structure. The second and third envelope are created when the reconfigurable joint moves translational to the next envelope. It is considered that the end effector is moving from pose (0.4064, 0.5, 0.3303) with end effector orientation of 180 degrees to the pose (0.8032, 0.5, 0.3302) with changing orientation to 90 degrees. This motion lies in the $xy$-plane with the end effector orientated downward.

The required trajectory lies within the workspace envelope of the reconfigurable manipulator by calculating the Jacobian singularity at the start and end trajectories. Using the geometric inverse kinematics, the reachability condition of the final pose is validated and satisfied. The initial and final joint coordinates associated with the two poses are shown in Figure 6.10. The joint coordinates trajectories are moving smoothly in the joint space motion between the two poses as shown in Figure 6.11. The Cartesian motion of the end effector is shown in Figure 6.12 where the $x$-coordinate shows a smooth transition along $x$-coordinate from the location 0.4064 to 0.8032. The figure also shows a slight deviation in the $y$-axis due to the joint space motion of the manipulator. The Cartesian locus of the end effector in the $xy$-plane shown in Figure 6.13 indicates that the trajectory is not a straight line. This is expected since only the Cartesian coordinates of the end poses were specified. As the robot rotates about its waist joint during the motion, the end effector will follow a circular arc. The orientation of end effector in roll-pitch-yaw angles form are plotted in Figure 6.14 against time. The roll angle varies from $\pi$ to $\pi/2$ as specified in the initial and final poses.
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Figure 6.9. Front view of the workspace in the $xz$-plane of a reconfigurable robot.

Figure 6.10. End effector motion from pose (0.4064, 0.5, 0.3303) to (0.8032, 0.5, 0.3303).
Figure 6.11. Joint coordinates motion versus time.

Figure 6.12. Cartesian position of the end effector versus time.
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Figure 6.13. Cartesian position of the trajectory in the \(xy\)-plane versus time.

Figure 6.14. Euler angles, roll-pitch-yaw of the end effector versus time.

6.3.3. Position (Linear) and Trajectory (Nonlinear) Control Method Selection
Position and trajectory control methods are selected based on the dynamic parameter type as follows:

- measured or unmeasured parameters leads to position control methods.
- known or unknown parameters leads to trajectory control methods.
- constant or time varying parameters leads to adaptive control method.

Position control involves linear control methods such as robust $H_\infty$, $\mu$ and Linear Varying Parameter (LPV) controls. Robust control methods model the nonlinear property of the parameters as parametric uncertainties for a linearized plant. A manipulator with RRR configuration, initially at rest ($q_1 = 0, q_2 = 0, q_3 = 0$), is commanded to a step signal. The inverse weighting function shown in Figure 6.15 is designed with large gain at low frequencies to reject disturbance and follow reference commands, which represents the required performance objectives. The nonlinear property of the inertia, Coriolis and viscous friction are modeled as parametric uncertainties. Using LFT control configuration, a linearized model with uncertainties is set up for robust control design. The resulting step and disturbance responses are shown in Figure 6.16 and 6.17, respectively. The step response shows an overshoot of 1.73 after 1.8 sec and a settling time of 6.85 sec. The time domain performance specifications can be improved by using $\mu$ control for structured uncertainties.
Figure 6.15. Performance weighting function of the sensitivity function $S = \frac{1}{(1+GR)}$

Figure 6.16. Step response of $H_{\infty}$-control.
Selecting the LPV control method, the inertia and viscous friction are considered to be configuration dependent parameters and measured on-line. The performance weighting function shown in Figure 6.18 is designed to have high gain at low frequencies to satisfy the performance requirements in disturbance rejection and tracking reference command. The resulting step response for 20 frozen parameters shown in Figure 6.19 indicates the high speed of response, 1% overshoot and 1.56 sec settling time. The control amplitude (joint torque) shown in Figure 6.20 implies the torque needed is mostly high at the start time to move the first joint from its initial to final position. The steady state error keeps low value after for the simulated frozen parameters as shown in Figure 6.21.
Figure 6.18. Frequency response of a weighted sensitivity function $S = \frac{1}{1+GK}$

Figure 6.19. Step response of 20 frozen parameters using gain-scheduled controller.
The algorithm leads to the SMC control method when the dynamic parameters are unknown. The feedback linearization control (inner loop control) cancels the nominal values of the parameters where the variation is compensated by a robust control component at the outer loop. The trajectory tracking of the first joint of the RRR configuration manipulator is shown in Figure 6.22. The tracking error
shown in Figure 6.23 points out that the tracking error goes to zero, achieving the performance requirements. In the case of time varying parameters (varying payload mass) the algorithm leads to employ the adaptive control method. The trajectory tracking of the first joint is shown in Figure 6.24. The tracking error shown in Figure 6.25 goes to the origin satisfying the performance requirements in disturbance rejection and following the reference command.

Figure 6.22. Trajectory tracking for a trigonometric reference command using SMC method.
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Figure 6.23. Tracking error for unknown parameters using SMC method.

Figure 6.24. Trajectory tracking for a trigonometric function using the adaptive control method.
6.4. Comparison between Linear and Nonlinear Control Approaches

Based on the dynamic parameter type, two main control approaches (linear robust and nonlinear controllers) have been employed to achieve the required tracking performance for the most applicable kinematic configuration. The properties of the two control methods are viewed and compared as follows:

- A robust control is capable of accounting for unmodeled dynamics, parameter variations, disturbance rejection, and command tracking. It is conservative against nonlinearities or large parameter variations. The adaptive control approach, such as parametric adaptive control, represents a design methodology which enhances system design response, especially against unpredicted variations.

- Gain scheduling controllers can be applied for systems with a high rate of parameter variation. The application of gain scheduling controllers in case of a system with highly varying dynamics is assumed to be beneficial in terms of the closed loop performance. The application of gain scheduling instead of robust control should be considered when the parameter is measurable.
The major drawback of classical gain scheduling involves the lack of guaranteed global robustness, performance and stability. Only in the case of slowly varying parameters can these designs guarantee stability.

Adaptive control is superior to robust control in dealing with uncertainties in constant or slowly-varying parameters. The basic reason lies in the learning behavior of adaptive control systems. An adaptive controller improves its performance as adaptation goes on, while a robust controller simply attempts to keep consistent performance. Another reason is that an adaptive controller requires little or no a priori information about the unknown parameters, while a robust controller usually requires a priori estimates of the parameter bounds.

Conversely, robust control has some desirable features that adaptive control does not have, such as its ability to deal with disturbances, quickly varying parameters, and unmodeled dynamics.

Adaptive control for nonlinear systems requires linear parametrization of the system dynamics. Full parametrization and thus adaptive control cannot be achieved in case of parametric uncertainty.

6.5. Summary

In this chapter, a methodology is developed to combine the design of a reconfigurable robot with control design methods as shown in Figure 6.3. The purpose of this combination is to extend the capability and properties of a reconfigurable robot to perform any required task. In comparison to predefined fixed kinematic structure robots, the D–H design parameters are modeled to be variable, which are the main constraints to improve any robot abilities. Using a reconfigurable robot will go beyond the control design constraints in performance improvement by changing the kinematic structure of the robot instantaneously as needed when it is needed. The methodology has been divided into the configuration phase and control phase.

In the configuration phase, a task defined by its shape and dimensions is partitioned into trajectory segments. To perform a segment, the algorithm selects a kinematic structure and test it for the reachability and Jacobian singularities.
In case of these two conditions are not satisfied, the algorithm run three internal loops. These loops can change the parameters; link offset, link twist angle and joint angle; within their range limits. Kinematic models were calculated for each parameter value and tested against the two mentioned singularity conditions. Then, equations of motion are generated automatically to represent the selected configuration.

In the control phase, a specific control design method is selected based on the parameter types. $H_\infty/\mu$ controllers are selected for immeasurable parameters with linearized system. A Linear Parameter Varying (LPV) parameter is selected when the parameters are measured and can be fed back to the controller. A Computed Torque Control (CTC) is designed for known parameter that canceled by the control parameters. These parameter cancellation by the feedback linearization control represents the inner loop control. At the outer loop, PD or PID linear controllers can be designed to achieve high tracking performance. A Variable Structure Control (VSC) is designed for systems with unknown and uncertain parameters. The structure of this control includes a feedback linearization control and a robust element to drive the system state towards the sliding surface achieving the global stability. An adaptive control can be applied to systems with constant or slowly varying parameters to obtain high tracking performance.
Conclusions and Recommendations

7.1. Conclusions

A reconfigurable robot has been investigated with features such as variable link twist angles, length links and (translational/rotational) joint types. The kinematic design parameters, i.e., the D–H parameters, were modeled to be variable and can generate any required kinematic structure to facilitate a specific application. The joint angle and the offset distance of the D–H parameters were also modeled as variable parameters (reconfigurable joint). The resulting reconfigurable robot hence encompasses different kinematic structures and has a reconfigurable joint to accommodate any required application in medical technology, space exploration and future manufacturing systems, among others. The reconfigurability problem was proven to be feasible and solved using model based control strategies.

First, a global kinematic model has been developed to automatically generate any kinematic configuration of three links and joints robot manipulator. In the next step, the recursive Euler-Newton algorithm was extended to automatically generate each element of the inertia matrix, Coriolis torque matrix, centrifugal torque matrix, and the gravity torque vector. Then, the following advanced model based control strategies were employed as follows:

- **PD-Gravity control.**
  The practical significance of this control law lies in the fact that it requires no detailed knowledge of the manipulator parameters: inertia tensor matrix $M(q)$, the Coriolis and centrifugal coupling matrix $C(q, \dot{q})$, or the friction vector $F(q)$. It does require knowledge of the gravity loading vector $G(q)$, but this is relatively easy to determine in comparison to other elements of the dynamic equations of motion. Using Lyapunov’s second method, a nonlinear control with gravity compensation was proved to satisfy the closed loop stability and performance requirements.
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- **$H_{\infty}/\mu$ optimal controllers.**
  With a reconfigurable robot, the dynamic parameters (the inertia, Coriolis, centrifugal and gravity) components were uncertain due to their dependency on the robot configuration. The parameter variations were modeled as bounded parametric uncertainties and an $H_{\infty}$-optimal control was designed to achieve the performance specifications in the presence of these uncertainties. The resulting closed loop system was analyzed using the singular structured value ($\mu$) approach.

- **Sliding mode controller (SMC) controller.**
  Sliding mode controllers were designed for a 3-DOF reconfigurable robot. The developed SMC controllers were based on estimated, bounded models and on the computed torque method. The resulting closed loop system was completely insensitive to the parametric uncertainties and external disturbances during sliding mode.

- **Adaptive control.**
  The nonlinear dynamic equations of a 3-DOF reconfigurable robot were linearized using the regressor function property in which the dynamics are separated into a known matrix of time functions and an unknown constant parameter vector. This separation of the robot dynamics was used in the formulation of an adaptive update rule and also in the stability analysis of the tracking error system.

- **Gain scheduled or linear parameter varying (LPV) controller.**
  In this control approach, the link inertia and joint viscous parameters were considered to be time varying and on-line measured parameters. Here the state-space matrices of the feedback linearized system are assumed to depend affinely on the two time varying parameters. These parameters are fed to the controller to optimize the performance and robustness requirements of the closed loop system. The resulting closed loop system was shown to perfectly fulfill the performance specifications along the parameter trajectories. The LPV control scheme employed here suffers from conservatism in the face of slowly varying parameters, since the employed
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quadratic Lyapunov functions allow for arbitrarily fast parameter variations.

An algorithm was developed to select a relevant kinematic structural robot configuration for any predefined geometric task. Assuming a spherical wrist attached to the end effector, the kinematic structures of common industrial robots are determined by the first three links and joints, which also define the external and internal workspace boundaries. A spherical wrist, which satisfies Piper’s condition only serves to orient the end effector within the workspace. The resulting reconfigurable robot includes eight kinematic structures: Cartesian TTT, Cylindrical RTT, TTR, TRT, Articulated RRR, Spherical/Scara RRT, TRR, and RTR. The algorithm starts by defining the path planning (linear/curvature) and testing the workspace singularity and manipulability index of the selected kinematic structure. In case of a singular configuration, the algorithm will select the next kinematic structure and test its workspace singularity. The structural kinematic selection continues until it arrives at a structure that satisfies the reachability condition without singularity. Then, equations of motion are automatically generated with elements that describe the involved dynamics of the selected structure. If the equations of motion are linear, a linear control, such as PD or PID, is selected to satisfy the performance requirements. In case the equations of motion are nonlinear, then a control approach is selected based on the parameter types as follows:

- Variable and immeasurable parameters: the nonlinear equations of motion have to be linearized and the variation would be modeled as bounded uncertainties within known limits. An LFT (Linear Fractional Transformation) control problem is composed and a $H_\infty$-optimal control is designed to satisfy the maximum norm of a stacked performance cost function. If the resulting control design is conservative and the uncertainties can be modeled as structured uncertainties, an $\mu$-optimal control can be designed, which allows more sizable parameter variations and improves the robust performance.
- Variable and measurable parameters: if the parameters are measurable, then for a linearized system, a linear parameter varying (LPV) control can
be designed, which results in a high tracking performance in the presence of disturbances.

- Known parameters of the nonlinear equations of motion: a feedback linearization with PD control can be designed to satisfy the performance requirements.

- Unknown and uncertain parameters: a sliding mode control (feedback linearization control plus robust component) can be designed to achieve stability and high tracking performance in the presence of parametric and unmodeled dynamic uncertainties.

- Slowly time varying parameters: an adaptive control with adaptation rule can be designed to achieve stability and satisfy the tracking performance requirements.

The predefined trajectory of the given task can be partitioned into segments according to their geometry (linear, circular, etc.). The algorithm performs the selection (as per the criteria above) of the applicable kinematic configuration and control method for each segment sequentially, returning to the path planning node after completion of each segment to start the process for the next one.

7.2. Recommendations

This research systematically went through a full design process for a reconfigurable robot by applying the most effective control approach for a kinematic structure. Yet, it still leaves many points of research open for more thorough investigation, some at the abstract level of modeling and simulation, and some at the lower level of detail in practice.

- Some applications require not only reaching a point in 3D space, but also with the desired orientation at that point. Therefore, wrist singularities should be investigated for a reconfigurable robot.

- Determination of the optimal reconfigurable configuration to perform a task using the maximum manipulability index.
• Integrating CAD drawing information in a manner that allows the top level control system to specify a geometric task and would turning a reconfigurable robot into a self-reconfigurable one.

• Develop and design a reconfigurable joint, an electro-mechanical design concept that can be perform dual rotational/linear motions.

• Dynamics, not taken into account by the model based controller and still occurring in practice should be considered in control design strategies. The most important part is the flexible deformations of the links and the friction (static/dynamic) components. Including these elements would lead to improve the tracking performance of the robot.
Appendix A: Bosch Scara Model

This Appendix includes the simulation results calculated and explained in Chapter 3: inertia tensor matrix, Coriolis matrix, joint torques vector and payload matrix.

The inertia matrix:

\[
M =
\begin{bmatrix}
2.9074 & -0.4458 & 0.0574 & -0.1294 & 0.0000 & 0.0000 \\
-0.4458 & 4.1243 & 0.8523 & -1.2755 & 0.0446 & -0.0000 \\
0.0574 & 0.8523 & 1.8197 & -2.0192 & 0.0805 & -0.0000 \\
-0.1294 & -1.2755 & -2.0192 & 3.8508 & -0.1768 & 0.0000 \\
0.0000 & 0.0446 & 0.0805 & -0.1768 & 0.1963 & 0.0000 \\
0.0000 & -0.0000 & -0.0000 & 0.0000 & 0.0000 & 0.1941 \\
\end{bmatrix}
\]

The Coriolis matrix:

\[
C =
\begin{bmatrix}
0.0000 & -0.9505 & -0.2611 & 0.4278 & 0.0062 & -0.0000 \\
0.3601 & -0.0000 & -0.0355 & -0.1612 & 0.0351 & 0.0000 \\
0.1688 & 0.0178 & 0.0000 & -0.1612 & 0.0530 & 0.0000 \\
-0.2786 & 0.0806 & 0.1612 & 0.0000 & -0.0884 & 0.0000 \\
-0.0000 & -0.0351 & -0.1061 & 0.1768 & 0.0000 & -0.0000 \\
0.0000 & -0.0000 & -0.0000 & 0.0000 & 0.0000 & 0.0000 \\
\end{bmatrix}
\]

The joint torques vector is:

\[
\text{Torque} =
\begin{bmatrix}
-0.2582 \\
0.1170 \\
0.0392 \\
-0.1432 \\
0.0708 \\
\end{bmatrix}
\]
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The payload matrix:

\[
\begin{array}{cccccc}
1.0290 & 0.9295 & 9.0895 & 2.9280 & -805.6685 & 1.0000 \\
0.9295 & 1.0689 & 1.9923 & 2.5822 & 268.7898 & 1.0000 \\
9.0895 & 1.9923 & 1.6006 & 2.6996 & 138.8876 & 1.0000 \\
2.9280 & 2.5822 & 2.6996 & 2.6727 & 86.8056 & 1.0000 \\
-161.1389 & 268.7898 & 138.8876 & 86.8056 & 1.1454 & 1.0000 \\
1.0000 & 1.0000 & 1.0000 & 1.0000 & 1.0000 & 1.0000 \\
\end{array}
\]

Derivation of General Inverse (Pseudo Inverse) of the Jacobian Matrix:

\[
\|\dot{q}\|^2 = \dot{q}^T \ddot{q}
\]
\[
= (J^+v)^T(J^+v)
\]
\[
= [J^T(JJ^T)^{-1}v]^T[J^T(JJ^T)^{-1}v]
\]
\[
= v^T[(JJ^T)^{-1}]^TJJ^T(JJ^T)^{-1}v
\]
\[
= v^T[(JJ^T)^{-1}]Tv
\]
\[
= v^T[(JJ^T)^{-1}]v
\]
\[
= v^T(JJ^T)^{-1}v
\]

where \(A^+\) is an \(m \times n\) and computed as follows:

\[
A^+ = \begin{cases} 
A^T(AA^T)^{-1} & m \leq n \\
A^{-1} & m = n \\
(A^TA)^{-1}A^T & m \geq n 
\end{cases}
\]
Appendix B: Bosch Scara Model

In this Appendix, the parameters of the Bosch Scara robot are given with the state space representation of the linearized model. Table A.1 includes the parameter values of the first two links and joints. The parameters of the first two DC motors are given in Table A.2.

Table A.1. Nominal parameter values of the Bosch Scara robot arm

<table>
<thead>
<tr>
<th>Servo/Link 1</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{v1}$</td>
<td>0.001</td>
<td>Nms/rad</td>
</tr>
<tr>
<td>$F_{vL}$</td>
<td>90</td>
<td>Nms/rad</td>
</tr>
<tr>
<td>$K_{m1}$</td>
<td>0.24</td>
<td>Nm/A</td>
</tr>
<tr>
<td>$R_{m1}$</td>
<td>1.45</td>
<td>Ω</td>
</tr>
<tr>
<td>$J_{m1}$</td>
<td>$1.075 \times 10^{-2}$</td>
<td>kgm$^2$</td>
</tr>
<tr>
<td>$L_{m1}$</td>
<td>$\leq 1.5 \times 10^{-3}$</td>
<td>H</td>
</tr>
<tr>
<td>$N_1$</td>
<td>$129^{-1}$</td>
<td>[1]</td>
</tr>
<tr>
<td>$L_1$</td>
<td>0.445</td>
<td>m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Servo/Link 2</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{v2}$</td>
<td>0.005</td>
<td>Nms/rad</td>
</tr>
<tr>
<td>$K_{m2}$</td>
<td>0.099</td>
<td>Nm/A</td>
</tr>
<tr>
<td>$R_{m2}$</td>
<td>1.87</td>
<td>Ω</td>
</tr>
<tr>
<td>$J_{m2}$</td>
<td>$4.2 \times 10^{-4}$</td>
<td>kgm$^2$</td>
</tr>
<tr>
<td>$L_{m2}$</td>
<td>$\leq 1.0 \times 10^{-4}$</td>
<td>H</td>
</tr>
<tr>
<td>$N_2$</td>
<td>$101^{-1}$</td>
<td>[1]</td>
</tr>
<tr>
<td>$L_2$</td>
<td>0.355</td>
<td>m</td>
</tr>
</tbody>
</table>

Table A.2. Nominal parameter values of the Bosch Scara robot arm

<table>
<thead>
<tr>
<th>Amplifier 1</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{P11}$</td>
<td>27.9</td>
<td>[1]</td>
</tr>
<tr>
<td>$K_{I11}$</td>
<td>$646.5$</td>
<td>sec$^{-1}$</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>$8 \times 10^{-5}$</td>
<td>sec$^{-1}$</td>
</tr>
<tr>
<td>$K_{P12}$</td>
<td>1.42</td>
<td>V/A</td>
</tr>
<tr>
<td>$K_{I12}$</td>
<td>227</td>
<td>V/As</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amplifier 1</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{P21}$</td>
<td>28</td>
<td>[1]</td>
</tr>
<tr>
<td>$K_{I21}$</td>
<td>413.3</td>
<td>sec$^{-1}$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>$8 \times 10^{-5}$</td>
<td>sec$^{-1}$</td>
</tr>
<tr>
<td>$K_{P22}$</td>
<td>2.67</td>
<td>V/A</td>
</tr>
<tr>
<td>$K_{I22}$</td>
<td>280</td>
<td>V/As</td>
</tr>
</tbody>
</table>
Table A.3. Different values for inertias and damping for different joint position of link 2 (left). Estimated parameter values for stiction and Coulomb friction (right).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\theta_2 = 0$</th>
<th>$\theta_2 = \frac{1}{2}\pi$</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M = J_{L_1}$</td>
<td>10.9</td>
<td>7.46</td>
<td>kgm$^2$</td>
</tr>
<tr>
<td>$J_c$</td>
<td>$8.2 \times 10^4$</td>
<td>$7.6 \times 10^4$</td>
<td>Nm/rad</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Torque</th>
<th>joint 1</th>
<th>joint 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F = F_s [Nm]$</td>
<td>17.92</td>
<td>11</td>
</tr>
<tr>
<td>$F_c [Nm]$</td>
<td>14.1</td>
<td>9</td>
</tr>
</tbody>
</table>

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\dot{x}_5 \\
\dot{x}_6
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & -\frac{F_{yl}}{J_{L_1}} & \frac{K_s}{J_{L_1}} & -\frac{D_s N_1}{J_{L_1}} & 0 & 0 \\
0 & -1 & 0 & N_1 & 0 & 0 \\
0 & 0 & -\frac{N_1 K_s}{J_{m_1}} & -\frac{F_{yl}}{J_{m_1}} & \frac{K_{m_1}}{J_{m_1}} & 0 \\
0 & 0 & 0 & -\frac{K_{m_1}}{L_{m_1}} & \frac{-R_{m_1} - K_{p12}}{L_{m_1}} & 1 \\
0 & 1 & 0 & 0 & -K_{i12} & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix} +
\begin{bmatrix} u \\
1/J_{L_1}
\end{bmatrix} +
\begin{bmatrix}
\tau_{LD}\n\end{bmatrix}
\]

\[
y = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\begin{bmatrix} x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6
\end{bmatrix} + [0]D
\]  

(231)

The notations of state space parameters are given in the Nomenclature.
Appendix C: Kinematic Calculations

The linear parameter matrix for a 3-DOF kinematic structure is calculated as follows:

\[
Y(q, \dot{q}, \ddot{q}) = \begin{bmatrix}
\ddot{q}_1 & \cos(q_2)(2\dot{q}_1 + \ddot{q}_2) - \sin(q_2)(2\dot{q}_1 \dot{q}_2 + \dot{q}_2^2) & \dot{q}_2 & g \cos(q_1) & g \cos(q_1 + q_2) \\
0 & \cos(q_2)\ddot{q}_1 + \sin(q_2)\dot{q}_2^2 & \ddot{q}_1 + \ddot{q}_2 & 0 & g \cos(q_1 + q_2)
\end{bmatrix}
\]

And the parameter vector is given as follows:

\[
\varphi = \begin{bmatrix}
\varphi_1 \\
\varphi_2 \\
\varphi_3 \\
\varphi_4 \\
\varphi_5
\end{bmatrix} = \begin{bmatrix}
m_1a_{c_1}^2 + m_2(a_1^2 + a_{c_2}^2) + I_1 + I_2 \\
m_2a_1a_{c_2} \\
m_2a_{c_2}^2 + I_2 \\
m_1a_{c_1} + m_2a_1 \\
m_2a_{c_2}
\end{bmatrix}
\]

The linear parameter matrix for a 2-DOF kinematic structure is calculated as follows:

\[
Y(q, \dot{q}, \ddot{q}) = \begin{bmatrix}
\ddot{q}_1 & \cos(q_2)(\ddot{q}_1 - 2\ddot{q}_2) - \sin(q_2)(2\dot{q}_1 \dot{q}_2 - \dot{q}_2^2) & \ddot{q}_1 + \ddot{q}_2 & 0 \\
0 & -2\cos(q_2)(\ddot{q}_1 + 2\sin(q_2)\dot{q}_2^2) & \ddot{q}_1 + \ddot{q}_2 & 0 \\
0 & 0 & 0 & \ddot{d}_3
\end{bmatrix}
\]

And the parameter vector is given as follows:

\[
\varphi = \begin{bmatrix}
\varphi_1 \\
\varphi_2 \\
\varphi_3 \\
\varphi_4
\end{bmatrix} = \begin{bmatrix}
(m_2^2 + m_2 + m_3)a_{1i}^2 \\
(m_2 + 2m_3)a_1a_2 \\
(m_2^2 + m_3)a_2^2 \\
m_3
\end{bmatrix}
\]
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