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absorption at those boundaries, thereby limiting the quality of images beyond the

bone. Regardless of this physical phenomenon, researchers have been encouraged

to improve imaging through bone. If an ultrasonic device is capable of scanning

the brain through the skull is introduced to the medical community, it will have

the potential benefits of affordability, safety, and portability that other imaging

devices lack.

Figure 1.3: Flat Bone Anatomy in the skull [2]

For over four decades, re-

searchers have sought to de-

velop ultrasonic trans-skull imag-

ing in order to upgrade con-

ventional imaging. To be able

to image through the skull, it

is important to understand the

skull’s anatomy.

There are four classification of

bones: long bone, short bone,

flat bone, and Irregular bone[2,

6]. Long bones are rod shaped

and, as the name suggests, are

longer in one direction that the

other two. They are primarily

present in limbs. Short bones

are also rod shaped; however,

their length is about the same

as their width and they can be

found in the wrist and ankle.

Flat bones, unlike the other

classifications, extend in two dimensions, such as in the skull, shoulders, and ribs.
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Finally, the irregular bone, includes any bones that do not fit in other descriptions

such as hip bone.

Skull bone belongs to the flat bone type and consists of three major layers, as

shown in figure 1.3. The name “Flat bone” is only meant to imply the extension

of this type of bone in two dimensions and it does not necessarily mean any of the

layers are flat. In the skull, flat bone is curved with a large radius that gives it

the spherical shape, while small curvatures exist in the inner/outer compact layer

and the spongy (diploe) layer.

Unlike the outer compact bone layer, which is relatively smooth, the inner compact

bone layer is rough and curvy. It is responsible for refraction and phase aberra-

tions in trans-skull imaging. The diploe layer, however, is responsible for other

distortions, such as scattering and attenuation. The diploe layer is a network of

bone fragments that are aligned to support the stress points in the skull. Since

those fragments are small, they can only be observed at high frequencies in ultra-

sonic imaging (> 10MHz). For the purpose of imaging the brain through the skull,

though, using high frequency is not recommended. At high frequencies, the diploe

layer is more attenuative and since the wavelength of the transmitted field become

comparable in size to the fragments in the diploe layer, non-negligible scattering

effects are present. To avoid this, trans-skull imaging is generally limited to a

central frequency of no more than 5MHz.

1.5.1 Transcranial ultrasonic imaging

Ultrasonic imaging techniques that are created for trans-skull imaging have been

suggested since the 1960s [7–9]. Since then, many types of approaches have been

proposed. Some methods limit imaging to the temporal window, at which there

is no diploe layer and the skull is the flattest [10–13]. Some suggest imaging using

shear mode [14, 15], where better axial target localization is provided at the cost
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of inferior lateral resolution. Others focus through the skull using time-reversal

technique[16–19]. Although time-reversal has been very successful at imaging the

brain, it requires a hemispherical transducer array surrounding the entire head

which can be difficult to manage. The most success has been achieved using

adaptive beamforming technique [20–26] which uses a small hand held ultrasonic

transducer for imaging. The time-reversal and adaptive beamforming technique

show the most promising results. Thus, perfecting this method gives physicians

the freedom to expand imaging to areas other than the temporal window, acquire

higher quality images than using shear mode, for instance, all with a small hand

held device. However, for adaptive beamforming to work, an accurate skull profile

has to be available as an inaccuracy of 0.1mm could result in imaging error of up

to 1mm in 12cm depth [27].

In order to account for the skull curvature using adaptive beamforming, it is

necessary to have an accurate measurement of the skull geometry, especially the

curvature of the inner compact bone. The presence of curvature in thick diploe

bone also distorts the image and makes it impossible to observe the curvature of

the inner compact bone with minimal processing and, as a result, failing to image

the brain. Having an accurate measurement of the skull geometry can dramatically

enhance the quality of brain imaging of the brain via ultrasonography.

1.6 Purpose statement and thesis organization

The purpose of this thesis is to develop a signal processing technique applied to

acoustic signals to accurately extract the curvature of the skull’s inner compact

bone boundary such that it lies within ±0.5mm of the actual value. The method

can also be used to determine the averaged attenuation coefficient of the skull.

The method is applied to six types of skull phantoms with varying diploe layer

thickness and curvatures. In general, the proposed technique is comprised of three
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major steps. In the first step, the method is used to determine the attenuation

coefficient of the skull. This value as well as the raw data are input into the

developed Selective Echo Extraction (SEE) signal processing technique, to produce

two reflections that show the skin/skull boundary and the skull/brain boundary.

The results are then curve fitted to show a smooth curvature representing the

inner compact bone boundary.

The thesis is divided into five chapters. Chapter 2 presents a complete literature

review and explains the necessity of a reliable method for human skull profile

extraction. Chapter 3 shows the Selective Echo Extraction signal processing al-

gorithm, the simulation processes, the curve fitting process, and the attenuation

coefficient determining algorithm. Chapter 4 illustrates the experimental setup,

optimization of it, and results from the acquired experimental data. Chapter 5

discusses the conclusion.



Chapter 2

Ultrasonic imaging and

post-processing: a review

Medical Ultrasonography is one of the leading non-invasive diagnostic imaging

techniques. The cost-benefit ratio of Ultrasonic Imaging far exceeds other imaging

techniques in terms of affordability, accessibility, safety, and promptness. However,

the low spatial resolution has been one of the major limitations of ultrasonic

imaging and cannot compete with the quality of other modalities, such as X-Ray

CT, γ-Ray CT, or MRI. Low resolution is mainly caused by the finite bandwidth

of the imaging transducer or the non-negligible width and duration of ultrasonic

pulses [28]. As the demand of ultrasonography increased over the last few decades,

efforts have been made to improve the quality of the hardware in ultrasonic devices

and incorporate effective digital signal processing techniques in post-processing.

In this chapter, Section 2.1 briefly introduces Ultrasonic Phased Arrays. Section

2.2 explains signal post-processing techniques with an overview of the most com-

monly used post-processing methods to enhance ultrasonic scans. Finally, Section

2.3 discusses the applicability of those post-processing methods to the case of skull

imaging, and explains the motivation for this study and the proposed method.

10
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2.1 Ultrasonic phased arrays

Ultrasonic Imaging relays on sending an acoustic wave into a target system and

observing the reflections that occur at each boundary between the different media

in the system. Those reflections are collected to produce an Amplitude Scan (A-

Scan), Brightness Scan (B-Scan), and other types of scans. A-Scans show the

amplitude of the reflections as a function of time. When the amplitude is high, a

boundary is postulated to exist at a distance d = 1
2
vτ , where v is the velocity of

sound wave in the medium and τ is the time at which the reflection occurs. A B-

Scan is obtained by collecting a number of A-Scans at different transducer element

displacements. The B-Scan is displayed as a brightness map that is produced by

converting the amplitude at points in time of each A-Scan to brightness such that

a two dimensional image is constructed.

It is the convention in ultrasonic imaging to focus the transducer into a specific

point or depth in the target medium in order to receive high reflections, and

therefore, a hight contrast image. This can be done by varying the geometry of

the transducer or by using an Ultrasonic Phased Array.

An Ultrasonic Phased Arrays is a collection of elements that can be driven indi-

vidually to form an acoustic field [29]. Elements arranged in a 1-D array can be

driven to focus or steer the acoustic field in the two dimensional plane perpendic-

ular to the array. Focusing the acoustic field into a singular point can be done by

exciting the elements with different time delays to account for the path differences

to the focal point between each elements and the center of the array. By doing

this, the waves sent from every element in the array interfere constructively at the

focal point. Figure 2.1 shows a one dimensional array that is focused at the focal

point shown. the elements are excited with a delay parameter according to the

following equation:
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(a) Delay Parameters (b) Resulting Wavefront

Figure 2.1: Conventional Beamforming Illustration

τk =

√
R2
f + (kd+ ε)2 − 2Rfkd sin(θs))−Rf

c
(2.1)

where τk is the time delay applied to the kth element, Rf is the distance between

the focal point and the center of the array as shown in Figure 2.1a, d is the pitch

between the elements, θs is the angle between the normal to the array plane and

the focal point as shown in Figure 2.1a, and c is the speed of sound in the target

media.

Figure 2.1b shows the wavefront at times t1 and t2 after all elements have been

excited, where t1 < t2. It is clear that the waves from all elements will intersect

at a later time at the focal point.

Such time delay scenario can be generalized to focus a 2-D array in a 3-D volume

and produce a three dimensional tomographic image of the target object.
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Once the beam is focused onto a point in space, the energy of the constructively

interfered waves is high enough that a noticeable reflection can be observed if a

boundary is present. To image a volume, the ultrasonic array is focused at several

points in the target media, and the reflections are collected to compose a 2-D

image or a volume tomography.

In many cases this image needs further processing to clarify it in order for a

physician to make a diagnosis. This process is refereed to as post-processing and

has been tackled since the advent of ultrasonic imaging.

2.2 The convolution model

One of the major advancements in the field of post-processing in medical ultra-

sonography is the introduction of a convolution model from the standard wave

equation using the first-order Born approximation [30–36].

The convolution model states that the acquired B-Scan, which contains many

Radio-Frequency lines (RF-lines), y(n) can be displayed as:

y(n) = x(n) ∗ h(n) + η(n) (2.2)

where x(n) is the Point Spread Function (PSF) that is produced by the transducer,

h(n) is the tissue response function representing the reflections at each boundary,

and η(n) is any additive white noise present in the system. In many cases, η(n) ≈ 0

and the noise in the system is convoluted noise present in h(n).

This model has been revolutionary in the field of ultrasonic digital signal process-

ing as solving for h(n) with the least amount of error results in a clear image of

the target organ. It is important to note that the convolution model is a gener-

alized expression that cannot simply be solved using conventional deconvolution.



Ultrasonic imaging and post-processing: a review 14

The Point Spread function cannot be assumed to be the original transmitted sig-

nal. In ultrasonic imaging, the PSF exhibits a spatial dependency due to the

non-uniformity of focusing, diffraction effects, dispersive attenuation, and phase

aberrations [37–40]. Thus, the PSF has to be estimated in each B-scan in order

to acquire the tissue response function. In fact, in some cases PSF has to be esti-

mated in each section of the B-scan to accommodate for the spatial dependency

it exhibits.

The generalized convolution model also assumes a linear relation between the

acoustic field and the targeted biological tissue, which is not true as the linear

relation can only occur on conditions of weak scattering [41].

Even in the presence of the limitations to the Convolution Model mentioned above,

it can still provide a relatively accurate estimation. In order to solve for h(n),

advanced digital signal processing techniques have to be applied instead of applying

conventional deconvolution.

Because of the nature of PSF in ultrasonography, the most effective way to ex-

tract the tissue response function in post-processing is through blind-deconvolution

[42]. Blind deconvolution can be achieved by either estimating the PSF first then

applying non-blind deconvolution[43], or by directly finding the tissue response

function.

In upcoming sections, the most commonly used post-processing techniques in ul-

trasonography are introduced. Section 2.2.1 and 2.2.2 follow the approach that

relies on finding an accurate estimation of the PSF, then applying non-blind decon-

volution. Section 2.2.3 explains the adaptive filtering tool, which many non-blind

and blind deconvolution methods use. Finally, Sections 2.2.4 and 2.2.5 show two

blind methods that rely on finding h(n) directly or simultaneously with x(n).
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2.2.1 PSF estimation via statistical modeling: the ARMA

Process

The convolution model can be solved by means of system identification[44, 45].

More specifically, PSF can be estimated statistically through the autoregressive

moving average (ARMA) model[46, 47]. This approach considers the PSF x(n) to

be the impulse response of a linear time-invariant system that is defined by the

generic difference equation as follows:

y(n) =

p∑
k=1

a(k)y(n− k) +

q∑
k=0

b(k)h(n− k) (2.3)

In the context of the theory of system identification, equation 2.3 is known as the

ARMA model. This method is a generalization of autoregressive (AR) and moving

average (MA) models. AR is obtained by setting q = 0, and MA by setting p = 0.

Using the ARMA model in ultrasonography means that the PSF can be calcu-

lated by estimating the ARMA parameters {a(k)}pk=1 and {b(k)}qk=1. After those

parameters are estimated, the tissue response function can be found by means of

non-blind deconvolution.

Since the z-transform X(z) ≡
∑∞

n=0 x(n)z−n of x(n) is given by:

X(z) =
B(z)

A(z)
=

1 +
∑q

k=0 b(k)z−k

1 +
∑p

k=0 a(k)z−k
(2.4)

Estimating ARMA parameters can be done through maximum likelihood estima-

tion [45]. When the number of data points is relatively small, as is the case in

ultrasonography, this method proves inefficient. Other solutions that have been

proposed suggest minimizing the sum of squares of the one-step-forward prediction

error within the sampling range. The estimates are referred to as the Least square

Estimates [48].
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It is important to note that although the ARMA process proves successful in many

cases in ultrasonic application, it assumes that the system is time-invariant. This

leads ARMA model to be susceptible to noise, and so it is important to either

filter the noise beforehand or restrict the use of the ARMA model to non-noisy

data.

2.2.2 Homomorphic estimation of PSF: the Cepstrum Model

The most common way to find PSF is using Homomorphic signal processing [49], or

more specifically, the cepstrum based methods for estimating PSF [35, 38, 46, 50–

52].

The method applies a Non-linear mapping to the cepstrum domain in which a

linear filter (referred to as a lifter) is applied and then a non-linear mapping is

applied to return the signal to the original domain.

The cepstrum model, unlike the ARMA model, is a non-parametric model that is

used to extract PSF from RF-line or B-scan. The procedure is shown in Figure

2.2.

Consider the convolution model stated in equation 2.2 in the Fourier Domain:

Figure 2.2: Determining PSF using Cepstrum Domain
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Y (f) = X(f)·H(f) (2.5)

where upper case denotes their lower case counterparts after applying a Discrete

Fourier Transform[43]. In this case the pulse spectrum is convoluted with the

reflection spectrum. In order to separate the two, the logarithm is taken:

log(Y (f)) = log (X(f) ·H(f))

= log(X(f)) + log(H(f))

= log|X(f)|+jarg(X(f)) + log|H(f)|+jarg(H(f))

In some simple cases, minimum phase can be assumed in X(f) and in H(f),

and so, only the amplitude of those spectra are taken into consideration when

performing the following operations. This type of cepstrum analysis is referred to

as real cepstrum [50]. However, in ultrasonography, phase cannot be avoided due

to the non-negligible effects it has on the signal[35]; this is referred to as complex

cepstrum. To convert to the cepstrum domain, one must apply an inverse fourier

transform to the logarithm of the Fourier transform of the RF-line:

IFFT (log(Y (f))) = IFFT (log|X(f)|+jarg(X(f)) + log|H(f)|+jarg(H(f)))

= IFFT (log|X(f)|) + IFFT (jarg(X(f))) + IFFT (log|H(f)|

+IFFT (jarg(H(f)))

or

yc(n) = xc(n) + xc,arg(n) + hc(n) + hc,arg(n) (2.6)
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where the subscript c refers to the mapping of each of the variable in the spectrum

domain to the cepstrum domain. Moreover, the subscript c, arg represents the

phase contribution.

In the cepstrum domain, the PSF spectrum and the response function spectrum

are added instead of being convoluted. Thus, since the nature of the cepstrum

leaves the components of xc(n) at the lower portion of the cepstrum and the

components of hc(n) scattered across the sample, a simple low-pass lifter can be

applied to extract the signal xc(n) and its phase xc,arg(n).

Since a B-scan has multiple RF-lines, it is recommended to average all of the

results acquired after applying the lifter and before performing the mapping back

to the spectrum domain.

The conversion to the spectrum domain can be done by taking the Fourier trans-

form, applying the natural exponential, and taking the inverse Fourier transform.

Once PSF is acquired, deconvolution can be applied to reconstruct h(n). At that

point, the image is restored to a high quality. Deconvolution approaches that

can be used are ones acquired from a stable model, such as Lucy-Richardson

deconvolution and Weiner deconvolution.

2.2.3 Adaptive filtering tool and its application for non-

blind deconvolution

Adaptive filtering is a signal processing tool designed to converge on a solution for

an Unknown System given an input and the Desired Response as shown in Figure

2.3[3]. This tool relays on minimizing a cost function e(n), which is defined as

the deference between the System Output and the “guessed” Network Response.

When e(n) is minimized, the Unknown System is identified.
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Figure 2.3: Basic Adaptive Filter for System Identification[3]

For example, in the case of non-blind deconvolution, xk can be considered the

estimation of the PSF, dk can be considered the RF-line y(n), and h(n) is the

unknown system.

To Identify the system, this process is taken:

1. xk is convoluted with some initial guess to produce the first Network Re-

sponse

2. The Error function is calculated by subtracting the Network Response from

the Desired Response and is inputted into the Adaptive Network

3. If the cost function has a large value, another guess is made. The new guess

is made using a learning algorithm that depends on both the value of the

cost function as well as other parameters

4. If the error function is small, then the Network Response is approximately

equal to the desired response, and so the guessed system is the unknown

system.


