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ABSTRACT

This research focuses on virtual simulation techniques for vehicle underhood airflow. The main objective is to gain a better understanding of heat transfer effects on vehicle underhood cooling airflow and provide correction methods to increase the accuracy of simulations early in the vehicle development phase.

Simulations are carried out for a stand-alone radiator setup, based on three different flow assumptions; constant density iso-thermal, constant density with heat transfer, and variable density with heat transfer. It was observed that, in some cases, corrected heat exchanger porous resistance terms need to be adopted for each simulation case in order to provide good correlation with test data.

Similar flow assumptions are carried over to a full vehicle underhood simulation, for which additional components, such as a transmission oil cooler, condenser, and fan were modeled. It was observed that mass flow rates at the radiator inlet are over-estimated with the assumption of an incompressible iso-thermal flow; by 2% with respect to the incompressible simulation with temperature effects, and by 10% with respect to the variable density simulation with temperature effects. It is suggested that in order to capture the local increase in velocity field at the heat exchangers, it is necessary to perform simulations with a variable density. However, to establish confidence in the quantitative results, further studies regarding the impact of fan modelling and variable density effects should be performed.
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NOMENCLATURE

\( A \)  \hspace{1cm} \text{Control volume face area}

\( C_\mu \)  \hspace{1cm} \text{Constant in turbulent viscosity}

\( D \)  \hspace{1cm} \text{Deformation tensor, equation (3.7)}

\( D_h \)  \hspace{1cm} \text{Hydraulic diameter}

\( E \)  \hspace{1cm} \text{Total energy}

\( f \)  \hspace{1cm} \text{Fanning friction factor, equation (4.1)}

\( \bar{f}^{e*} \)  \hspace{1cm} \text{Body force terms (vector)}

\( G \)  \hspace{1cm} \text{Mass flux of fluid}

\( H_e \)  \hspace{1cm} \text{Total enthalpy}

\( I \)  \hspace{1cm} \text{Identity matrix}

\( k \)  \hspace{1cm} \text{Thermal conductivity (fluid property) equation (3.3), turbulent kinetic energy equation (3.9)}

\( K_c \)  \hspace{1cm} \text{Loss coefficient due to contraction of flow area}

\( K_e \)  \hspace{1cm} \text{Loss coefficient due to expansion of flow area}

\( L \)  \hspace{1cm} \text{Characteristic length of heat exchanger}

\( \bar{n}^* \)  \hspace{1cm} \text{Normal vector to surface element dA}

\( p \)  \hspace{1cm} \text{Pressure}

\( \bar{q}'' \)  \hspace{1cm} \text{Heat flux vector}

\( q_H \)  \hspace{1cm} \text{Heat source terms, equation (3.3)}

\( R \)  \hspace{1cm} \text{Ideal gas constant}

\( S_\phi \)  \hspace{1cm} \text{Source term of scalar property } \phi
$S_u$ User-defined heat sources equation (3.10)

$T$ Viscous stress tensor

$T_c$ Cold fluid inlet temperature, single-stream heat exchanger

$TC_i$ Cold fluid inlet temperature, dual-stream heat exchanger

$TH_i$ Hot fluid inlet temperature, dual-stream heat exchanger

$T_{ref}$ Reference heat exchanger temperature, single-stream heat exchanger

$\mathbf{v}$ Velocity vector

$v_c$ Cell velocity, single-stream heat exchanger

$V_c$ Cell volume, single-stream heat exchanger

$V_i$ Cell volume, dual-stream heat exchanger

$v_t$ Turbulent viscosity

$\sigma$ Stress tensor equation (3.3)

$\sigma_e, \sigma_i$ Area expansion, contraction ratio

$\rho_m$ Average of inlet and outlet density

$\mu$ Dynamic viscosity

$\Gamma$ Diffusion coefficient

$\phi$ Scalar quantity in general transport equation (3.4)
1. INTRODUCTION

1.1 Background

Sustainable solutions and technologies have been at the forefront of research for many industrial fields in the past few years. For the automotive industry, the focus has largely been on reducing emissions and fuel consumption. Led by the United States, E.U., and Japanese regulatory institutions, the automotive industry has worked tirelessly over the past several years to develop and improve technologies in order to meet the ever-increasing emissions and fuel consumption standards. The development by manufacturers of cleaner technologies can be seen from Figure 1.1. This figure shows the historical and forecasted data in terms of CO₂ emissions emitted by passenger cars, for different countries/regions. The focus on fuel consumption, emissions, vehicle energy management and energy storage will continue to rise in the coming years.

Figure 1.1: Historical and forecasted CO₂ emissions by country/region, from [1]
Significant changes have already been made to vehicles in order to achieve the emission and fuel consumption targets. For example, a common technology is engine turbocharging, resulting in engines that tend to run at higher relative temperatures and therefore require more heat rejection to operate at optimal efficiency. Another example would be aerodynamic improvements, which must also satisfy styling and customer appeal, and can directly affect cooling airflow. In addition, the last few years have seen various exhaust gas after-treatments introduced.

1.2 Motivation

Many of these adopted technologies have resulted in a much more complex underhood layout, while the general vehicle architecture has remained the same. This has resulted in additional constraints on the vehicle thermal management system.

With additional parts and components, there is less space for air to occupy and it becomes more difficult to evacuate this hot air and replace it. Combined with increased heat rejection required from today’s engines, the issue becomes clear; less space and higher underhood temperatures. The demands of the thermal management system have therefore significantly increased and the system itself has become more complex, bringing with it additional components and packaging constraints as well.

Figure 1.2 shows a typical layout of an underhood compartment, with airflow inlet and outlet.

Figure 1.2: Illustration of airflow in vehicle underhood compartment [2]
The increasing complexity of the vehicle underhood compartment has led to an increased usage of virtual vehicle development. Projects become more expensive and complex due to the many components and subsystems involved in vehicle underhood development and analysis. In addition, projects are sure to include numerous departments and areas of specialization, and the need to cut costs and reduce lead times is becoming more important. This is where virtual development early in the vehicle development cycle is essential. Long before information is available on specific subsystems and before any prototypes are introduced, OEMs (Original Equipment Manufacturers) today need to have a prediction of the vehicle performance and capabilities. As these projects progress, changes downstream become inevitably more expensive, especially considering the already strict packaging constraints. In addition, any major re-designs may affect other subsystems and extend the project duration. This is the reason why virtual simulations have become a key focus for competitive OEMs.

Regarding thermal management, it is critical to have a good understanding of the complex underhood airflow process to be able to manage engine and overall temperatures more effectively. This goal is achieved with more detailed and accurate underhood airflow simulations.

1.3 Scope of Study

The focus of this thesis titled is to improve current 3D underhood simulations implemented early in the design cycle. More specifically, the goal is to gain a better understanding of the cooling airflow and its interaction with the various cooling modules when heat transfer effects are considered. The heat transfer effects are first investigated under the assumption of constant density flow. This assumption is then relaxed, to obtain a solution of the flow field that include the effects of variable density.

The commercial software tool STAR-CCM+ is used to perform the 3D CFD (Computational Fluid Dynamics) simulations, where the required inputs are provided by suppliers or in-house measurements. The results of the 3D simulations are validated using experimental data with an identical setup of geometry and conditions. 3D simulations are performed on an isolated radiator case and a full vehicle wind tunnel case, each discussed.
in further detail in subsequent chapters. The full vehicle simulation will include the rest of the cooling modules in the example vehicle used for this thesis, such as a transmission oil cooler, condenser, radiator and single cooling fan. The modelling of each of these components will be discussed in further detail as well.

The current trend in industry is to use 1D and 3D simulations [3, 4] in combination to create an overall understanding of the vehicle thermal management system, as this provides further insight at both a system and component level. 3D simulations give the airflow characterization while it is possible to analyze system parameters with the 1D simulation. 1D simulations are outside the scope of this thesis and will be discussed only briefly, but are an essential part in the overall virtual model and can be used at different stages to increase accuracy and understanding of vehicle underhood thermal management.
2. LITERATURE REVIEW

2.1 Introduction to Vehicle Thermal Management

Automotive manufacturers have been challenged in recent years by more stringent regulations with regards to emissions and fuel consumption. Current standards agreed upon by automakers and regulators ensure nearly double the fuel efficiency and half the gas emissions for new vehicles by the year 2025 [1]. Other agreements include special credits for automakers using low-global-warming refrigerants and advanced technologies, such as plug-in electric vehicles, to achieve the target of 54.5 mpg (163 gCO₂/mile) by 2025 [5]. To deliver on the promise of more fuel efficient vehicles and better/less pollutants/emissions, automakers are developing new technologies and improving the performance of current technologies. This results in additional electrical and mechanical components in an already congested underhood compartment. The need to manage underhood temperatures has led to new challenges regarding the development of sophisticated cooling systems. Furthermore, vehicle underhood compartment studies involve both aspects of thermal analysis and aerodynamics. These phenomena are coupled and need to be taken into account to get an overall understanding of the complex airflow for the underhood compartment. Therefore, manufacturers must realize a balance between drag caused by the incoming airflow (known as cooling drag) and the required airflow for effective cooling [6]. The airflow entering the front vehicle constitutes a loss, and therefore needs to be used efficiently, to minimize this loss but maximize the cooling of the heat exchangers.

A typical pressure trace of the airflow entering the front of the vehicle and passing through the underhood compartment is shown in Figure 2.1. Depending on the need for cooling airflow under some vehicle operating conditions, the pressure restrictions shown in Figure 2.1 must be overcome. These restrictions consist of the general vehicle structure, component placement, and heat exchangers. The combination of ram air effect (air motion due to vehicle velocity) and fan is responsible for overcoming these pressure losses and providing adequate airflow for the cooling system.
2.2 Virtual Modelling

Typically in the past, vehicle thermal management system capabilities have been studied through experimental testing. With the advancement of numerical simulations and predictions, CFD has become a powerful tool in computing front-end airflow and estimating vehicle cooling packages early in the vehicle development cycle before any prototypes are developed. It is also possible to estimate a variety of design parameters, as evidenced by [2] and [8]. Regin et al. [2] use CFD to study the effect of different front-end opening area. With this evaluation, it was possible to estimate the cooling module requirements with the new design. The CFD results were validated with experimental wind tunnel testing, for which airflow was obtained with vane anemometers and various temperatures monitored with thermocouples. The results show that the CFD model can be used for the development of cooling modules for new vehicles and new designs. Singh and Shen [8] did a similar study of different parameters affecting cooling module performance and airflow using CFD software Fluent. Their methods were based on the principles of Taguchi’s robust design methods to be applied early in a vehicle design phase. While this thesis will not evaluate any design changes for the front-end, it is evident that the capabilities of CFD software continue to expand and can save time and reduce cost when used at various stages of the vehicle development phase.

To capture the effects of the complete thermal management system, it is necessary to adopt numerical simulations which include 1D and 3D CFD approaches. Extensive
literature is available on this collaboration process, some of which is discussed in the next few pages. The reason for this is as follows; 3D simulations show the details of the flow as affected by structures and positions of different components, while 1D virtual modelling can capture the thermodynamic effects at a system level, such as heat rejection capabilities of the coolant loop [3, 4, 9].

Melzer et al. [10] proposed early concepts of vehicle thermal management with virtual modelling. While software capabilities at the time were limited, this soon changed, and new studies quickly followed. In [11, 12], a collaboration of multiple 1D softwares, such as FLOWMASTER, KULI, etc. are used to solve basic cooling problems. These models were further developed by the same authors. While 1D software and simulations were becoming a standard, early 3D CFD packages were being used to analyze the impact of underhood geometries and structures on the cooling modules [6]. This allowed further insight into the impact airflow distribution has on the cooling system process.

The next few pages provide more detail on some of the relevant research with regards to this thesis. While the focus in this thesis is 3D CFD modelling of the vehicle underhood compartment, it is shown that many of the approaches used are a combination of 1D, 3D and/or experimental testing.

Fortunato et al. [13] used a multi-step CFD approach to solve the thermal-flow field in the underhood compartment. Powerflow software, which is based on Lattice-Boltzmann (LB) methods, was used to solve for the velocity and pressure boundary conditions at the inlet and outlet of the underhood compartment. These boundary conditions were in turn used in STAR-CD, a Navier-Stokes solver, which performs the thermal analysis; both convective and radiation heat transfer was considered. All other components, including fan and heat exchangers, were modeled under the momentum source terms and porous media approach, respectively. The performance of these elements was obtained from characteristic curves. In addition, they considered a moving ground and rotating wheels as well, something that is not applied in this thesis, but which can influence the flow behaviour under the vehicle. The focus was on two operating conditions; low velocity climb and high speed. The simulations were compared with
experimental testing, for which information was obtained by thermocouples measuring some component surface temperatures and air temperatures. Results show the difference between simulated and measured temperatures to be within 10-15%.

An extension of the above work was performed by Alajbegovic et al. [14], where simulations to solve the full vehicle exterior and underhood region was performed also based on LB equations. The LB solver method is an alternative to the Navier-Stokes solvers, which is used in this thesis. The LB solvers are numerically efficient and robust, and can handle a large number of elements. There is also minimal work required for meshing, as only a surface mesher is required and the volume discretization requires minimal user input. The LB method has in past years gained considerable traction in industry, and the reader is referred to sources [15] and [16] for more detail on this method and its application.

This thesis is based on a Navier-Stokes solver coupled with heat exchanger calculations. Similar work was performed by [17, 18, 19], and will be discussed with other sources used to back up concepts and ideas.

Uhl et al. [20] performed CFD simulations of vehicle underhood and showed the interactive effects of heat exchangers, including charge air cooler (CAC), condenser, and radiator. The CFD software STAR-CD was used for the flow analysis, coupled with the in-house software BISS for the prediction of boundary conditions for the heat exchangers. Excellent insight into the validation of the simulations with experimental testing was provided, with 48 micro probes implemented to predict the velocity distribution of the radiator inlet face, in both cold and hot conditions (without and with a coolant flow). Quantitative information was given on the under/over-prediction of flow rate based on the micro probe measurements, which further illustrates the challenges of measuring air side parameters, also mentioned in [21]. Information regarding the influence of the fan on the measured parameters was also included, an important consideration, from both a testing and simulation perspective. Experimental measurements are further complicated when fan operation is included, while simplified models in the simulation for the fan do not capture the effects properly.
Furthermore, the point is stressed that any small geometrical details which alter the flow patterns and path can have a strong influence on the flow rate over the cooling module. This is also in-line with several other sources [17, 18, 22], which emphasize the need to accurately model the distance and gaps upstream and downstream of the cooling module. Even very small changes can influence cooling module behaviour. The complexity of this flow is further stressed with re-circulation issues. In [14], a numerical study of the underhood flow showed several regions of re-circulation that occur and interact with the heat exchangers. This provides further complexity to the airflow and prediction of heat exchanger behaviour. In order to minimize this re-circulation, especially at the radiator, several experiments were performed in order to determine which shielding methods could be applied. These shielding methods would provide more uniform velocity distribution at the radiator inlet, in order to increase cooling performance [19]. A similar procedure was undertaken in [23], where a CFD model in Fluent software was developed in order to understand the effects of air re-circulation in the radiator region.

Knaus et al. [24], used a coupled approach of 1D and 3D Navier-Stokes solvers to analyze various configurations of grille and front-end intake geometries for an example vehicle. Similar procedures for the heat exchanger and fan modelling were used as in [20] discussed above. Information is provided on the differences between two 3D softwares and fan modelling approaches adopted for each. An interesting note is the inability of the momentum source model applied to the fan to capture the re-circulation regions; this was applied to the software package UH3D. For the other 3D software, STAR-CD, the moving reference frame model for the fan required finer grid resolutions to predict the flow in the fan region, which greatly contributed to an increase in computational time. Mass flow predictions with simulation were found to be within 13% of experimental test data obtained with micro probes implemented in the radiator core.

Seider et al. [25] developed a prediction method for the automotive coolant network. The method is based on both 1D and 3D approaches, with boundary conditions exchanged between the 3D simulations in STAR and HPC, and 1D modelling in GT-COOL. Similar to previous methods already discussed, heat transfer and pressure maps for the heat exchangers were obtained from the component supplier, and were modeled as
porous blocks. The fan was modeled using a multiple reference frame approach at this stage, for which only the rotational speed was required as an input. Several vehicle operating conditions were modeled, most notably under an uphill driving conditions and high speed on a flat road. This approach is effective in analyzing the impact new powertrain components may have on the vehicle cooling performance and capabilities, before prototypes are available.

Despite the advancement in simulation tools, several sources still re-iterate the need for experimental testing in order to validate the simulations results, either with prototypes and/or real vehicles. In addition, numerical simulations often require boundary conditions to be extracted from experimental results, such as in [26, 27]. Several authors used experimental boundary conditions from experimental testing to focus on the interaction among different software tools [28, 29].

Wille et al. [30] developed an approach which uses numerical and experimental results to obtain the cooling air mass flow early in the vehicle development phase. 1D results, with all necessary input data included, were within 3% of CFD results, and provide fast turn-around times and the possibility to analyze transient behaviour, albeit in a limited degree of detail. 3D CFD offers the ability to analyze different configurations of a test bench, as well as the ability to analyze flow topology at any given position or component. Experimental testing of heat exchangers uses methods similar to previous sources, where the heat exchanger was fitted with pressure probes at the radiator. However, with 15 probes used over the surface of the heat exchanger, it was difficult to capture an accurate velocity distribution.

2.3 Fan Modelling

A common modelling approach observed in the sources discussed thus far is with regards to the fan modelling, which is generally modeled with a momentum source or moving reference frame (MRF) approach. Fan modelling has been, and is still today, a challenge to model accurately, especially with the full vehicle underhood geometry and physics. Capturing the fan effects is important because the fan is the main driver of
cooling airflow after the ram air effect. There are several methods available to model fans [31], the most common being:

1. Momentum Source Method/Body Force Method (BFM): This method is based on a steady state approach. The fan geometry is not present, but the fan momentum contribution is modeled with source terms in the transport equations. This method is relatively simple to implement and is not computationally expensive, but requires a map of the fan performance (a fan curve), typically obtained from stand-alone testing. In addition, this method does not take into account the swirl being produced by the fan. It is possible to include swirl via source terms, but these effects are commonly not measured.

2. Moving Reference Frame (MRF): This approach is the most common in industry, and uses the geometry of the fan. Using this method, the rotation of the fan is not explicitly modeled, but source terms for the momentum and turbulence are included in a rotating frame of reference equation. This is done for the control volume which makes up the fan, and is therefore a steady state simulation technique, a simplified modelling of the actual transient fan effects. The fluid region is separated into a rotating portion and a non-rotating portion, and a rotational speed is assigned to the volume of cells for which rotation exists i.e. between the blades. The major advantage with this method is that the only required input is the rotational speed of the fan, a parameter easily obtained without requiring further experimental testing.

3. Rigid Body Motion/Sliding Mesh (SM): In this model, the full detail of the fan geometry is included, and the momentum and turbulence are modelled with the actual rotation of the fan. This is sometimes referred to as a Sliding Mesh model because the interface between the rotating parts and non-rotating parts are allowed to slide against each other. This modelling technique is fully transient, and captures the full effects, as shown in [31]. However, it is very computationally demanding and is not feasible to apply in all cases, especially when considering estimation early in the vehicle development phase.

For this thesis, the fan modelling is not the main area of focus, but is recognized as one of the critical components which can affect the overall underhood model accuracy. The MRF model is applied in this thesis, for its low computational demand and because
no further testing of the stand-alone fan is required, as mentioned previously. In addition, there is substantial literature available with regards to MRF fan models applied to vehicle underhood CFD simulations. Most notably, the work by Gullberg et al. [31, 32, 33, 34, 35] has provided valuable insight with regards to fan modelling in general, and MRF modelling in particular. The work by Gullberg presented a correlation study which included an experimental test comprised of a typical underhood layout, with the measurement of the static pressure rise over the fan. Simulations were then performed with the MRF and SM approaches. The results showed that while the transient SM approach predicted the fan system quite well, the MRF significantly under-predicted the experimental results, more specifically, the pressure rise. This results in less air being drawn through the cooling package. This is also in-line with observations made by Wang et al. [36]. Both authors state that to be able to apply the MRF model accurately, the inlet and outlet interfaces of the fan region need to be placed where velocity and pressure are axisymmetric across the fan interface. This is nearly impossible in an underhood compartment.

With the stationary MRF approach, due to its simple application and low computational demand, Gullberg [34, 35] performed several additional studies to be able to apply the MRF model with as much accuracy as possible. Several studies followed, one of which outlined a correction method for the MRF approach. This correction approach is based on a 14% increase in the input speed for the simulation. This ensured relatively accurate predictions for cruising conditions, with some under-prediction still present at full fan engagement. There are still drawbacks to this method that need to be kept in mind, such as the further over-prediction of swirl (which will add more energy to the flow than what is available in reality), however it is a compromise, especially for early vehicle simulations. Additional studies were conducted on different fan geometries, and the reader is referred to the references mentioned above for more information on Gullberg’s work with fan modelling.
2.4 Heat Exchanger Analysis

To gain a better understanding of heat exchanger modelling, including pressure drop correlations and heat transfer, the reader is referred to the excellent texts by Kakac and Liu [37], and Kays and London [38]. These texts provide valuable insight into heat exchanger design and modelling methods. Several equations and correlations in this thesis are adopted from these texts. In [37], the pressure drop and heat transfer equations are shown for several different heat exchangers. It is possible to use these equations in order to extract additional information regarding flow through the heat exchangers. As an example, it is possible to analyze the different effects of flow contraction and expansion on the heat exchanger pressure drop. Similar methods can be used to understand these effects in the experimental setup discussed in this thesis, and also for full vehicle situations. Data for several different types of heat exchangers, such as friction factor, Reynolds number, heat transfer coefficients, etc. is available, but mainly based on the pioneering work completed by Kays and London [38]. This text provides a comprehensive study of heat exchangers of various types and sizes, a valuable resource for nearly all studies involving heat exchangers. Quantitative information is used from this text to estimate the performance capabilities of the heat exchanger discussed in this thesis.

2.5 Summary

It has been shown that virtual vehicle modelling is an important tool in the prediction and development of the vehicle thermal management system. A combination of 1D and 3D tools can be used at different stages in the vehicle development process to reduce lead times and reduce cost associated with testing and prototypes. 1D, while able to obtain quick solutions, cannot capture the characteristics of the flow as in 3D. Virtual modelling is becoming more capable, but it is rarely the case that testing is not conducted at some stage, and is sometimes even a requirement to obtain boundary conditions for the simulation case.

Several techniques are used in testing to predict heat exchanger flow and thermal fields in order to validate the simulation techniques. Some tests are based on stand-alone
component test bench, while others attempt to replicate the upstream and downstream boundaries with simple structures. The most reliable technique seems to be the installation of micro probes in the heat exchanger core in order to measure the velocity/temperature distribution at the core. These probes have minimal impact on the core pressure drop. Other techniques, while available, produce high errors especially when conducted in a full vehicle wind tunnel environment.

Fan modelling options are limited for specific software packages, but usually depend on simplified models. These simplified models are generally used in order to capture some effect of the fan while maintaining a low computational demand, especially early in the vehicle development process. The most common approach is the Moving Reference Frame (MRF). Experimental measurements of fan effects are discussed in several sources of literature, many of which include no blockage effects upstream and downstream of the fan. The MRF model is known to be influenced by the presence of various components and non-symmetry, a situation unavoidable for a typical vehicle underhood compartment. Thus, applying these experimental techniques to validate the simulation data has proved difficult.

Heat exchangers are modeled using a porous media approach, since resolving the full geometry of a heat exchanger would be computationally expensive. Source terms are included in the governing equations in order to capture the pressure drop across the heat exchanger and any heat sources/sinks.

Full vehicle modelling is generally performed on a setup which requires upstream and downstream boundary conditions, as well as individual component temperatures in the underhood compartment. In another case, it is also possible to perform the simulations based on a half-vehicle or underhood layout only, however, additional boundary conditions need to be resolved beforehand. Modelling approaches using Lattice-Boltzmann methods or Navier-Stokes methods are common in vehicle underhood modelling. The software STAR-CCM+ used in this thesis is based on the Navier-Stokes approach. Typical meshing techniques used in the past include tetrahedral meshes, but more recently, hexahedral meshes have become available and can reduce pre-processing and simulation setup time. For more complex geometries and flow patterns, polyhedral
meshing can be used, although this results in more cells for a similar geometry and therefore an increase in computational demand.

Underhood simulations may be performed under iso-thermal constant density conditions, where the temperature field is not taken into account. This is appropriate in the case that predictions for heat rejection rate for the heat exchangers is not yet available, or the geometry for the underhood has not yet been resolved. Otherwise, most simulations consist of estimated heat sources for the heat exchangers based on 1D simulations or supplier data. The flow domain is still treated as constant density however. Limited literature is available on variable density effects for underhood simulations. This is a natural assumption to make, since Mach numbers are very low and therefore the airflow can be considered incompressible. However, since air density is a function of temperature, this thesis will explore the effects of variable density as well, through the use of the ideal gas law as the equation of state. It is possible also to use other methods which capture the density variations, such as look-up tables or polynomial functions.

Low vehicle and high fan speed operation representing a hill-climbing condition is regarded as the most severe operating condition for the cooling system performance. On the other hand, aerodynamic performance is typically evaluated at higher vehicle speeds on a flat road. In this thesis, the cooling system capabilities are of interest, and simulations are performed based on tested data from the hill-climbing condition.

Of particular interest is the mass flow rate (or mass flux) at the radiator inlet, in order to ensure adequate cooling capabilities under various engine operating conditions. Today’s engines operate most efficiently in a specific range and require more complex heating and cooling phases. Therefore, it is important to accurately predict the airflow available at the radiator inlet. This is also true early in the vehicle development cycle, since a good prediction early in the program can reduce the need to make major changes later, which can become expensive. It is also beneficial to send required specifications or heat rejection rates to the suppliers early on, since lead times for such components tend to be high.
3. NUMERICAL MODELLING

3.1 Introduction

The most common method today to model fluid flow in three dimensions is derived from Continuum Mechanics where materials are modeled as a continuous mass rather than discrete particles, and is based on the fact that basic properties such as mass, momentum, and energy are conserved at all times. The laws governing fluid dynamics are commonly known as the Navier-Stokes equations, shown below; Conservation of Mass (3.1), Conservation of Momentum (3.2), and Conservation of Energy (3.3) (Kolditz, 2002) [39]:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0 \quad (3.1)
\]

\[
\rho \cdot \frac{\partial \vec{v}}{\partial t} + \rho (\vec{v} \cdot \nabla)\vec{v} = -\nabla p + \mu \left[ \nabla^2 \vec{v} + \frac{1}{3} \nabla (\nabla \cdot \vec{v}) \right] + \rho f_e \quad (3.2)
\]

\[
\frac{\partial \rho E}{\partial t} + \nabla \cdot (\rho \vec{v} E) = \nabla \cdot (k \nabla T) + \nabla \cdot (\vec{\sigma} \cdot \vec{v}) + \rho f_e \cdot \vec{v} + q_H \quad (3.3)
\]

The above equations can be represented in multiple ways. Here they are shown as Partial Differential Equations (PDEs) in the general form. The fundamental concept of numerical schemes used in computational fluid dynamics (CFD) is based on the approximation of these PDEs by algebraic equations, which can then be solved numerically with a software tool.

In this section, a brief description of the numerical approach will be summarized along with solution techniques specific to the CFD commercial software tool STAR-CCM+ that is used. STAR-CCM+ is a CFD software which is able to perform complex three-dimensional calculations involving flow, heat transfer, and stress. It includes a wide range of capabilities in one software package; CAD modelling, surface preparation, advanced meshing capabilities, model solving and post-processing. It is also able to handle large models and allows parallel processing to optimize computational time. In addition, several analysis packages can be coupled with STAR-CCM+ to further enhance
the modelling and simulation, such as Abaqus, Radtherm, or ANSYS (Star-CCM+ User Manual v9.06) [40].

3.2 Finite Volume Discretization

To explain the transformation of the conservation equations (3.1) to (3.3) to a system of algebraic equations, a discretization method is required. A discretization method is simply the process of converting a partial differential equation into a form that is suitable for numerical solution. For CFD purposes, there are several discretization methods, such as Finite Difference Method (FDM), Finite Element Method (FEM), and the Finite Volume Method (FVM), [39].

STAR-CCM+ uses a finite volume method to discretize the integral form of the governing equations directly in physical space, which is made of a finite set of control volumes. The FVM has two major advantages in that it ensures conservation of quantities, such as mass, momentum, and energy at a local scale, therefore fluxes between control volumes are balanced. It is also possible to use FVM with structured or unstructured meshes.

The general transport equation (or conservation law) is the fundamental concept behind the conversation laws of mass, momentum and energy. It is shown here in integral form (Versteeg & Malalasekera, 2007) [41]:

\[
\frac{\partial}{\partial t} \int_V \rho \Phi dV + \int_A (\rho \vec{v} \cdot \vec{\nabla} \Phi) \vec{n} dA = \int_A (\Gamma_\Phi \nabla \Phi) \vec{n} dA + \int_V S_\Phi dV
\]

Where \( \phi \) represents the transport of a scalar quantity. The four terms in the above equation represent:

- The transient term, which describes the variation per unit time of the quantity \( \phi \) within the control volume \( V \)
- The convective flux term, which represents the amount of the property \( \phi \) that is transported across the control volume boundaries (or through the surface) \( A \), by the flow
• The diffusive flux term, which represents the amount of the property $\phi$ transported across the control volume boundaries (or through the surface) $A$, due to diffusion or molecular agitation
• The source term, which expresses the generation or destruction of the property $\phi$ inside the control volume $V$

These terms are further elaborated in the referenced text [41] and in the STAR-CCM+ User Manual [40].

### 3.3 Governing Equations

#### 3.3.1 Conservation of Mass

The law of mass conservation expresses the fact that mass cannot be created nor destroyed in a fluid system. Applying this principle to a finite control volume,

$$\frac{\partial}{\partial t}\int_V \rho dV + \oint_S \rho \vec{v} \cdot \vec{n} dA = 0$$  \hspace{1cm} (3.5)

Equation (3.5) is the general mass conservation equation in integral form. Note that there is no diffusion flux term for the mass transport, which means that mass is only transported across the boundaries through the convective term. Equation (3.5) is also commonly referred to as the continuity equation.

#### 3.3.2 Conservation of Momentum

The equation for the conservation of linear momentum is based on the physical principle referred to as Newton’s second law, $F=ma$. The forces experienced by a fluid element can be separated into external forces (body forces) and internal forces (surface forces). Surface forces include forces that act directly on the surface of the fluid element, such as the pressure force and stress due to the surrounding fluid elements. Body forces, sometimes referred to as volume forces, act directly on the mass of the fluid element, such as gravity.
The momentum equation applied to a control volume yields:

$$\frac{\partial}{\partial t} \int_V \rho \vec{v} \, dV + \oint_A \left( \rho \vec{v} \otimes \vec{v} \right) \, dA = - \int_A \rho \vec{I} \, dA + \int_A T \vec{n} \, dA + \int_V \left( \sum f_i \right) \, dV \quad (3.6)$$

The terms on the left hand side of equation (3.6) are the transient term and the convective flux. The right hand side includes the pressure gradient term, the viscous flux where $T$ is the viscous stress tensor, and lastly the body force terms $f_i$. The body force terms may include effects of system rotation $f_r$, gravity $f_g$, porous media $f_p$, user-defined forces $f_u$, vorticity confinement $f_w$, or Laplace forces $f_L$.

Note here, the fluid is assumed to be a Newtonian fluid, for which the shear stress is related to the velocity field through a constant viscosity,

$$T = 2 \mu D - \frac{2}{3} (\nabla \cdot \vec{v}) \vec{I} \quad (3.7)$$

where $D$ is the deformation tensor, $\mu$ is the constant dynamic viscosity, and $I$ is simply the unit tensor or identity matrix.

The equation for conservation of linear momentum is often referred to as the Navier-Stokes equation. However, in many cases in CFD literature, the term Navier-Stokes is used to include both linear momentum and continuity, and in some cases energy. Navier-Stokes equations refer to the governing equations that describe a particular flow as applied to a viscous fluid. In a constant density flow, the continuity and momentum equations can be solved to describe the fluid flow, without consideration of the temperature field or energy equation. STAR-CCM+ uses a specific model called the Segregated Flow model, which is discussed in a later section.
3.3.1 Turbulence Model

Most flows occurring in engineering are dominated by inertial forces rather than viscous forces, and are therefore associated with high Reynolds numbers. These flows are classified as turbulent, and should naturally be included in the current discussion. This section will provide a brief description on turbulence and the model used in this thesis.

One of the most important challenges in the field of CFD is the modelling and solving of turbulent flows. Turbulent flow is chaotic and random, as shown in Figure 3.1, where velocity and other flow properties vary constantly.

![Figure 3.1: Example of turbulent airflow aft of a sphere (http://www.qsstudy.com)](http://www.qsstudy.com)

The most accurate method to numerically solve the continuity and momentum equations for a turbulent flow is with Direct Numerical Solution (DNS) methods. This means solving the governing equations for the whole range of turbulence scales in the domain. The computational cost is high and therefore this method is not practical and not available even with the power of computers today for most industrial applications. Instead, it is more feasible to solve for averaged quantities of the flow properties while approximating the impact of the fluctuations. As an example, the velocity at some point in the flow may result in a plot as shown in Figure 3.2

![Figure 3.2: Time-averaged plot of the mean and fluctuating velocity components](http://www.qsstudy.com)
The (transient) velocity is composed of a steady mean value $\tau_1$ (time-averaged) and a fluctuating component $v_1'$. Hence,

$$v_1(t) = \overline{v}_1(t) + v_1'(t) \quad (3.8)$$

In order to model the flow parameters in such a fashion, a time-averaged version of the continuity and momentum equations must be solved. These are termed the Reynolds-averaged Navier-Stokes equations (RANS), which are the basis for solving a variety of flow problems involving turbulence in today’s CFD softwares.

The procedure of time-averaging comes at a cost – additional unknowns, namely Reynolds stresses, are introduced. Additional relationships between the unknown quantities are required and are solved with supplementary equations, known as turbulence models.

There are numerous turbulence models in use with a wide range of complexity, yet each is still an approximation to the phenomena of turbulence. Each model has its strengths and weakness and no ‘best’ model exists for all applications of flow. The effectiveness of a turbulence model is based purely on the type of flow to which it is applied.

The turbulence model used for this thesis project is a special form of the well-known k-$\epsilon$ model. k-$\epsilon$ models are classified as two equation models because they define the turbulent viscosity $v_t$ as a function of the turbulent kinetic energy $k$ and the turbulent dissipation rate $\epsilon$. Note that for the standard k-$\epsilon$ model, $c_\mu$ is a constant determined from experimental results.

$$v_t = c_\mu \frac{k^2}{\epsilon} \quad (3.9)$$

k-$\epsilon$ turbulent models have become an industry standard due to their robustness and application to many industrial flow problems. However, they show poor accuracy for some specific applications since the constant $c_\mu$ depends on the type of flow. Those flows, such as flows with separation and/or rotation, may result in significant errors with this
turbulence model. Therefore, many modifications of the standard k-ε model have been developed over the last years. The specific one used in these simulations is the realizable k-ε model [40], which provides superior accuracy over the standard model; the realizable k-ε model contains a new improved formulation for the turbulent viscosity and a new transport equation for the dissipation rate. For further definitions and development of this model, the reader is referred to the work done by Shih [42].

The k-ε models require a near-wall treatment to solve the boundary layer, which is one of the disadvantages and may increase computational time. The wall treatment used is the two-layer all-\(y^+\) treatment, which is consistent with the two-layer turbulence model and produces reasonable approximations for meshes of a wide range of resolutions according to [40]. This has become a widely used model, and is adopted in this thesis as well. The effect of different turbulence models on the outcome of this research is not within the scope of this thesis.

3.3.2 Conservation of Energy

The conservation of energy equation stems from the first law of thermodynamics, which states that the change in total energy of a system is due to the rate of work on the system and heat transmitted to the system. This total energy is also defined as the sum of internal energy and kinetic energy per unit mass. The integral form of the energy equation is:

\[
\frac{\partial}{\partial t} \int_V \rho E dV + \int_A \left( \rho H_e \vec{v} \right) \vec{n} dA = \\
- \int_A \vec{q} \cdot \vec{n} dA + \int_A \left( \vec{T} \cdot \vec{v} \right) \vec{n} dA + \int_V \vec{f} \cdot \vec{v} dV + \int_V S_a dV \tag{3.10}
\]

On the left hand side, \(E\) is the total energy, defined as the sum of the internal energy, kinetic energy, and gravitational potential energy. \(H_e\) is the total enthalpy, and it related to the total energy by,
In addition, a distinction has to be made between the different sources of the energy variation in the right hand side of the equation. It includes the heat flux vector \( q^" \) known as Fourier’s law of heat conduction, the viscous stress tensor \( T \), body forces \( f_c \) (such as gravity), and other heat sources \( s_u \) that are user-specified. Refer to the nomenclature for a full description of the above terms.

Up until this point, the governing equations for fluid flow have been presented in integral form, with a brief explanation of some of the terms contained in the equations. The end result is a system of five equations with six unknowns; \( \rho, p, u, v, w, E \), excluding the additional turbulence terms \( k \) and \( \epsilon \) that also need to be solved. In order to provide closure to the system of equations, an equation of state (or constitutive equation) is required to solve the unknowns. General equation of state models compute the density and density derivatives with respect to temperature and pressure. Different assumptions of the flow lead to different equations of state. As an example, in aerodynamics, it is generally accepted to assume a gas as a perfect gas, i.e. modeled using the ideal gas law,

\[
P = \rho RT
\]  

(3.12)

This results in an additional equation, but also an additional unknown, leading to another seventh equation to close the system of equations, usually expressed with energy \( E \) as a function of two other thermodynamic variables, such as pressure \( p \) and temperature \( T \),

\[
E = E(p, T)
\]  

(3.13)

The ideal gas law expresses density as a function of pressure and temperature, and therefore results in a coupled system of equations. On the other hand, by assuming an incompressible flow, the density is constant. This results in an uncoupling of the energy equation from the momentum and continuity equations with fewer unknowns.
3.4 Segregated Flow and Energy Model

To solve the velocity, pressure, and temperature fields, the Segregated Flow and Segregated Energy models are used in STAR-CCM+. They are summarized here.

The segregated flow model solves the discretized equations of continuity (3.14) and momentum (3.15) for the variables \( u, v, w, \) and \( p \) in a ‘segregated’ or sequential manner,

\[
\sum (m^* + m_f') = 0
\]  

\[
\frac{\partial}{\partial t} (\rho V_0) + \sum (\rho v \cdot a) = - \sum (\rho I \cdot a)_f + \sum T \cdot a
\]  

The derivation of these equations is further discussed in [40].

This must be done iteratively in order to achieve a converged solution. This solver uses a pressure-velocity coupling algorithm, SIMPLE, which stands for Semi-Implicit Pressure Linked Equation. The steps are summarized below as per the STAR-CCM+ User Manual.

In this algorithm, in order for the mass conservation law to be fulfilled for the velocity field, a pressure-corrector equation (known as a predictor-corrector approach) is derived from the conservation of mass equation and solved, where pressure as a variable is the obtained parameter.

Segregated Flow model steps:

1. Set boundary conditions
2. Compute velocity and pressure gradients
3. Solve discretized mass and momentum equations
4. Compute the uncorrected mass fluxes at the faces
5. Solve the pressure correction equation, which produces some pressure correction value
6. Update the pressure field, taking some under-relaxation pressure factor into account
7. Update the boundary condition pressures
8. Correct face mass fluxes
9. Correct the cell velocities
10. For compressible flow, update the density due to pressure changes
11. Free temporary storage and repeat

The Segregated Energy model supports the Segregated Flow models, and is available in three configurations. In this thesis, the Segregated Fluid Temperature energy model is used. This model solves the discrete energy equation (3.16), with temperature as the unknown variable.

\[
\frac{\partial}{\partial t} (\rho E V_0) + \sum \left\{ \left[ \rho H (v - v_g) + v_g p + \dot{q}'' - (T \cdot v) \right] \cdot a \right\}_f = (f \cdot v + s) V_0 \quad (3.16)
\]

The temperature is then solved according the equation of state chosen by the user. For further information regarding these solvers, the reader is referred to [40].

3.5 Porous Media Formulation

For the case of underhood flow simulations, a common method to model heat exchangers is to use a porous media model. This model incorporates a pressure drop that is a function of the fluid velocity in a cell. The flow resistance is usually measured from experimental setups, and a curve as shown in Figure 3.3 is obtained:

![Figure 3.3: Typical pressure drop-airflow velocity curve for heat exchanger](image)
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The porous media model consists of a momentum source/sink term in the Navier-Stokes equations. This source term typically consists of a porous inertial term, $P_i$ (quadratic) and a porous viscous term, $P_v$ (linear), fitted to the curve shown above. Equation (3.18) is known as the Darcy-Forcheimer law and is the general representation of this source term,

$$ P = - (P_v \mu v + P_i \rho |v| v) $$

The porous media model is used for each heat exchanger found in the example vehicle used in this thesis, including a TOC (transmission oil cooler), condenser and radiator. The porous terms obtained for each are highlighted in the 3D simulation section.

A major advantage of using a porous media model is that there is no need to model the exact geometry of the heat exchangers, which includes hundreds or thousands of tubes and fins, to extract information of interest. Instead, this is achieved with source terms which impose the known pressure drop across the heat exchanger. This also decreases the computational time considerably.

### 3.6 Heat Exchanger Formulation

Similar to adding momentum source terms for the porous media, energy source terms $S_u$ in the energy equation (3.10) can be added to model heat transfer. To do this, a heat exchanger topology must exist.

Two different types of heat exchangers are used in this thesis. The first one is referred to as a single-stream heat exchanger, where only one of the fluid streams is explicitly modeled, while the second fluid is assumed to have a specified uniform temperature. The fluid of interest is modeled by activating a heat exchanger enthalpy source, which introduces a specified heat source or sink in the region of interest. With only one fluid being modeled, it is fairly simple to implement and requires minimal computational effort. Further insight into the computation of the local cell heat exchange value is provided by equation (3.19),
\[ Q_c = Q_{total} \frac{V_c v_c (T_{ref} - T_c)}{\sum V_c v_c (T_{ref} - T_c)} \]  

(3.18)

where \( Q_{total} \) is the user specified heat exchange, and \( T_{ref} \) is the constant temperature of the fluid stream that is not explicitly modeled.

The second type of heat exchanger is a dual-stream heat exchanger. In this case, both fluids are modeled, the hot and cold streams. With this type of heat exchanger, two identical overlapping regions with the same volume mesh are used to create a heat exchanger interface, as shown in Figure 3.4. Therefore, identical meshes are created in the same region.

Each fluid has its own respective region in which heat sources/sinks are introduced in the corresponding fluid energy equations. Both fluids are assumed to occur in single phase only (liquid or gas), and that no phase change occurs, as is typically seen with condensers in automotive vehicles. There are two types of dual-stream heat exchangers; basic and actual. The actual dual-stream model is used in this study, which will be the focus in subsequent discussion.

For this type of dual-stream heat exchanger, heat transfer behaviour must be provided by the user and STAR-CCM+ offers several options in this regard. In this study, a \( Q \) map table is used to model the heat exchanger performance for different flow rates of air and coolant, and is typically information obtained from experimental testing. This table is made of three columns; an example is shown below. It is used to calculate the local heat transfer coefficient \( UAL \) for each row.
<table>
<thead>
<tr>
<th>Cold mass flow rate (kg/s)</th>
<th>Hot mass flow rate (kg/s)</th>
<th>Average heat rejection rate (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>3.0</td>
<td>10,000</td>
</tr>
<tr>
<td>2.0</td>
<td>3.0</td>
<td>15,000</td>
</tr>
<tr>
<td>1.0</td>
<td>4.0</td>
<td>18,000</td>
</tr>
<tr>
<td>2.0</td>
<td>4.0</td>
<td>23,000</td>
</tr>
</tbody>
</table>

Table 3.1: Example table of heat exchanger mapping technique

The dual-stream heat exchanger approach calculates the local heat exchange $Q_i$ using a local (cell) heat transfer coefficient $u_{al\text{ }}i$,

$$Q_i = \frac{u_{al\text{ }}i(Th_i - Tc_i)V_i}{\left(\frac{1}{NC}\right)\sum_{i=1}^{NC} V_i} \quad (3.19)$$

Note that $u_{al\text{ }}i$ is obtained by considering the hot and cold mass fluxes entering cell $i$. $Th_i$ and $Tc_i$ are the local hot and cold stream temperatures entering cell $i$, while $V_i$ is the cell volume.

$UAL$ for the table is computed as,

$$UAL = \frac{\Gamma}{\Delta T_{\text{net}} \cdot NC} \quad (3.20)$$

where,

- $NC$ is the total number of cells in the heat exchanger region
- $\Delta T_{\text{net}}$ is the volume averaged (cell ‘$i$’ volume divided by the average cell volume) temperature difference between the hot and cold streams, calculated as

$$\Delta T_{\text{net}} = \frac{\sum_{i=1}^{NC} (Th_i - Tc_i)V_i}{\sum_{i=1}^{NC} V_i} \quad (3.21)$$
$\Gamma$ is calculated as,

$$\Gamma = Q \frac{(T_{\text{hot, inlet}} - T_{\text{cold, inlet}})}{(T_{\text{hot, user}} - T_{\text{cold, user}})} \quad (3.22)$$

where $T_{\text{hot, user}}$ and $T_{\text{cold, user}}$ are the temperature of the hot and cold stream respectively, as provided in the $Qmap$ table specifications and based on experimental measurements. Note that the above formula for $\Gamma$ can be considered a scaling of the boundary temperatures; experimental testing can be performed with temperatures other than the required. There are two approaches that can be used to predict heat exchanger performance. In the first method, the hot stream inlet temperature is user-defined (specified hot inlet), and STAR-CCM+ will use this temperature with the $Qmap$ table to predict the heat rejection rate to the cold region. This is the method that is used in this study. In the other approach, the user can specify a heat rejection rate (target heat rejection rate), and the software will use this in accordance with the $Qmap$ table to back-calculate the required hot inlet temperature in order to sustain the specified heat rejection rate.
4. ISOLATED RADIATOR MODELLING

4.1 Introduction

The focus in this section is on the modelling of a stand-alone radiator. The basic task of a radiator is to cool down the hot coolant which extracts thermal energy from the engine and keep the engine operating at an optimal temperature. The radiator, in comparison to other underhood heat exchangers, has some of the highest heat rejection rates and largest surface area, making it a critical component in modelling and understanding of the underhood airflow. The main parameters of interest in the experimental and virtual simulations include the coolant temperature, air temperature, and air pressure drop. Each of these is of interest for 1D thermal management simulations as well, which estimate and analyze the system performance. The air pressure drop through the radiator is a critical performance parameter, and has been a difficult parameter to measure in the past. In addition, defining any theoretical equations for the contributions to this pressure drop has proved challenging, but with modern day 3D CFD techniques, this task has been made easier [21].

In the following sections, a stand-alone heat exchanger experimental setup is discussed and conditions replicated, as close as possible, in the 3D simulations. A short discussion on the results will follow.
4.2 Experimental Measurements

A room-sized calorimeter test bench was used for the stand-alone radiator testing. The radiator is a cross-flow single-pass flat tube and fin radiator, with a frontal area of about 0.3 m² and a thickness of 16 mm; exact dimension and image are included in Figures 4.1 and 4.2.

![Figure 4.1: Heat exchanger dimensions](image1.png)

![Figure 4.2: Photo of tested heat exchanger](image2.png)

The radiator is mounted on a duct, which contains a fan further downstream, pulling the airflow through. Upstream of the radiator, pressure and temperature are measured at the air inlet of the room. This air inlet is part of a closed-loop system, as the air passes through the downstream ducting, gets cooled down to a standard test temperature, and is fed back into the room. A simple depiction of this room setup can be seen in Figure 4.3. Note this is not to scale. Two different tests were performed with this isolated radiator experiment.

![Figure 4.3: Simplified diagram of calorimeter test](image3.png)
The first case was considered without any heat exchange between the air (cold) stream and water (hot) stream in the radiator core. The air velocity was varied for five different values, and the pressure difference between the two pressure taps was calculated; “delta P air” in Table 4.1. The general location of the pressure measurement points is shown in Figure 4.3, by \( p_1 \) and \( p_2 \). Similarly, measurement locations of temperature \( (T_1,T_2) \) and velocity \( (v_1,v_2) \) are displayed as well. The air temperature downstream of the radiator is based on four temperature probes arranged in order to provide an average temperature over the flow area. The velocity is measured with two pitot tubes, and an average is calculated to report the air velocity values in Table 4.1. The reported mass flow is a calculated value. It should be noted that the velocity recorded is a standard velocity, which needs to be converted to actual at-the-radiator conditions through a density correction. The equations for this conversion are part of ASHRAE test standards, and can be found in Appendix A. Note that values with a * are measured quantities, while the mass flow rate is a calculated quantity.

<table>
<thead>
<tr>
<th>units</th>
<th>step 1</th>
<th>step 2</th>
<th>step 3</th>
<th>step 4</th>
<th>step 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>pressure - barometric</td>
<td>* Pa</td>
<td>97788</td>
<td>97770</td>
<td>97754</td>
<td>97715</td>
</tr>
<tr>
<td>delta P air</td>
<td>* Pa</td>
<td>33.649</td>
<td>81.569</td>
<td>119.599</td>
<td>162.743</td>
</tr>
<tr>
<td>T air supplied</td>
<td>* K</td>
<td>316.257</td>
<td>316.413</td>
<td>316.346</td>
<td>316.507</td>
</tr>
<tr>
<td>T air returned</td>
<td>* K</td>
<td>316.176</td>
<td>316.090</td>
<td>316.139</td>
<td>316.271</td>
</tr>
<tr>
<td>delta T air</td>
<td>* K</td>
<td>-0.081</td>
<td>-0.323</td>
<td>-0.207</td>
<td>-0.236</td>
</tr>
<tr>
<td>mass flow air</td>
<td>kg/s</td>
<td>0.664</td>
<td>1.046</td>
<td>1.303</td>
<td>1.570</td>
</tr>
<tr>
<td>velocity air - standardized</td>
<td>m/s</td>
<td>1.901</td>
<td>2.995</td>
<td>3.733</td>
<td>4.497</td>
</tr>
</tbody>
</table>

Table 4.1: Experimental test data, iso-thermal conditions

By plotting the pressure drop and velocity, the following curve is obtained.
By fitting a second-degree polynomial to the curve (black curve), coefficients are obtained for the inertial and viscous terms as previously described in equation (3.17). Note the small differences between the data and approximation, especially at lower velocities. These coefficients represent the pressure drop at specific inlet velocities for the heat exchanger, under iso-thermal conditions.

\[
\begin{array}{|c|c|}
\hline
P_i & 311 \\
\hline
P_v & 456 \\
\hline
\end{array}
\]

A similar measurement procedure as described previously was undertaken for the second case of testing. This test however, introduced a water flow rate in the radiator core, and thus heat transfer between the two fluids. Additional measurement data for the hot tube-side fluid is therefore required.

This test involved a “matrix” of air and water flow rates. The end result was a table with five different airflow rates, each tested at five different water flow rates, resulting in a total of 25 test points. A sample test point is shown below, with water-side data and a total heat transfer rate calculated, based on an average of the two fluids.
By once again plotting the pressure drop - velocity curve for the case with heat transfer, the following porous coefficients (dimensionless) are obtained,

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_i$</td>
<td>339</td>
</tr>
<tr>
<td>$P_v$</td>
<td>506</td>
</tr>
</tbody>
</table>

This curve is shown in Figure 4.5, along with the previously obtained curve for the isothermal condition. Note that under iso-thermal test conditions, the curve is referred to as Case 1 test, while the test with heat transfer between the two streams is deemed Case 2 test.

Both curves are plotted to give a visual representation of the difference in pressure drop under two varying assumptions of heat transfer.
The difference between the curves is significant, as the pressure drop for the same velocity is much higher in the case with heat transfer. At lower velocities, this difference is roughly 11%, while it is about 7% for the higher range of velocities. These differences are further discussed in the results section of this chapter. In the next section, the simulation procedure is explained.
4.3 Virtual Simulation

The computational tool utilised for all 3D CFD simulations, including the full vehicle simulations discussed in a later chapter, is STAR-CCM+ version 9.06. It is based on the Navier-Stokes equations and uses some of the concepts summarized in section 3, “Computational Methodology”.

The first step in the simulation setup is to create a CAD model representative of the real test case. As this geometry is quite simple, this was done directly in the STAR-CCM+ software. The details of this calorimeter room geometry model can be seen in Figure 4.6.

![Figure 4.6: Test room geometry](image)

Surface and volume meshes with this geometry were created directly in STAR-CCM+ also. The volume mesh was created using the Trimmed Mesher that generates hexahedral elements. In addition, a conformal mesh is created at upstream and downstream interfaces of the radiator, which can be seen in Figure 4.8. A conformal mesh aims to imprint one boundary on the other, creating a match of cell elements between two different parts. For example, the cells upstream of the radiator belonging to the inlet room are directly mirrored on the first set of elements that make up the radiator. A conformal mesh produces a high-quality discretization for the analysis, and is able to transfer data between cells more accurately, thus reducing computational cost.
Figure 4.7 shows a cross-section of the volume mesh for the entire geometry, which consists of a total of approx. 2.5 million cells with an increased cell density around the radiator region, shown by Figure 4.8. The radiator core is made up of a 2 mm cell size, which results in 7-8 cells across the core thickness. The refinement region around the radiator is 4 mm with a “medium” level outward growth rate. The room base size is 100 mm. The radiator and surrounding area refinement is responsible for ~40% of the total cell count. The isolated radiator simulation requires approximately five hours on a local machine running 12 processors.

For the air entering the room, a mass flow inlet condition was used, which also specifies the incoming air temperature. A pressure outlet boundary condition was used at the outlet chamber, which was maintained at ambient pressure. All the walls are classified as smooth, no-slip and adiabatic.

For the case in which heat transfer is included, similar boundary conditions are considered for the water-side inlet and outlet. The inlet tank was specified as a mass flow inlet, while the outlet tank was a pressure outlet. In order to restrict the water flow in the
lateral direction only (y-direction in Figure 4.9), resistance coefficients for the coolant core also need to be specified. As the pressure drop is not of interest for the water-side flow, the goal would be to restrict the direction of the fluid by simply choosing very high porous resistance coefficients in the z- and x-direction, and slightly less in the y-direction, to simulate the water flow in the direction of the tubes. Figure 4.9 shows the coolant tanks and core geometry (core dimensions as in Figure 4.1),

![Figure 4.9: Coolant tanks and direction of water flow in radiator core](image)

Three different scenarios were considered for the isolated radiator simulations. They are often referred to by “Case” number in this thesis, to represent the different assumptions in flow conditions. The cases are summarized in the table below:

<table>
<thead>
<tr>
<th>Description</th>
<th>Equation of state</th>
<th>Porous media coefficients (dimensionless)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 Incompressible, iso-thermal</td>
<td>Constant density, ( \rho = 1.0795 \text{ kg/m}^3 )</td>
<td>( P_i = 311 ) ( P_v = 456 )</td>
</tr>
<tr>
<td>Case 2 Incompressible, with heat transfer</td>
<td>Constant density, ( \rho = 1.0795 \text{ kg/m}^3 )</td>
<td>( P_i = 339 ) ( P_v = 506 )</td>
</tr>
<tr>
<td>Case 3 variable density, with heat transfer</td>
<td>Ideal gas, ( \rho = P/RT )</td>
<td>( P_i = 339 ) ( P_v = 506 )</td>
</tr>
</tbody>
</table>

Table 4.3: Isolated radiator simulation parameters for each case
Note that the porous media coefficients for Case 2 and Case 3 are naturally identical, since only one curve was obtained from experimental testing that included heat transfer effects.

The rest of the solver settings used are the same for each case; mainly of interest:

- 3D, steady state, Reynolds-Averaged Navier-Stokes equations
- Segregated Flow solver along with the supporting Segregated Fluid Temperature energy model (in the case of heat transfer) with second order discretization schemes
- Realizable k-ε two-layer turbulence model, with two-layer all-y+ wall treatment
- Dual-stream ‘actual’ heat exchanger model, modeled as a porous media with different porous resistance coefficient terms under “cold” and “hot” conditions

In the next section, the results of each simulation case are analyzed and compared to experimental testing.
4.4 Results and Discussion

For the iso-thermal case only, the main focus is on the pressure drop characteristics to validate the simulation. This relatively simple iso-thermal simulation allows a focus on the geometry and porous media accuracy, without any other complexities for now. Table 4.4 shows the simulation and experimental results:

<table>
<thead>
<tr>
<th>units</th>
<th>step 1</th>
<th>step 2</th>
<th>step 3</th>
<th>step 4</th>
<th>step 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>delta P air - experiment</td>
<td>Pa</td>
<td>33.7</td>
<td>81.6</td>
<td>119.6</td>
<td>162.7</td>
</tr>
<tr>
<td>delta P air - simulation</td>
<td>Pa</td>
<td>37.6</td>
<td>79.7</td>
<td>116.4</td>
<td>161.8</td>
</tr>
<tr>
<td>error</td>
<td>%</td>
<td>-10.6</td>
<td>2.4</td>
<td>2.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 4.4: Correlation of radiator pressure drop

The simulated pressure drop has a good correlation with experimental results. This simply confirms the implementation and behaviour of the porous media model for the heat exchanger. It also confirms the simulation setup, such as the geometry, boundary conditions, and specified physics. Figure 4.10 shows the results of the simulated pressure drop curve compared to the pressure drop curve obtained from experimental testing.

![Figure 4.10: Correlation for pressure drop for Case 1 iso-thermal conditions](image)

Using the porous resistance terms as defined for the iso-thermal case shows good correlation between experimental and simulation results. The higher percent error in Step 1 is an unexpected outcome based on the low error achieved in the other steps. However,
this higher error is attributed simply to the misrepresentation of a second order polynomial curve of the experimental data, as was shown in Figure 4.4. The curve fit is forced to intercept at \((0,0)\) in order to obtain two coefficients for the porous media representation. At low flows, this \((0,0)\) intercept is not ideally representative and therefore the simulation results show a slight over-estimation of pressure drop. However, this is the current procedure to estimate porous media behaviour in several software codes. At higher velocities, this error is almost diminished.

Due to the nature and geometry of the experimental setup, undesired pressure losses are present that are not reflective of the heat exchanger “core-only” pressure drop. These losses will be addressed in the following pages. To aid in the explanation of these pressure losses, the following equation is presented (Kakac and Liu, 1998) [37],

\[
\Delta p = \Delta p_i + \Delta p_c + \Delta p_a + \Delta p_e \\
= \frac{G^2}{2\rho_i} \left[ \left( 1 - \sigma_i^2 + K_c \right) + f \frac{4L}{D_h} \frac{\rho_i}{\rho_m} + 2 \left( \frac{\rho_i}{\rho_e} - 1 \right) - \left( 1 - \sigma_e^2 - K_e \right) \frac{\rho_i}{\rho_e} \right] \tag{4.1}
\]

where \(G\) represents the mass flux of the fluid, and \(\sigma\) the passage area ratio. The reader is referred to the nomenclature for further explanation of the other terms.

The first contribution, \(\Delta p_i\), is due to an abrupt contraction in flow area (from the room to the radiator), and is termed the entrance loss. This term is obtained by considering Bernoulli’s equation with a loss coefficient \(K_c\), combined with the mass conservation law,

\[
P_1 + \frac{1}{2} \rho V_1 = P_2 + \frac{1}{2} \rho V_2 (1 + K_c) \tag{4.2}
\]

If,

\[
\sigma = \frac{A_2}{A_1} \quad G = \frac{\dot{m}}{A}
\]
Equation (4.2) eventually leads to,

$$\Delta P = \frac{1}{2 \rho_i} \left( 1 - \sigma^2 + K_c \right)$$

(4.3)

A similar procedure is undertaken for the exit loss term, $\Delta p_e$.

Approximations of inlet (contraction) loss coefficient $K_c$ and exit (expansion) loss coefficient $K_e$ have been made in several sources of literature, such as White [43] and Kays and London [38]. These loss coefficients have their origins in the observation of pipe flow. Figure 4.11 shows $K_c$ and $K_e$ through a rectangular passage as a function of the area contraction ratio $\sigma$, for different Reynolds numbers.

Figure 4.11: Loss coefficients as a function of area contraction ratio for different Reynolds numbers, from Kays and London 1984 [38]

The remaining two terms in equation (4.1) make up the pressure losses occurring in the heat exchanger core. The $\Delta p_c$ term is the pressure loss due to friction effects through the radiator channels. It is written here in terms of the Fanning friction factor $f$ which can be approximated as:
Note that the Fanning friction factor is one-fourth of the Darcy friction factor.

The last term, $\Delta p_a$ is obtained by a momentum balance across the core of the radiator, to take into account possible density changes and therefore acceleration/deceleration of the flow in the core. The pressure loss due to a momentum change in the core,

$$\Delta p_a = \frac{m}{A_c} (V_2 - V_1)$$  \hspace{1cm} (4.5)$$

which can be re-written in terms of density and the mass flux $G$, where

$$V = \frac{G}{\rho}$$  \hspace{1cm} (4.6)$$

Therefore,

$$\Delta p_a = G^2 \left( \frac{1}{\rho_e} - \frac{1}{\rho_i} \right)$$  \hspace{1cm} (4.7)$$

This is especially applicable to gas flows, where density is strongly influenced by temperature changes. Note with regards to the current discussion based on iso-thermal conditions, the density terms do not have an effect. However, this will naturally change when heat transfer is introduced and thus there is a density difference between the inlet and outlet of the core.

For the inlet loss, equation (4.1) takes into account the inlet contraction loss. While this is most likely the greatest contribution to the total upstream inlet loss, there are additional losses present not captured in the above equation as specific to this experimental setup. One of the sources comes from friction losses occurring around the radiator edges. The flow pattern is shown in two dimensions in Figure 4.12, and is present around the entire frame of the radiator. These friction losses are sometimes referred to simply as edge losses.
From Gullberg [31] and Walter [44], similar experimental setups show a bellmouth duct opening adopted upstream of the test component. This would assist in guiding the flow towards the core and would significantly reduce the friction losses present. Another contribution stems from friction losses at the wall boundaries. This is not only present upstream of the radiator at the inlet room walls, but also downstream at the wall boundaries of the duct.

The exit losses captured due to expansion of the flow in equation (4.1) can be analyzed by looking at the terms $\sigma$ and $K_e$. The cross-sectional area of the duct directly downstream of the radiator is consistent with the radiator area itself. This means, for the exit coefficient $K_e$, a dependency on Reynolds number is present, but it is a relatively weak dependence, as can be seen in the graph from Figure 4.10. As an approximation for $K_e$, the curve $Re= \infty$ can be used and consequently, equation (4.9) applies,

$$K_e = (1 - \sigma)^2$$

If the term $\sigma \approx 1$, the coefficient $K_e \approx 0$. The end result is a negligible exit loss term $\Delta p_e$ altogether for this particular geometry. A little further downstream, there is a slight change in duct cross-sectional area where this expansion effect is present, but is again assumed minimal due to $\sigma \approx 1$. The magnitude of this term would be larger if the
downstream geometry was an open room, as this would result in total loss of dynamic pressure. In this case, the assumption is made that most of the dynamic pressure is retained; total pressure losses from the rear face of the radiator to the pressure measurement point $p_2$ (see Figure 4.3) are mostly a result of friction losses at the wall boundaries with some small contribution due to expansion.

All the pressure losses discussed up to this point, as mentioned previously, are difficult to quantify, especially with the limited information from experimental measurements. For this reason, the CFD simulations can be used to understand the underlying physics in more detail, and provide further information on the magnitude of the pressure losses upstream and downstream, including contributions not captured in equation (4.1).

From the iso-thermal CFD simulation, total pressure values were reported at different locations in the flow. These were surface-averaged total pressure values over a given cross-section, such as the inlet boundary interface (pt1 in Figure 4.13) and the radiator front interface, pt2. The difference in pt1 and pt2 should give the total inlet losses, consisting of effect A, B, C, and D. These contributions are summarized below.

![Figure 4.13: Summary of total inlet and outlet losses in isolated radiator experiment](image)
• Total inlet losses consist of effects at:
  A: although not discussed in detail, this is due to the momentum loss of velocity in the $z$-direction as it enters the room and travels through to the radiator.
  B: friction at the wall boundaries in the inlet room
  C: a flow area contraction from inlet room to radiator core
  D: friction around the radiator edges (edge losses)

The total inlet loss (Pa) was calculated by reporting the difference in total pressure between the inlet boundary $p_{t1}$ and the radiator front interface $p_{t2}$.

• Total outlet losses consist of effects at:
  E: area expansion from downstream of the radiator to ‘second’ duct
  F: same as in B; friction at the wall boundaries in the downstream duct

The total outlet loss (Pa) was calculated by reporting the total pressure between the radiator rear interface $p_{t3}$ and the outlet boundary $p_{t4}$.

Table 4.5 summarizes the inlet and exit losses for each iso-thermal simulation, consisting of five different conditions and flow velocities. As a reminder, these steps 1-5 are summarized in Table 4.1.

<table>
<thead>
<tr>
<th>Step</th>
<th>Total pressure drop</th>
<th>Total loss due to inlet (pt1 to pt2)</th>
<th>Total loss due to exit (pt3 to pt4)</th>
<th>Calculated &quot;core-only&quot; loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pa</td>
<td>Pa</td>
<td>% of total</td>
<td>Pa</td>
</tr>
<tr>
<td>Step 1</td>
<td>37.64</td>
<td>3</td>
<td>8</td>
<td>1.7</td>
</tr>
<tr>
<td>Step 2</td>
<td>79.65</td>
<td>7</td>
<td>8.8</td>
<td>4</td>
</tr>
<tr>
<td>Step 3</td>
<td>116.41</td>
<td>11</td>
<td>9.4</td>
<td>6</td>
</tr>
<tr>
<td>Step 4</td>
<td>161.84</td>
<td>15</td>
<td>9.3</td>
<td>9</td>
</tr>
<tr>
<td>Step 5</td>
<td>197.07</td>
<td>19</td>
<td>9.6</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4.5: Inlet and outlet pressure losses from simulation analysis
The contribution of the core-only loss, which includes the terms $\Delta p_a$ and $\Delta p_c$ from equation (4.1), makes up about 85-87% of the total pressure loss. This is in agreement with other experiments from literature sources, such as Kakac and Liu [37] and Kays and London [38], albeit slightly lower than the reported 90%+. This could simply be due to test or geometry setup, and lower losses associated with upstream and downstream conditions of the heat exchanger.

The total inlet loss and outlet loss contribute approximately 8-10% and 4-6% of the total pressure loss, respectively. This results in an over-estimation of the core-only pressure drop by about 14-18% with current methods; that is, by taking the pressure drop reported from experimental testing without any corrections for losses and applying these values directly to the porous media via resistance coefficients.

The discussion will now move to the case in which heat transfer effects are included, but still under the assumption of constant density; Case 2 in Table 4.3. As mentioned, it is assumed that similar pressure losses are present as discussed above and the core-only pressure drop is over-estimated by a similar margin. With the dual-stream heat exchanger model used in the ‘hot’ (with heat transfer) simulations as discussed in section 3.6, an additional parameter can be used to validate the CFD simulations; temperature. It is possible with this model to predict coolant temperature drop and air temperature increase through the radiator core, and therefore heat transfer rate as well.

The relevant parameters used to compare simulation and experimental results are shown in Table 4.6. This table shows the result of a single test condition.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta p_{\text{air}}$ (Pa)</th>
<th>$\Delta T_{\text{air}}$ (K)</th>
<th>$\Delta T_{\text{water}}$ (K)</th>
<th>Q (heat transfer rate) averaged (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>127.11</td>
<td>30.19</td>
<td>6.71</td>
<td>39.91</td>
</tr>
<tr>
<td>Experimental</td>
<td>131.9</td>
<td>30.63</td>
<td>6.53</td>
<td>40.23</td>
</tr>
<tr>
<td>Percent error</td>
<td>3.8%</td>
<td>1.5%</td>
<td>2.7%</td>
<td>1.0%</td>
</tr>
</tbody>
</table>

Table 4.6: Results of simulation Case 2, incompressible with heat transfer
As a preliminary conclusion, this table shows that using a porous media approach with a dual-stream heat exchanger model, it is possible to obtain good results as compared to the experimental measurements.

Recall that the porous resistance coefficients used in the iso-thermal simulation Case 1 are different than Case 2 resistance coefficients, as summarized in Table 4.3. In the case with heat transfer, the coefficients are greater in magnitude in order to capture the additional pressure drop that occurs when energy is added to the airflow. Equation (4.1) is shown here again in order to aid in the explanation for this.

\[
\Delta p = \Delta p_i + \Delta p_c + \Delta p_a + \Delta p_e
\]

\[
= \frac{G^2}{2\rho_i} \left[ (1 - \sigma_i^2 + K_e) + f \frac{4L}{D_h} \left( \frac{p_i}{\rho_m} \right) + 2 \left( \frac{p_i}{p_e} - 1 \right) - (1 - \sigma_e^2 - K_e) \left( \frac{p_i}{p_e} \right) \right]
\]

Regarding total inlet losses and total outlet losses, including the ones previously discussed that are not captured in the above equation, a similar procedure was undertaken as with the iso-thermal simulation; the pressure losses upstream and downstream were evaluated with CFD simulations and recorded in a similar manner as Table 4.5. The results revealed that total losses upstream of the radiator and total losses downstream of the radiator were similar in magnitude (Pascal) as with the iso-thermal case.

Upstream flow conditions remain the same and thus no difference is expected. For the downstream condition, the density term \((\rho_i/\rho_e)\) now plays a role, which is to magnify the term containing \(\sigma\) and \(K_e\). However, the same assumptions regarding minimal area change in the downstream duct apply, and therefore the pressure loss term \(\Delta p_e\) becomes altogether negligible.

The conclusion is that the additional pressure drop comes directly from the core, where the cells belonging to the air and water region contain energy source/sink terms. This is the only change in the simulation; the addition of a heat exchanger model. The density ratio terms become significant, as both terms \(\Delta p_c\) and \(\Delta p_a\) are magnified i.e. multiplied by a ratio greater than 1 (instead of unity as in Case 1).

In addition, the friction factor will change as a result of its dependency on Reynolds number, which is of course also dependent on viscosity with the introduction of
temperature changes. With an increase in temperature, the viscosity of air will increase, thus reducing the Reynolds number and increasing the friction factor. This can also be seen in Figure 4.14, data obtained from Kays and London [38] on some louvered fin compact heat exchangers.

![Figure 4.14: Heat transfer and flow friction characteristics for a sample of louvered fin compact heat exchangers, from Kays and London (1984) [38]](image)

The addition of heat transfer and its influence on the above parameters is most likely responsible for the majority of the increase in pressure drop value.

Despite this analysis on heat transfer and density terms to explain the additional pressure drop, none of these effects can be realized through the CFD simulations. Case 2 was run incompressible, and thus with a constant density. These effects reflect the expected flow behaviour in a real situation, where such a density change exists in the core due to heat addition, and therefore an increase in core velocity must follow to satisfy the conservation of mass law. For this reason, in an attempt to capture these flow effects in the CFD simulation, a variable density simulation was tested.

Case 3 uses the ideal gas law as an equation of state to relate density to pressure and temperature. The same porous resistance coefficients as in Case 2 are adopted, since heat
transfer effects are still included. Table 4.7 includes the results of the variable density run 

*Case 3*, with consistent use of boundary conditions:

<table>
<thead>
<tr>
<th></th>
<th>ΔT air (K)</th>
<th>ΔT air - error</th>
<th>ΔT water (K)</th>
<th>ΔT water - error %</th>
<th>Q heat transfer rate (kW)</th>
<th>Q heat transfer rate - error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>30.63</td>
<td>-</td>
<td>6.53</td>
<td>-</td>
<td>40.23</td>
<td>-</td>
</tr>
<tr>
<td>Case 2 Simulation</td>
<td>30.19</td>
<td>1.5%</td>
<td>6.71</td>
<td>2.5%</td>
<td>39.91</td>
<td>1.0%</td>
</tr>
<tr>
<td>Case 3 Simulation</td>
<td>30.02</td>
<td>2.0%</td>
<td>6.62</td>
<td>1.4%</td>
<td>40.90</td>
<td>1.6%</td>
</tr>
</tbody>
</table>

Table 4.7: Simulation results compared to experimental testing for *Case 2* and *Case 3* from Table 4.3

The error observed in the air pressure drop must mean there is some unaccounted-for effect in the variable density simulation which over-estimates this pressure drop. Figures 4.15 and 4.16 show the difference in pressure drop for the experimentally obtained curve and the simulated results, for *Case 2* and *Case 3*, respectively. Note that *Case 2 test* and *Case 3 test* refer to the same curve, as only one curve (and therefore one pair of porous terms) is obtained from experimentally testing with heat transfer. Figure 4.16 therefore demonstrates the over-estimation in pressure drop for the *Case 3* simulation when applying the pressure curve obtained from experimental testing.

![Figure 4.15: Correlation for pressure drop for Case 2; incompressible with heat transfer](image)

Figure 4.15: Correlation for pressure drop for *Case 2*; incompressible with heat transfer
The expected velocity increase and density change through the radiator core however is accounted for and is summarized below:

- Velocity increase of 9.2% from front interface of the radiator to rear
- Density change (decrease) of 8.8% from front interface of the radiator to the rear

The reason for the large differences in pressure drop in Case 3 is attributed to the following: the pressure drop $\Delta p$-velocity ($v$) curve provided as an input to the simulation (curve Case 3 test from Figure 4.16) already captures the effects of temperature on the airflow. That is, the temperature increase of air results in an increase in local velocity and therefore in an increase in heat exchanger pressure drop. This is because the calculation for the core pressure drop may not be a function of only one velocity.

Since these effects are captured in the porous coefficient terms used as the input, further influence from temperature on density and viscosity should be avoided. In this case however, by using the curve from experiment as an input and performing the simulation under the ideal gas assumption, the terms as outlined in equation (4.1) that cause an increase in pressure drop due to temperature are accounted for twice. In [21], the author mentions the need to avoid accounting for thermo-physical properties twice when applying porous coefficient terms. It follows that the porous terms should in fact be defined or converted to adiabatic conditions when running an ideal gas law assumption.
and including heat transfer in the heat exchanger core. This may explain perhaps the minimal difference between the iso-thermal conditions Case 1 curve and variable density hot conditions Case 3 curve, as shown in Figure 4.17. However, it was observed that in this simulation, the more accurate method is to compute an additional and more representative curve for Case 3. Using coefficients from the iso-thermal simulation still results in a considerable error when compared to experimental data.

It is possible therefore to find porous resistance terms which will be suitable for the variable density simulation only. The process of finding the correct coefficients was obtained by working in the other direction; i.e. finding which coefficients will give the desired pressure drop for the velocity as observed in the simulation. The coefficients for the variable density simulation with heat transfer requires the porous inertial coefficient $P_i = 325$, and the porous viscous coefficient to be $P_v = 336$. This gives pressure drop results that are comparable to experimental data, while the rest of the relevant parameters such as $\Delta T_{\text{air}}$ and $\Delta T_{\text{water}}$ remain unchanged. The author acknowledges the fact that the new porous coefficients obtained for the variable density do not seem to follow a clear trend when compared to the other simulation cases, which are summarized in Figure 4.17. It is difficult to interpret the relative importance of each term. It should also be mentioned that the initial assumption of using the iso-thermal coefficients from Case 1 in the variable density simulation Case 3 still produced an over-estimation of pressure drop, and that therefore the only other method was to perform the variable density simulations and use the results to obtain a curve.

Figure 4.17 is a summary of the pressure drop-velocity curves and corresponding porous media terms required for each simulation case thus far discussed. Applying these terms gives results reflective of experimental testing within a reasonable degree of error. The error is most pronounced at low velocities, caused by the second degree polynomial fit required to characterize the porous media behaviour in STAR-CCM+. 
Figure 4.17: Pressure drop-velocity curves for all isolated radiator simulations; Case 1,2,3 with porous media coefficients \((P_i, P_v)\)

Note that *Case 1* and *Case 2* in Figure 4.17 are representative of the curves obtained directly from experimental testing.

With regards to performing a variable density simulation, the additional requirement of finding new porous media terms, although not overly burdensome, is a task not required in the other two simulation cases. In addition, the slight increase in computational time (+5%) to reach convergence with the variable density case with the ideal gas law may prove to be unnecessary. *Case 2* (incompressible) was adequate to be able to validate the porous media as well as the dual-stream heat exchanger. It is true that the local decrease in density and increase in velocity at the heat exchanger is not captured in a constant density scenario, but mass flow rate is often the parameter of interest in heat exchanger analysis. In any case, the procedures and assumptions for each simulation case have been outlined in this chapter. A dual-stream radiator can now be incorporated in a full vehicle underhood simulation with a degree of surety. Similar concepts discussed in this chapter will be applied to a full vehicle underhood model, along with the rest of the underhood components, including other heat exchangers and a fan model.
5. FULL VEHICLE MODELLING

5.1 Introduction

CFD methods have been extensively adopted in recent years for the design of the vehicle thermal management system. The complex underhood airflow and its interaction with multiple components present a need to study both the aerodynamic and thermal domains. In order to perform a comprehensive flow-thermal analysis, a combination of 1D and 3D methods is the widely/commonly adopted approach in industry. Several sources outlined in the literature review have used similar approaches, see section 2.2. As mentioned previously, 3D simulations are used to characterize and show the details of the flow, while 1D simulates the system level thermodynamic performance. The focus of this thesis is on the 3D modelling.

The validation of the simulations can be accomplished in some cases with stand-alone component testing, as performed with the radiator in Chapter 4. However, individual testing does not provide a full picture of the complete cooling system performance. To understand the effects of various components and geometries, it is ideal to perform testing of the complete underhood packaging. Some studies, as discussed in section 2.2, perform tests based on simplified geometries, including only a portion of the underhood, while others are able to capture the full internal flow and external aerodynamics of the vehicle with a full model. The testing conducted here is based on full vehicle geometry. Full vehicle testing can provide a vast amount of information on the vehicle cooling system, as well as valuable information to correlate with full vehicle simulations. However, it should be noted again that the focus in this thesis is based on simulation methods early in the vehicle development cycle. While detailed geometry, underhood packaging and component performance may not be available at this point, a prediction to meet early vehicle needs is possible.

The goal of this thesis is re-iterated here: to use available data and improve currently implemented processes for the development of future vehicle underhood compartment simulations. This is achieved by studying different techniques of modelling vehicle
underhood components and investigating heat transfer effects on the cooling airflow, under different flow assumptions. Ultimately, parameters such as velocity or mass flow can be evaluated at various underhood components.

This chapter will follow a similar structure as in Chapter 4; experimental results and virtual simulations techniques will be discussed, with a results section discussing validation of the simulations and certain parameters of interest.
5.2 Experimental Measurements

The full vehicle experiment was performed in a climatic wind tunnel. Climatic wind tunnels are capable of simulating a wide range of conditions, ranging in some cases from -50°C to +60°C, with solar, rain, and snow simulation capabilities. It is also possible to simulate wind speeds up to 250 km/hour. In this test facility, the floor is made up of a full-scale chassis dynamometer, or in other words a ‘rolling floor’. This allows vehicles to be tested under various driving loads and speeds. Development in climatic wind tunnels allows further insight into cooling capabilities of the engine and auxiliary components, leading to improvements in the vehicle performance and efficiency. Figure 5.1 shows a simplified diagram of the testing facility. This wind tunnel is of the closed-loop return type. Air is conducted by a series of turning vanes, and can undergo cooling through various heat exchanger stages as it is fed back to the fan, and re-circulated again to the test section. The temperature and velocity of the air is therefore controlled.

Figure 5.1: Simplified schematic of climatic wind tunnel test
The specific test performed for this thesis is based on road GPS data from the Davis Dam on the Colorado River. The Davis Dam road test is a commonly known test at which to evaluate the powertrain and cooling system under critical loads, and is part of standard SAE towing test procedures. The maximum elevation on this stretch of road is about 1000 m (3500 ft) at a maximum grade of 12%. For this specific test however, only a portion of the road is used, at which the average grade is about 4.5 % during the uphill section. Figure 5.3 shows the vehicle rpm over time, which can provide further insight on the specifics of the test.
The different stages of this graph show:

1: steady flat-road driving condition, at approximately 89 kph (55 mph)

2: stop-and-start conditions, repeated three times to mimic stop signs and/or traffic lights

3: low gear, high load driving condition (hill-climbing) at average grade of 4.8 %, vehicle speed maintained at 89 kph (55 mph), fan at highest rpm during test

4: idle condition, fan rpm maintained until end of test

Low vehicle and high fan speed operation representing a hill-climbing condition is regarded as the most severe operating condition for the cooling system performance. On the other hand, aerodynamic performance is typically evaluated at higher vehicle speeds on a flat road. In this thesis, the cooling system capabilities are of interest, and simulations are performed based on operating conditions during the hill-climbing portion.

Therefore, the information available on the cooling system will be extracted based on this portion of the test, between approximately $t=1500$ s and $t=2000$ s. Instead of choosing an arbitrary point, averaged values are obtained of the data during this period. The data obtained will be used for various inputs to the simulation, such as inlet conditions, and will also be used to validate the simulations. Table 5.1 shows the averaged data.

<table>
<thead>
<tr>
<th>Coolant mass flow rate (kg/s)</th>
<th>Coolant inlet temperature (K)</th>
<th>Coolant outlet temperature (K)</th>
<th>Coolant temperature change $\Delta T$ (K)</th>
<th>Heat Rejection (W)</th>
<th>Wind speed (kph)</th>
<th>Inlet air temperature (K)</th>
<th>Fan rotational speed (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.02</td>
<td>379</td>
<td>369.5</td>
<td>9.5</td>
<td>35255</td>
<td>78.3</td>
<td>311.1</td>
<td>2531</td>
</tr>
</tbody>
</table>

Table 5.1: Averaged vehicle test data

In order to accurately represent the third portion of the test in the wind tunnel, several aspects need to be considered. The airflow velocity entering the vehicle is not the same with a flat-road driving condition and an uphill grade. In order to account for this, a tailwind is introduced, which in fact simply reduces the incoming wind speed. This explains the difference in ‘vehicle speed’ and ‘wind speed’ in Table 5.1. In [21], it was
estimated that slight inclinations (as low as 1.5 cm between front and rear inclinations of the vehicle) can cause temperature increase of up to 20% in some air zones in some locations due to the lower airflow velocity entering the vehicle.

Note that airside parameters of interest, such as pressure drop and temperature, are not measured in this experimental test. While several measurements techniques exist, such as Particle Image Velocity (PIV), Laser Doppler Velocimetry (LDV), and anemometers for velocity measurements and thermocouples/probes for temperature measurements, the existence of such large number of components in the underhood compartment in combination with high degrees of non-uniformity presents challenges in obtaining the airside parameters with a certain degree of accuracy. This is also supported by [21]. Positioning of the measuring devices also makes for a difficult task as there is very limited space in between heat exchangers. For instance, one of the more common approaches is to use vane anemometers. This method has been applied by Regin et al. [6], Shimizu et al. [45] and several others to attempt to measure the airside parameters. However, several uncertainties exist, such as the fact that to get the correct velocity distribution, many anemometers need to be introduced over the radiator face. This results in blockage of the air and will further impose a non-uniform flow field. In addition, anemometers tend to perform poorly in higher temperature conditions as based on past experimental testing experience. The result is that in order to compare the experimental test data with simulations, one must rely on the coolant temperature change in this case, as the most reliable validation parameter and since other measurement methods were not implemented for this specific test.
5.3 Virtual Simulation

Traditionally, the evaluation of the cooling system was done with full vehicle physical testing. However, due to the complexity of the airflow and heat transfer, it is difficult to perform reliable thermal testing, such as with methods described in section 5.2 above. In addition, experimental testing must be done with prototypes, which is expensive and can be time-consuming. With the increase in accuracy of numerical methods, it is possible to use CFD simulations to predict cooling system performance early in the vehicle development.

The full vehicle model described here includes all external surfaces, including all underbody and underhood details. In previous works such as [46, 47], simulation models include a half vehicle model or only the underhood layout. In this thesis, no changes were made from the full vehicle CAD, and underhood thermal effects are studied including the full underbody geometry. With no major pre-processing required, simulation setup time is reduced, but at the expense of an increase in cell count. This can be alleviated by ensuring cell refinement is efficiently distributed in the regions of interest.

Another advantage of full vehicle level analysis is linked to the specification of boundary conditions. Boundary conditions for different vehicle sub-systems, such as front-end and underbody, are difficult to predict with accuracy, but are not required in such a case. This also reduces simulation setup time. Otherwise, as outlined in [13], additional simulations are performed in order to solve for the inlet and outlet boundary conditions, before a simulation solving the underhood flow and thermal field can be solved.

Figure 5.4 illustrates the various geometrical features included in this model.
For the radiator, the reader is referred to Chapter 4 as similar modelling techniques are adopted in the full vehicle simulation. Instead, the next pages will focus on the other cooling modules present in the vehicle. Additional modelling techniques are required in order to account for the performance characteristics of the TOC, condenser and fan.

The TOC and condenser use a similar approach, in that both are modeled as porous media and use the single-stream heat exchanger configuration, for which a heat source is specified in Watts (W). This relatively simpler heat exchanger method is described in section 3.6, and requires less input information and no additional geometry manipulation as compared to a dual-stream model. There are several reasons for using this type of heat exchanger which aids to simplify the overall modelling.

The TOC is the first heat exchanger the airflow encounters, and therefore influences the downstream flow conditions entering the other heat exchangers. However, this influence is minimized due to its relatively smaller surface area and heat exchange rate as compared to the condenser and radiator. This can be seen in Figure 5.4b, which shows the cooling module setup in the underhood. In addition, the transmission oil temperature change is not of interest in this thesis, and for this reason a simpler heat exchanger model is adopted.

The pressure drop characteristics and heat transfer performance for the TOC and condenser are obtained directly from supplier data sheets. The added complexity with respect to the modelling and testing of a condenser is the phase change that occurs within
the tube-side fluid. For testing, this would require new measuring techniques not currently implemented at the test facility, and therefore separate condenser testing was not conducted. From the simulation perspective, the phase change introduces more complex physics for yet another fluid. This would increase computational time considerably. In result, the decision was made to model the condenser similar to the TOC, by specifying a heat source without a prediction of hot fluid temperature changes.

For the TOC and condenser, heat transfer rate is also provided by the supplier for varying airside mass flow rates, Figure 5.5. The airflow for each heat exchanger is an unknown quantity when setting up the simulation model, and would require an iterative process to obtain the desired heat transfer from the heat exchangers. To avoid performing multiple simulations, a look-up table is provided for the heat transfer rate based on the graphs shown in Figure 5.5. This table updates the heat source of the TOC and condenser with the flow field until a steady value is achieved. The look-up tables for the TOC and condenser are provided in Appendix B.

Figure 5.5: Heat rejection as a function of heat exchanger mass flow rate for a) Condenser b) TOC

Figure 5.6 shows the pressure drop characteristics with a pressure drop-velocity graph for the TOC and condenser as obtained from the supplier.
Figure 5.6: Pressure drop as a function of heat exchanger inlet velocity for a) Condenser b) TOC

Details on the supplier data sheets are shown in Appendix B.

Previous results with the radiator modelling in Chapter 4 suggest that pressure drop curves obtained directly from testing require manipulation in order to provide expected results for the different simulation cases. The curves shown above in Figure 5.6 are obtained based on a supplier test for which a tube-side fluid is present, and therefore heat transfer effects are taken into account. Using these curves to represent the heat exchanger pressure drop would, based on experience with the radiator modelling, provide feasible results only for Case 2, a simulation for which compressibility effects are neglected and heat transfer effects are included. This curve would provide pressure drops not representative of the iso-thermal Case 1 and variable density Case 3 simulations. To quantify these differences, the difference in coefficients and corresponding pressure drops from the radiator modelling will be used as a guideline.

As observed with the isolated radiator modelling, the magnitude of pressure drop across the range of velocities was approximately $\approx 10\%$ higher in Case 2 (with heat transfer) as compared to the iso-thermal flow conditions. Therefore, the porous media terms obtained from the test curves in Figure 5.6 above for the TOC and condenser will be manipulated to represent this 10$\%$ change and new porous terms obtained as inputs into the simulation.

For the variable density simulation, Case 3, it was shown that on average, the pressure drop across the range of velocities is approximately $\approx 15\%$ higher in Case 2 as
compared to the variable density simulations with heat transfer Case 3. Once again, new curves are obtained and consequently new porous coefficient terms.

Figure 5.7 summarizes the new curves obtained for each simulation case, while Table 5.2 provides the new porous coefficient terms required as inputs into the simulation that represent the curves shown above. Included in the table are the radiator porous terms as obtained from Chapter 4 as well.

![Figure 5.7: Pressure drop as a function of heat exchanger inlet velocity – curve corrections for a) Condenser b) TOC](image)

<table>
<thead>
<tr>
<th></th>
<th>Condenser</th>
<th>TOC</th>
<th>Radiator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Iso-thermal</td>
<td>Pi = 123</td>
<td>Pi = 254</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pv = 483</td>
<td>Pv = 832</td>
</tr>
<tr>
<td>Case 2</td>
<td>Incompressible with heat transfer</td>
<td>Pi = 139</td>
<td>Pi = 279</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pv = 531</td>
<td>Pv = 915</td>
</tr>
<tr>
<td>Case 3</td>
<td>Compressible with heat transfer</td>
<td>Pi = 118</td>
<td>Pi = 243</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pv = 462</td>
<td>Pv = 796</td>
</tr>
</tbody>
</table>

Table 5.2: Inertial $P_i$ and Viscous $P_v$ porous media resistance coefficient terms for underhood heat exchangers in simulation

Details about the test setup and data collection procedures are not known from the supplier, and therefore no further assumptions or estimates will be made on other pressure losses during the experiment. It is assumed the porous terms in Table 5.2 represent the core-only pressure drop for the TOC and condenser, while assumptions regarding the radiator have been discussed in Chapter 4. This summarizes the inputs
required for each heat exchanger in the CFD simulations, which leaves the fan model as the only major component still to be addressed.

3D modelling of axial fans has made significant advances in the CFD field lately. While different fan modelling techniques are outside the scope of this thesis, some of the techniques are described in the literature review section 2.3. For the fan model, the Moving Reference Frame (MRF) model was adopted, a common technique used in industry. The MRF model is a relatively simple and robust modelling technique of rotating components. It is sometimes referred to as the ‘frozen rotor approach’, because a speed of rotation is assigned to a specific volume (or in some case multiple volumes) in the domain, while the blades themselves are stationary. Therefore, in the user-defined fan domain, a rotating and non-rotating region exist. The flow field can only be observed with the blades at that specific configuration, while additional computations are required if a different orientation of the blades is desired. The fan blades capture the pressure jump and swirl with some degree of accuracy. Errors in this fan model are also discussed in section 2.3. The major advantage of this model is that separate experimental testing is not required; the only input is the rotational velocity, an easily measurable parameter. This steady model approach has proven to provide realistic results for a variety of axial fan modelling in industry. For the simulation input, the fan speed is set to the value obtained from experimental testing Table 5.1, without any optimization or velocity corrections.

Figure 5.8: a) Fan and shroud geometry b) Fan domain

The last point to include regarding the full vehicle simulation setup is with regards to the different components in the underhood which contain some high surface
temperatures. This would include the exhaust manifold and piping which makes up the rest of the exhaust system. All other components are considered adiabatic. The full vehicle simulation is not developed to predict or update these component temperatures. The assumption is made that convection dominates the underhood airflow, and is the only form of heat transfer accounted for. The component temperatures typically come from experimental testing, or are estimated from previous tests. In experimental testing, the surface temperatures of the exhaust system are generally obtained with thermocouples.

The full vehicle model composed of the sub-models for the different heat exchangers and fan is placed inside a virtual wind tunnel shown in Figure 5.9.

The wind tunnel box is modeled with all outside walls smooth, no-slip, and adiabatic except for the wind tunnel floor, which was prescribed a temperature approx. 25 degrees K above ambient air temperature. The front face was prescribed a velocity inlet condition, with the velocity the same as applied in experimental testing. The downstream face was modeled as a pressure outlet boundary condition at ambient pressure and temperature. A hexahedral mesh was once again adopted for the wind tunnel, vehicle and all other components, other than the fan region. The mesh size for each heat exchanger was determined based on the heat exchanger width (depth), where a target of 6-10 cells is considered a best practice and will capture the correct physics [40]. For the fan, a surface
mesh was created in ANSA, and a polyhedral mesh then used in STAR-CCM+ in order to capture the more complex and non-aligned flow around the fan region. This is also reflective of the fan meshing done by [31, 32]. In addition, multiple areas of refinement were used in various vehicle underhood regions, as can be seen in Figures 5.10 and 5.11. The meshing details of each component and regions of refinement are summarized in Table 5.3.

Figure 5.10: Full vehicle and wind tunnel volume mesh in xz-plane

Figure 5.11: Vehicle underhood mesh refinement regions
Table 5.3: Summary of refinement regions and mesh size allocations

<table>
<thead>
<tr>
<th>Refinement region</th>
<th>Mesh base size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind tunnel</td>
<td>200</td>
</tr>
<tr>
<td>Heat Exchanger volume - TOC, condenser, radiator</td>
<td>10</td>
</tr>
<tr>
<td>Fan</td>
<td>6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Refinement region</th>
<th>Mesh base size (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A - vehicle</td>
<td>75</td>
</tr>
<tr>
<td>B - underbody</td>
<td>40 (x), 40(y), 10 (z)</td>
</tr>
<tr>
<td>C - underhood</td>
<td>75</td>
</tr>
<tr>
<td>D - heat exchangers</td>
<td>10</td>
</tr>
<tr>
<td>E - condenser downstream/radiator upstream</td>
<td>2.5</td>
</tr>
</tbody>
</table>

The base size of the vehicle hexahedral mesh was set to 200 mm, which represents the elements seen in the far field wind tunnel region in Figure 5.10. For the fan polyhedral mesh, a base size of 6 mm was used, which can be seen in Figure 5.11. The base size of the heat exchanger cores is 10 mm. These mesh sizes are a result of grid dependence studies performed previously for general underhood simulations. Further mesh studies and mesh adaptation techniques are not performed in this thesis, with the exception of a single “test” mesh, which consisted of a refined base size. This is briefly mentioned in the results section.

To ensure rapid and error-free mesh creation, some pre-processing is required, especially in applying contact prevention settings. Contact prevention ensures that two nearby boundaries or surfaces are not connected unintentionally. The quality of the surface mesh and volume mesh is checked with a mesh diagnosis tool implemented in STAR-CCM+. Thresholds can be assigned for mesh quality parameters such as skewness angle, face validity, cell quality and volume change. The total volume mesh cell count was approximately 31 million cells, comprised of the following component mesh sizes:

Table 5.4: Volume mesh cell count

<table>
<thead>
<tr>
<th>Component</th>
<th>Total cell count (thousand)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind tunnel and vehicle</td>
<td>26,000</td>
</tr>
<tr>
<td>TOC</td>
<td>70</td>
</tr>
<tr>
<td>Condenser</td>
<td>310</td>
</tr>
<tr>
<td>Radiator (hot and cold core)</td>
<td>370 (x 2)</td>
</tr>
<tr>
<td>Coolant tanks</td>
<td>40 (x 2)</td>
</tr>
<tr>
<td>Fan</td>
<td>3,500</td>
</tr>
</tbody>
</table>
Full vehicle simulations vary slightly with different assumptions and solver settings, but require a time of approximately 60 hours (approx. 2.5 days) on a local machine with 16 processors. Each simulation case is solved until the residuals are converged to less than a normalized value of $10^{-4}$, a criteria based on experience with previous underhood simulations and in-line with sources such as [2, 48].

As with the radiator modelling in Chapter 4, a similar procedure of simulation cases was followed with the full vehicle modelling. These cases are summarized below:

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Description</th>
<th>Equation of State</th>
<th>Porous media coefficients $(P_i, P_v)$</th>
<th>Fan model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>Incompressible, iso-thermal</td>
<td>constant density, $\rho = 1.135$</td>
<td>TOC: (254,832)</td>
<td>MRF, 2530 rpm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Condenser: (123,483)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Radiator: (311,456)</td>
<td></td>
</tr>
<tr>
<td>Case 2</td>
<td>Incompressible, with heat transfer</td>
<td>constant density, $\rho = 1.135$</td>
<td>TOC: (279,915)</td>
<td>MRF, 2530 rpm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Condenser: (135,531)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Radiator: (339,506)</td>
<td></td>
</tr>
<tr>
<td>Case 3</td>
<td>Compressible, with heat transfer</td>
<td>ideal gas law, $\rho = P/RT$</td>
<td>TOC: (243,796)</td>
<td>MRF, 2530 rpm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Condenser: (118,462)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Radiator: (325,336)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Summary of vehicle simulation cases

The rest of the relevant solver settings are as follows:

- 3D, steady state, Reynolds-Averaged Navier-Stokes equations
- Segregated Flow solver along with the supporting Segregated Fluid Temperature energy model (in the case of heat transfer) with first order discretization schemes
- Realizable $k-\epsilon$ two-layer turbulence model, with two-layer all-$\gamma+$ wall treatment
- Dual-stream ‘actual’ heat exchanger model for the radiator, ‘heat-source’ heat exchanger model for the TOC and condenser. All heat exchangers modeled as porous media with given porous resistance coefficients in Table 5.5.

The next section will discuss the results of each case described in the above table.
5.4 Results and Discussion

This section will begin with comparing the results of the simulations with experimental testing. After this, the flow and thermal fields at heat exchangers will be evaluated for each simulation case. Note that henceforth, each simulation case will be addressed as per case number:

- **Case 1**: iso-thermal flow conditions (no heat rejection from heat exchangers)
- **Case 2**: incompressible hot flow condition (with heat transfer effects)
- **Case 3**: variable density hot flow conditions (with heat transfer effects)

Before the results are shown, an important note regarding the validation procedure is addressed. The only parameter that is available to compare with experimental testing in this study is the radiator water-side temperature change, and consequently the heat transfer rate, which is assumed to be consistent for the two fluids. This leaves no method to explicitly validate the **Case 1** simulation, since no hot fluid mass flow rate is prescribed. In essence, when comparing the hot fluid temperature change in the simulations with experimental testing, the results reflect the accuracy of the iso-thermal simulation as well as the accuracy with which the modelling techniques of the TOC, condenser and fan are implemented. It is undeniably a large dependency to put upon one measured parameter, but is a recognized limitation in this thesis regarding the availability of experimental data for validation purposes.

Table 5.6 shows the heat rejection and water-side temperature predictions for simulation **Case 2** and **Case 3** as compared to experimental testing.

<table>
<thead>
<tr>
<th></th>
<th>Radiator water-side ΔT (K)</th>
<th>Error</th>
<th>Radiator air-side ΔT (K)</th>
<th>Heat rejection rate (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Vehicle Experiment</td>
<td>9.5</td>
<td>-</td>
<td>-</td>
<td>35255</td>
</tr>
<tr>
<td>Full Vehicle Case 2</td>
<td>8.5</td>
<td>10%</td>
<td>34.7</td>
<td>31273</td>
</tr>
<tr>
<td>Full Vehicle Case 3</td>
<td>8.0</td>
<td>16%</td>
<td>34.1</td>
<td>29536</td>
</tr>
</tbody>
</table>

Table 5.6: Full vehicle experimental testing and simulation results
Recall that for the radiator, the hot inlet temperature was a specified boundary condition, and the heat rejection rate is a predicted quantity, as outlined in the dual-stream heat exchanger model in section 3.6. From the results above it can be seen that both simulations with heat transfer Case 2 and Case 3 represent the water-side temperature decrease reasonably well. The difference in air temperature is large however, but since measurements of this parameter are not available, not much can be said regarding the air temperature accuracy. It should be noted that a 1°C decrease in water temperature results in a 3-4°C increase of air, and that estimating airside temperatures (or mass flow) from experimental testing would be beneficial for validation of such studies. As is often the case in heat exchangers, the airside flow is often the “limiting” fluid, and additional results may provide further insight into the discrepancies in Table 5.6. The next few pages will provide further insight into parameters such as temperature and mass flow rate at different heat exchanger interfaces for all three simulation cases; iso-thermal Case 1, constant density with heat transfer Case 2, and variable density with heat transfer Case 3.

Full vehicle simulations early in the vehicle development cycle are frequently performed under iso-thermal conditions. The reason for this has been mentioned before, and is mainly due to the fact that information such as cooling module performance and component packaging is not available. Therefore, it will be of interest to compare the Case 1 flow field conditions with the other two simulation cases of heat transfer. Of particular interest is the mass flow rate at the inlet face of the radiator for reasons mentioned previously. This mass flow rate will directly impact the radiator performance, which is established through the Qmap table. The mass flow rate is an input to the table, with the output being the heat rejection rate and therefore a water-side temperature change of some magnitude, as shown in Table 5.6. This analysis would not be possible if the radiator was treated as a volumetric heat source in the simulations, such as the model used with the condenser and TOC. This also partially explains why the radiator modelling has been a dominant topic in this thesis.

The modelling techniques adopted for the rest of the cooling modules will also impact this mass flow rate, and therefore their influence needs to be captured. The simplified
models used for the other cooling modules may raise some questions. For example, the volumetric heat source adopted for the TOC and condenser heat exchangers may not capture the temperature distribution correctly, as it is assumed that each cell in the region has a uniform temperature and removes/adds a specified amount of heat flow. This would of course not be the case if a cross-flow hot stream was introduced. Also, the MRF fan model brings up several issues and errors, most of which have been mentioned previously and will be noted again at the end of this section. While discrepancies may exist with the use of these simplified models, the goal of absolute accuracy is not required here, as is often the case early in vehicle development programs. Also, any discrepancies would be consistent for each simulation case.

Figure 5.12 shows the mass flux distribution at the front face of the radiator for each of the three cases, see Table 5.5 for details.

![Figure 5.12: Mass flux distribution at radiator inlet for each simulation](image)

There is a clear trend towards a lower overall mass flow rate from Case 1 to Case 3, which would suggest that heat transfer effects and compressibility effects predict a lower mass flow rate than what is seen in an incompressible iso-thermal simulation Case 1. What is also evident is the presence of the fan blades projection on the radiator core, an effect not reflective of what is observed in a real situation. In the blade “area”, the highest mass flow rate is observed. This suggests that the fan blade ‘frozen’ position must have an effect on the fan performance and therefore the mass flow rate recognized at the radiator inlet. In addition, this fan has five blades, which would present questions regarding the influence of the fan geometry on the performance of the MRF modelling
technique, as different geometries and number of blades would surely produce a different flow field. Fan analysis is outside the scope of this thesis, but a small section in Chapter 7 is dedicated to comments regarding future work on fan effects.

Mass flow rate values at the radiator inlet face are reported in Table 5.7, along with other parameters of interest for each simulation case. A reminder that the only input parameter adjusted, apart from compressibility and heat transfer effects, is the porous media coefficient terms to represent the trend as observed in Chapter 4 regarding radiator pressure drop values for each simulation case.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flow rate (kg/s)</td>
<td>0.911</td>
<td>0.896</td>
</tr>
<tr>
<td>Air inlet temperature (K)</td>
<td>311.2</td>
<td>329.6</td>
</tr>
<tr>
<td>inlet density (kg/m³)</td>
<td>1.135*</td>
<td>1.135*</td>
</tr>
<tr>
<td>Air pressure drop (Pa)</td>
<td>68.73</td>
<td>72.75</td>
</tr>
<tr>
<td>Face velocity (m/s) i-direction</td>
<td>2.74</td>
<td>2.70</td>
</tr>
</tbody>
</table>

Table 5.7: Relevant radiator results for each simulation case

These results suggest that performing a full vehicle simulation under the consideration of Case 1 conditions, the mass flow rate through the radiator is 1.6% larger as compared to Case 2, and 9.6% larger when compared to Case 3. The latter percentage difference is somewhat of an unexpected result. The next few pages discuss the differences observed in Table 5.7 and attempt to provide reasoning for some of the differences.

The lower face velocity for Case 3 as compared to the other two cases is an unexpected outcome. This is because the law of conservation of mass must be realized in each heat exchanger, and thus with a change in density due to heat transfer, it is expected that the velocity must increase to satisfy this law. This was shown to be the case in the variable density simulations performed in Chapter 4 with the radiator, where a velocity increase between inlet and outlet interfaces was as high as 9%. If vehicle upstream conditions are consistent, the TOC and condenser should reflect a velocity increase through their respective cores and result in a velocity at the radiator face which is higher in Case 3 than the other simulation cases. The lower mass flow rate observed in Case 3 is therefore a result of a lower face velocity (≈ 4%) and a density change (≈ 6%).
Furthermore, it is interesting to note that despite the lower porous media terms adopted for the Case 3 (see Table 5.2), the observed face velocity and corresponding 12% velocity increase (not shown above) through the radiator core is not enough to match the Case 2 pressure drop. Ensuring that Case 2 and Case 3 pressure drop values were similar was the original intention when assigning a “correction” of the porous coefficient curve in Figure 4.15. However, this difference in pressure drop is very minimal, which brings up another interesting observation. From the isolated radiator testing and simulations in Chapter 4, it was shown that with heat transfer taken into account (as opposed to “cold” conditions), the radiator core pressure drop increased by ≈ 10%. This increase in a full vehicle underhood simulation is about half; ≈ 5% increase from “cold” Case 1 to “hot” Case 2 as shown in Table 5.7.

Changes in mass flow rate at the radiator would suggest changes in the upstream flow field as well. Therefore, evaluating similar parameters at the TOC and condenser can provide further insight into what is causing these differences. Figures 5.13 and 5.14 show the mass flux distribution, while Tables 5.8 and 5.9 provide similar data, for the TOC and condenser, respectively.
Table 5.8: Relevant TOC results for each simulation case

<table>
<thead>
<tr>
<th>Case</th>
<th>Mass flow rate (kg/s)</th>
<th>Air inlet temperature (K)</th>
<th>Inlet density (kg/m³)</th>
<th>Air pressure drop (Pa)</th>
<th>Face velocity (m/s) i-direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.050</td>
<td>311.2</td>
<td>1.135*</td>
<td>29.54</td>
<td>1.04</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.047</td>
<td>312.5</td>
<td>1.135*</td>
<td>29.31</td>
<td>0.98</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.041</td>
<td>312.6</td>
<td>1.126</td>
<td>24.34</td>
<td>0.86</td>
</tr>
</tbody>
</table>

*constant density flow

Figure 5.14: Mass flux distribution at condenser inlet for each simulation

Table 5.9: Relevant condenser results for each simulation case

<table>
<thead>
<tr>
<th>Case</th>
<th>Mass flow rate (kg/s)</th>
<th>Air inlet temperature (K)</th>
<th>Inlet density (kg/m³)</th>
<th>Air pressure drop (Pa)</th>
<th>Face velocity (m/s) i-direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.860</td>
<td>311.2</td>
<td>1.135*</td>
<td>39.01</td>
<td>2.73</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.844</td>
<td>314.1</td>
<td>1.135*</td>
<td>41.28</td>
<td>2.68</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.778</td>
<td>314.1</td>
<td>1.121</td>
<td>34.52</td>
<td>2.50</td>
</tr>
</tbody>
</table>

*constant density flow

The mass flux distribution seen on the TOC inlet is due to the upper grille geometry, which consists of several vertical openings equally spaced apart. This results in a pattern of low and high gradients as seen in Figure 5.13. For the condenser, the higher mass flow rate towards the bottom third of the frontal area is due to the lower grille opening. In addition, the fan contour is clearly visible, although less pronounced in Case 3. This would suggest that fan effects also change under different flow assumptions, such as heat transfer and compressibility. Additionally, at the condenser face, the obstruction of the TOC is also distinguishable.
It is evident that with the TOC and condenser, a similar trend is present as seen at the radiator inlet with regards to mass flow rate. That is, a lower mass flow rate is present in Case 2 and in Case 3 relative to Case 1. Since this is observed also at the TOC inlet and affects all downstream heat exchangers, this would suggest the possibility of less mass flow rate entering the underhood compartment under heat transfer and compressibility effects, and maybe diverted to other areas of the vehicle. However, it is difficult to analyze where this occurs in the domain. An attempt to support this hypothesis is shown in Figure 5.15. The images show the mass flux distribution of the vehicle underhood in the longitudinal plane. In STAR-CCM+, it is not possible to directly plot mass flow rate or mass flux distribution at derived (user-defined) section planes. This is because the mass flow is displayed on cell faces, while derived surfaces cut directly through cells. Therefore, the mass flux value shown here is based on a user-defined function which consists of simply the density multiplied by the i-component of velocity. This approach is verified by comparing the mass flux distribution at a boundary condition, and produces similar results as using the built-in mass flux report.

Figure 5.15: Mass flux distribution in vehicle underhood
The main regions of focus are downstream of the upper grille and at the lower grille, as outlined in the image of Case 1. In addition, a re-circulating region is present upstream of the condenser, and a region of higher mass flow rate at the fan blade.

In the region downstream of the upper grille, the difference is most pronounced in Case 3, where lower values are clearly present. This will have the greatest influence on the mass flow rate at the TOC. Furthermore, although perhaps not as evident, is at the lower grille, which will have a greater impact on the mass flow at the condenser inlet face. The region of re-circulation just upstream of the condenser, as evident by the darker blue shade encircled above, is most prominent in Case 3 and likewise affects mostly condenser flow. The circled region at the fan blade would suggest again that fan effects vary with different flow assumptions.

Overall, these somewhat distinguishable regions should account for the majority of the contribution in the numerical differences observed in Tables 5.7, 5.8 and 5.9 for the mass flow. From Table 5.8 for the TOC, the mass flow rate represents a decrease of 6% in Case 2 and 18% in Case 3, relative to Case 1. For the condenser from Table 5.9, the decrease is 2% in Case 2 and 10% in Case 3 relative to Case 1. Furthermore, a decrease in density in Case 3 will contribute to an even lower mass flow rate at each heat exchanger. In support of Figure 5.15, a transverse plane slightly upstream of the TOC is shown of the underhood in the Figure below, for each simulation case. A similar trend exists here; a stronger gradient especially at the upper and lower grille openings for Case 1, as compared to Case 2 and more significantly, Case 3.
Regarding air temperature values, it is observed that the temperature distribution and overall temperature increase of the air is little changed between the simulation cases upstream of the radiator. It is true that with a slightly lower mass flow rate in the TOC and condenser, a lower overall heat source term will be applied as per the look-up tables mentioned in section 5.3. The user-defined tables (obtained from data sheets) are not overly sensitive; a change in mass flow rate of ±10% is still very low in absolute magnitude to result in major increase/decrease of heat rejection rates and consequently, large air temperature differences. In fact, the air inlet temperatures are almost identical at each heat exchanger between the two simulation cases, as shown in Table 5.10. The air temperature change through the radiator is also very similar, and is mainly due to the fact that despite the lower heat rejection in Case 3, the lower mass flow rate ends up with air temperature increases of similar magnitude as compared to Case 2, where a larger mass flow rate, but also a slightly higher heat rejection, is present. Table 5.10 provides an overall summary of each simulation case and the relevant parameters of interest. All values, except for the coolant inlet temperature are output values as calculated by the software.

![Figure 5.16: Mass flux distribution in vehicle underhood transverse plane](image)

<table>
<thead>
<tr>
<th>Case</th>
<th>Air mass flow (kg/s)</th>
<th>Heat rejection (W)</th>
<th>Air temp inlet (K)</th>
<th>Air temp outlet (K)</th>
<th>Heat rejection (W)</th>
<th>Air temp inlet (K)</th>
<th>Air temp outlet (K)</th>
<th>Heat rejection (W)</th>
<th>Air temp inlet (K)</th>
<th>Air temp outlet (K)</th>
<th>Coolant temp inlet (K)</th>
<th>Coolant temp outlet (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.050</td>
<td>-</td>
<td>311.1</td>
<td>311.1</td>
<td>0.86</td>
<td>-</td>
<td>311.2</td>
<td>311.2</td>
<td>0.911</td>
<td>-</td>
<td>311.2</td>
<td>311.3</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.047</td>
<td>2.24</td>
<td>312.5</td>
<td>354.8</td>
<td>0.84</td>
<td>14.62</td>
<td>314.1</td>
<td>330.9</td>
<td>0.896</td>
<td>31.27</td>
<td>329.6</td>
<td>364.3</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.041</td>
<td>2.01</td>
<td>312.6</td>
<td>355.4</td>
<td>0.78</td>
<td>14.00</td>
<td>314.2</td>
<td>331.3</td>
<td>0.823</td>
<td>29.53</td>
<td>330.1</td>
<td>364.2</td>
</tr>
</tbody>
</table>

Table 5.10: Heat rejection rates and temperatures for each heat exchanger

In an attempt to disprove, or otherwise provide further confidence in the results discussed so far, several arguments can be made and are considered here before a conclusion is provided to this chapter.
The initial idea was that a criterion of $10^{-3}$ for convergence in the continuity residual is not enough to guarantee small fluctuations in the mass flow do not occur in the domain. However, despite the residual reaching an absolute value of $10^{-8}$ or less for each simulation case, small differences in the range of hundredths or thousandths of a decimal still exist. An example to provide further clarity, one sectional plane downstream of the vehicle shows a mass flow rate that is 0.0001% higher than a similar (in area) sectional plane upstream of the vehicle. This is equivalent to approximately a 0.02 kg/s change, which is negligible on a global scale. Locally however, such as at the TOC inlet, this can contribute to an almost 50% increase in mass flow! The author is therefore reluctant to disregard these differences as having an effect on the recorded values of flow in Table 5.10, despite each simulation case displaying identical trends. Additionally, when reporting total mass flow rate over arbitrary sectional planes in the domain, there is an unknown error associated with the interpolation of the cell faces to report this value.

To confirm trends observed thus far regarding mass flow rate, additional simulation tests can be performed, perhaps under simpler geometries and less components. For example, a first step could be to neglect a rotating fan. Much of the discussion on fan performance has been avoided, but it is important to note that the fan influence on the flow under heat transfer and compressibility effects has not been studied or evaluated in this research. It is uncertain how the simplified fan model applied in this study may be affected by these types of flows. The images shown earlier regarding mass flux distribution at the condenser and radiator would suggest that different assumptions affect fan performance, and could adversely affect mass flow rate at each heat exchanger.

The simulation cases were performed with a finer mesh as well. As mentioned, mesh studies were not conducted; simply a test simulation to observe effects of decreased mesh size was performed. The base size was decreased to 150 mm, a reduction of 25%. This resulted in nearly double the computational time required to reach convergence. No changes could be reported for any parameters of interest. Boundary conditions were also manipulated for the simulation Case 3, in which total conditions (pressure, temperature) were specified at the inlet, and a negative velocity inlet was prescribed at the outlet boundary. This would allow for an easier solution to the flow field, and is perhaps
confirmed by the small reduction in computational time (≈15%) for the simulation case with variable density with no changes in the results.

A final comment regarding mass flow rate is related to the earlier suggestion of flow diversion which may result in lower mass flow rates at the heat exchangers. Buoyancy effects were not thoroughly explored for each simulation case, but are expected to have a negligible effect at underhood flow velocities of this magnitude. It was also not possible to identify visualization plots or provide reports which account for higher mass flow rates being diverted to other regions of the underhood, or even around the vehicle. This brings this chapter to a close, which seems to end with more questions and ideas than concrete conclusions.

Based only on the simulation results obtained, it is observed that vehicle underhood simulations performed under constant density iso-thermal conditions may over-estimate the mass airflow at the radiator; by approximately 2% as compared to a simulation case under constant density including heat transfer effects, and by approximately 10% when performing a simulation with a variable density and including heat transfer effects. The small 2% difference is well within generally acceptable limits of error and would suggest that heat transfer effects do not have a large impact. But it should be noted that the correct velocity field through the heat exchangers is not captured in constant density simulations, as occurs in a real underhood scenario. Naturally, these conclusions contain several simplifications and effects which need to be considered and further investigated in order to provide confidence in the results.
6. CONCLUSIONS

The research in this thesis was focused on exploring modelling techniques for vehicle underhood simulations and investigating the effects of heat transfer and compressibility on the cooling airflow. Specific conclusions have been formed at the end of Chapter 4 and Chapter 5, which are summarized as follows:

- It was shown that predicting airflow behaviour through an isolated radiator case with no heat transfer is possible with a porous media approach, with small error in prediction at lower flow rates. This is simply due to the approximation of pressure drop with a second order polynomial. In addition, for this specific test facility, pressure losses upstream and downstream of the radiator core are present and need to be accounted for in order to correctly estimate the core-only pressure drop.

- Introducing a water-side (hot) stream, it is possible to obtain a good correlation with experimental results for the air and waterside parameters using a dual-stream heat exchanger model in the constant density simulations. That is, by applying the pressure drop-velocity curves obtained from experimental testing to a constant density simulation, the approx. 10% increase in pressure drop due to heat transfer is correctly predicted. When considering the effects of variable density, the curve representing the pressure drop needs to be corrected or adjusted in order to avoid accounting for the heat transfer effects on thermo physical properties twice. The correction required in this study was approx. a 15% decrease in pressure drop. By applying this correction, airside and waterside thermal properties remain unchanged, and pressure drop values show a good correlation with experimental data. Upstream and downstream pressure losses are still present and similar in magnitude as obtained with the iso-thermal simulation, recorded in Table 4.5.

- An analysis of a full underhood compartment requires several additional models and assumptions. Similar corrections and differences observed in radiator pressure drop curves for each simulation case are applied to the other
two heat exchangers present; in this case, the pressure drop curves of a transmission oil cooler and condenser. This results in a pair of porous terms for each heat exchanger for each simulation scenario (three in total). A simplified Moving Reference Frame (MRF) approach is used to model the fan without any additional fan validation or correction methods. For the simulations with heat transfer, this approach predicted experimental results of coolant temperature change within a reasonable range, under-predicting the change in coolant temperature by 1°C for constant density simulation (Case 2), and by 1.5°C for variable density (Case 3).

- It was observed that radiator mass flow rate varied with each simulation. Out of the three simulation cases adopted in this study, the incompressible isothermal simulation referred to as Case 1 produces the largest total mass flow at the radiator. Using this as a reference, Case 1 tends to over-estimate mass flow rates by 2% for a constant density simulation with heat transfer, and 10% for a variable density simulation with transfer effects. These reported mass flow rate figures however contain several unexplored effects that were outside the scope of this thesis and potential errors that were not identified in this study, but should be considered for future studies and simulations.
7. RECOMMENDATIONS FOR FUTURE WORK

Performing 3D CFD simulations of an isolated heat exchanger and a full vehicle underhood compartment has provided valuable insight into the challenges faced in the development of vehicle thermal management systems. Several opportunities exist for improvements that can be implemented in order to provide further confidence in the results obtained in this study, both from an experimental perspective and in vehicle virtual modelling. Some recommendations for future work are as follows:

- In Chapter 4, pressure losses upstream and downstream of the heat exchanger core were investigated to obtain a better estimate of the core-only pressure drop. For a more accurate estimate of this figure, the test setup can be improved with the addition of a bell-mouth duct upstream of the mounted heat exchanger core. This has been implemented in several experimental tests in other research as well, and has shown to significantly reduce the total pressure losses upstream.
- Velocity/mass flow and/or temperature measurements at the heat exchanger would provide additional data for validation of the simulation results. Hot-wire velocity probes can be placed in the heat exchanger core or cylindrical pressure probes upstream and downstream of the core for mass flow rate measurements, as mentioned in [30]. However, the number of probes must be considered thoroughly, in order to reduce a higher pressure loss due to the probes themselves but still provide a good resolution. This impact can be measured on a stand-alone test bench, and taken into consideration if implemented in more complex geometries, such as in a full vehicle. For temperature distribution at the heat exchanger, further investigations into placement of thermocouple probes in the heat exchanger core would also provide useful data for validation.
  If sensors can be accurately implemented in the full vehicle simulation, it can eliminate one of the greatest limitations in this study, which is the lack of experimental test data for validating the full vehicle simulation cases.
Towards the end of this study, some airside flow data became available, but due to time constraints, was not thoroughly explored and used in this thesis. The first step would be to use this data or perform further experimental tests to be able to validate the full vehicle iso-thermal simulation.

- It has been shown that porous media models can be used to accurately implement the pressure drop across the heat exchangers, except at lower mass flow rates. A significant error is observed at lower velocities, which is due to the approximation of pressure drop in a porous media by a second order polynomial, with an intercept at $0,0$. This forced interception point is not an ideal representation of the pressure drop at low flows, and tends to increase in error as velocity tends to zero. Instead, a second order polynomial with a constant would provide a better correlation, or perhaps pressure drop at low flows can be described with a different trend line. Unfortunately, most CFD codes use this standard two-coefficient porous media approach.

- The impact of the TOC was initially assumed to be minimal, due to its relatively low frontal area. However, it was observed that the air temperature increase across the TOC core is significant, and can impact the flow in the downstream components, such as the condenser and radiator. To improve the overall accuracy of the airflow in the underhood compartment, a dual-stream heat exchanger can be adopted for the TOC heat exchanger as well. This would provide more realistic results, especially with respect to the temperature distribution. In addition, an increase in computational demand by adding another hot stream may be insignificant, due to the fact it is not very large and will therefore not result in a large increase in cell count.

- For an accurate prediction of the underhood cooling airflow, the fan is a necessary component to include as it is one of the main drivers of cooling airflow. Accurate fan modelling continues to be a real challenge for underhood CFD simulations. In this study, the fan is perhaps the most inaccurate component. Despite it not being a main part of the study, it would be foolish not to acknowledge the inaccuracies due to the fan model. For this study, the Moving Reference Frame (MRF) fan model is adopted. Several
recommendations are made without getting into too much detail. Due to its relative simplicity and the fact that it does not rely on any measurements, it is a widely adopted approach in industry. However, MRF model is known to under-predict the pressure rise across the fan, and therefore also under-predict the airflow drawn into the heat exchangers. In addition, it works under the assumption of stationary flow, which according to [33], implies that the stationary geometry close to the fan needs to be rotationally symmetric, an impossible constraint in a vehicle underhood. In order to account for this under-prediction, a simple fan speed correction is suggested, in order to predict a cruising condition most accurately, while under-prediction still exists at full fan operating condition. As an example, for a 750 mm fan, this correction was a 14% increase in fan speed.

The fan blockage is clearly visible at the condenser and radiator inlet faces, as shown in section 5.3. Higher mass flow can be observed in the blade passage, and while this is in fact reflective of the real fan physics, it is also true that in a real situation the fan blades rotate. Therefore, the mass flow rate and velocity peaks are significantly lower. It is therefore important to observe the MRF model under different position of fan blades. By rotating the fan, it is possible to obtain and plot an average distribution of each position, which is more reflective of a real transient fan model.

It is suggested however, that fan testing also be performed before any changes and conclusions are made from the simulations. Fan testing with this exact fan model can provide a general correction method for future applications using similar fans. It is important to investigate non-symmetrical blockage effects, by perhaps testing the stand-alone fan with 3D mock-ups of the upstream and downstream geometry, also used in [31, 33]. In addition, as was mentioned at the end of Chapter 5, effects of heat transfer and compressibility on the fan MRF model are unknown, and should be investigated in order to ensure that reported mass flow rates are not significantly impacted by different flow assumptions.
Much of the discussion and suggestions for the fan modelling is based on previous work by Gullberg [31-35], and referenced several times throughout this thesis.

- Further investigation into the impact of the wind tunnel floor boundary condition, which was prescribed a surface temperature, and not treated as an adiabatic wall (such as was the case with the other walls). The impact of this temperature on the upstream (of the vehicle) boundary layer may influence the mass flow rate at the vehicle grille.

- Further investigation into the uncertainties of the experimental tests performed on the isolated radiator and in the full vehicle wind tunnel, would provide further insight into the accuracy of tests and correlation with simulation results.

- Regarding the full vehicle simulations, if external and underbody flow are not of interest, pursuing a half-vehicle model can be advantageous due to the significant reduction in element count. The half-vehicle model is still relatively simple to implement and may not require solving any boundary conditions before-hand. However, the limitation is that a symmetrical domain is required to perform these simulations with accuracy.
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APPENDIX A – STANDARD VELOCITY CORRECTIONS

Humidity Ratio \( W = \frac{(1093 - 0.556T \ast ) \cdot W \ast - 0.25(T - T \ast )}{(1093 + 0.444T - T \ast )} \)

Where \( T \ast = \) wet bulb temperature
\( T = \) dry bulb temperature

Specific Volume Air \( (\nu_{air}) = 53.352 \cdot \left( \frac{T(\circ R)}{(P_{bar} - \Delta P_{nozzle \ to \ bar}) \cdot \frac{lb}{ft^2}} \right)(1 + 1.6078W) \)

Density Air \( (\rho_{air}) = \frac{1}{\nu_{air}} (1 + W) \)

Nozzle Airflow \( (F_{noz}) = K_{noz} \frac{\sqrt{\delta P_{nozzle}}}{\rho_{air \ nozzle}} \)

Where \( K_{noz} = \) nozzle coefficient
\( \delta P_{nozzle} = \) differential pressure across nozzle

Mass Airflow \( (m_{air}) = (F_{noz})(\rho_{air \ nozzle}) \)

Airflow Standard \( (F_{std}) = \frac{\dot{m}_{air}}{\rho_{standard}} \)

Where \( \rho_{standard} = \) standard air density

-These equations were obtained from [49]
APPENDIX B – TOC AND CONDENSER DATA

Transmission Oil Cooler (TOC) – User-defined look-up tables for heat transfer rate as a function of mass flow rate through the heat exchanger

<table>
<thead>
<tr>
<th>m (kg/s)</th>
<th>Q (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>533.2</td>
</tr>
<tr>
<td>0.02</td>
<td>1037</td>
</tr>
<tr>
<td>0.03</td>
<td>1511</td>
</tr>
<tr>
<td>0.04</td>
<td>1955</td>
</tr>
<tr>
<td>0.05</td>
<td>2370</td>
</tr>
<tr>
<td>0.06</td>
<td>2755</td>
</tr>
<tr>
<td>0.07</td>
<td>3110</td>
</tr>
<tr>
<td>0.08</td>
<td>3436</td>
</tr>
<tr>
<td>0.09</td>
<td>3732</td>
</tr>
<tr>
<td>0.1</td>
<td>3998</td>
</tr>
</tbody>
</table>

Condenser – User-defined look-up tables for heat transfer rate as a function of mass flow rate through the heat exchanger

<table>
<thead>
<tr>
<th>m (kg/s)</th>
<th>Q (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>2230</td>
</tr>
<tr>
<td>0.2</td>
<td>4326</td>
</tr>
<tr>
<td>0.3</td>
<td>6288</td>
</tr>
<tr>
<td>0.4</td>
<td>8117</td>
</tr>
<tr>
<td>0.5</td>
<td>9811</td>
</tr>
<tr>
<td>0.6</td>
<td>11372</td>
</tr>
<tr>
<td>0.7</td>
<td>12800</td>
</tr>
<tr>
<td>0.8</td>
<td>14094</td>
</tr>
<tr>
<td>0.9</td>
<td>15254</td>
</tr>
<tr>
<td>1</td>
<td>16280</td>
</tr>
<tr>
<td>1.1</td>
<td>17172</td>
</tr>
<tr>
<td>1.2</td>
<td>17931</td>
</tr>
<tr>
<td>1.3</td>
<td>18556</td>
</tr>
<tr>
<td>1.4</td>
<td>19047</td>
</tr>
<tr>
<td>1.5</td>
<td>19405</td>
</tr>
<tr>
<td>1.6</td>
<td>19629</td>
</tr>
</tbody>
</table>
Transmission Oil Cooler (TOC) – Geometry and Test Data

TOC Core

Oil cooler:

Tech Technology*

| A | Oil cooler core length | 545.0 mm |
| B | Oil cooler core height | 79.5 mm |
| D | Oil cooler core thickness | 24.0 mm |
| H | Water tubes height | 3.0 mm |
| O | Water tubes thickness | 0.4 mm |
| I | Water tubes pitch | 7.5 mm |
| L | Fins pitch | 2.50 mm |
| M | Fin thickness | 0.08 mm |
| R | Top hoses (Right/left) internal diameter | 16.3 mm |
| S | Down hoses (Right/left) internal diameter | 16.3 mm |

TOC Test Data

<table>
<thead>
<tr>
<th>[m/s]</th>
<th>[kg/s]</th>
<th>[Pa]</th>
<th>[%]</th>
<th>[kg/s]</th>
<th>[lph]</th>
<th>[kPa]</th>
<th>[kW]</th>
<th>[W/dm² °C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>22.39</td>
<td>0.735</td>
<td>0.068</td>
<td>300</td>
<td>15.4</td>
<td>2.53</td>
<td>10.31</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>22.43</td>
<td>0.756</td>
<td>0.095</td>
<td>420</td>
<td>20.31</td>
<td>2.59</td>
<td>10.27</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>22.45</td>
<td>0.768</td>
<td>0.122</td>
<td>540</td>
<td>25.24</td>
<td>2.63</td>
<td>10.27</td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>22.46</td>
<td>0.775</td>
<td>0.149</td>
<td>660</td>
<td>30.18</td>
<td>2.65</td>
<td>10.25</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>73.81</td>
<td>0.523</td>
<td>0.068</td>
<td>300</td>
<td>17.06</td>
<td>3.68</td>
<td>21.1</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>73.84</td>
<td>0.552</td>
<td>0.095</td>
<td>420</td>
<td>22.01</td>
<td>3.87</td>
<td>21.02</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>73.86</td>
<td>0.568</td>
<td>0.122</td>
<td>540</td>
<td>26.95</td>
<td>3.98</td>
<td>20.99</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>73.87</td>
<td>0.579</td>
<td>0.149</td>
<td>660</td>
<td>31.89</td>
<td>4.05</td>
<td>20.97</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>128.4</td>
<td>0.401</td>
<td>0.068</td>
<td>300</td>
<td>18.04</td>
<td>4.3</td>
<td>32.11</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>128.39</td>
<td>0.431</td>
<td>0.095</td>
<td>420</td>
<td>23.06</td>
<td>4.61</td>
<td>32.03</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>128.39</td>
<td>0.449</td>
<td>0.122</td>
<td>540</td>
<td>28.03</td>
<td>4.78</td>
<td>31.91</td>
</tr>
<tr>
<td>3</td>
<td>0.15</td>
<td>128.39</td>
<td>0.46</td>
<td>0.149</td>
<td>660</td>
<td>32.99</td>
<td>4.9</td>
<td>31.9</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>193.51</td>
<td>0.331</td>
<td>0.068</td>
<td>300</td>
<td>18.81</td>
<td>4.77</td>
<td>43.24</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>193.47</td>
<td>0.354</td>
<td>0.095</td>
<td>420</td>
<td>23.77</td>
<td>5.08</td>
<td>43.07</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>193.43</td>
<td>0.371</td>
<td>0.122</td>
<td>540</td>
<td>28.78</td>
<td>5.32</td>
<td>43.01</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>193.41</td>
<td>0.382</td>
<td>0.149</td>
<td>660</td>
<td>33.76</td>
<td>5.47</td>
<td>42.9</td>
</tr>
</tbody>
</table>
### Condenser – Geometry and Test Data

#### Condenser Core

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal area</td>
<td>27.71 (dm²)</td>
</tr>
<tr>
<td>Thickness</td>
<td>16 (mm)</td>
</tr>
<tr>
<td>Width</td>
<td>620 (mm)</td>
</tr>
<tr>
<td>Height</td>
<td>447 (mm)</td>
</tr>
<tr>
<td>Inner path</td>
<td>56-13(SC)</td>
</tr>
<tr>
<td>Channels</td>
<td>20 (n)</td>
</tr>
<tr>
<td>Fin pitch</td>
<td>1.38 (mm)</td>
</tr>
<tr>
<td>Finned tube width</td>
<td>620 (mm)</td>
</tr>
<tr>
<td>Finned tube depth</td>
<td>16 (mm)</td>
</tr>
<tr>
<td>Number of fins</td>
<td>70 (n)</td>
</tr>
<tr>
<td>Number of tubes</td>
<td>69 (n)</td>
</tr>
<tr>
<td>Tube periodicity</td>
<td>6.4 (mm)</td>
</tr>
<tr>
<td>External tube height</td>
<td>1 (mm)</td>
</tr>
<tr>
<td>Air side hydraulic diameter</td>
<td>2.2 (mm)</td>
</tr>
<tr>
<td>Water-side cross sectional area per tube</td>
<td>5.9 (mm²)</td>
</tr>
<tr>
<td>Collector side hydraulic diameter</td>
<td>0.55 (mm)</td>
</tr>
<tr>
<td>Collector cross sectional area</td>
<td>150 (mm²)</td>
</tr>
<tr>
<td>Fin thickness</td>
<td>0.07 (mm)</td>
</tr>
<tr>
<td>Fin height</td>
<td>5.4 (mm)</td>
</tr>
<tr>
<td>Fin length</td>
<td>620 (mm)</td>
</tr>
<tr>
<td>Water side cooling area to total area</td>
<td>18.8 (%)</td>
</tr>
</tbody>
</table>

#### Condenser Test Data

<table>
<thead>
<tr>
<th>va (m/s)</th>
<th>m'a (kg/h)</th>
<th>Q' (kW)</th>
<th>Dpa (Pa)</th>
<th>m'refr (kg/h)</th>
<th>Dprefr (bar)</th>
<th>va (m/s)</th>
<th>m'a (kg/h)</th>
<th>Q' (kW)</th>
<th>Dpa (Pa)</th>
<th>m'refr (kg/h)</th>
<th>Dprefr (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1107</td>
<td>6.5</td>
<td>144.3</td>
<td>0.7</td>
<td>1</td>
<td>1143</td>
<td>7.1</td>
<td>9.2</td>
<td>165</td>
<td>0.69</td>
<td>18.7</td>
</tr>
<tr>
<td>1.5</td>
<td>1660</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2214</td>
<td>12</td>
<td>248.3</td>
<td>1.84</td>
<td>2</td>
<td>2286</td>
<td>12.2</td>
<td>25.3</td>
<td>279.8</td>
<td>1.47</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>2767</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2857</td>
<td>14.1</td>
<td>35</td>
<td>322.2</td>
<td>1.84</td>
</tr>
<tr>
<td>3</td>
<td>3321</td>
<td>14.9</td>
<td>367.7</td>
<td>2.56</td>
<td>3</td>
<td>3429</td>
<td>15.7</td>
<td>45.7</td>
<td>357.9</td>
<td>2.19</td>
<td></td>
</tr>
<tr>
<td>3.5</td>
<td>3874</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4000</td>
<td>17.1</td>
<td>57</td>
<td>388</td>
<td>2.51</td>
</tr>
<tr>
<td>4</td>
<td>4428</td>
<td>15.9</td>
<td>57.4</td>
<td>373.9</td>
<td>3.11</td>
<td>4</td>
<td>4571</td>
<td>18.4</td>
<td>69.2</td>
<td>413.8</td>
<td>2.82</td>
</tr>
<tr>
<td>4.5</td>
<td>4981</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5143</td>
<td>19.5</td>
<td>82.1</td>
<td>435.9</td>
<td>3.07</td>
</tr>
<tr>
<td>5</td>
<td>5535</td>
<td>18.2</td>
<td>81</td>
<td>413.9</td>
<td>3.52</td>
<td>5</td>
<td>5714</td>
<td>20.4</td>
<td>95.6</td>
<td>455.1</td>
<td>3.31</td>
</tr>
</tbody>
</table>
APPENDIX C – ISOLATED RADIATOR TEST RESULTS

Isolated radiator test – iso-thermal conditions

<table>
<thead>
<tr>
<th>AIRSIDE DATA</th>
<th>step 1</th>
<th>step 2</th>
<th>step 3</th>
<th>step 4</th>
<th>step 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pbar</td>
<td>Pa</td>
<td>97788.41</td>
<td>97770.12</td>
<td>97753.53</td>
<td>97714.58</td>
</tr>
<tr>
<td>corr delta P air</td>
<td>Pa</td>
<td>33.64864</td>
<td>81.56876</td>
<td>119.599</td>
<td>162.7429</td>
</tr>
<tr>
<td>Tair sup</td>
<td>°C</td>
<td>43.10718</td>
<td>43.26255</td>
<td>43.19647</td>
<td>43.35735</td>
</tr>
<tr>
<td>Tair rtn</td>
<td>°C</td>
<td>43.02615</td>
<td>42.93961</td>
<td>42.98917</td>
<td>43.12134</td>
</tr>
<tr>
<td>DTair</td>
<td>°C</td>
<td>-0.08103</td>
<td>-0.32283</td>
<td>-0.20693</td>
<td>-0.23575</td>
</tr>
<tr>
<td>Mair</td>
<td>kg/s</td>
<td>0.663755</td>
<td>1.04553</td>
<td>1.303428</td>
<td>1.570178</td>
</tr>
<tr>
<td>Fair std</td>
<td>SCFM</td>
<td>1170.66</td>
<td>1844</td>
<td>2298.85</td>
<td>2769.32</td>
</tr>
<tr>
<td>VEL AIR ST</td>
<td>m/s</td>
<td>1.901205</td>
<td>2.994731</td>
<td>3.733429</td>
<td>4.497497</td>
</tr>
<tr>
<td>density</td>
<td>kg/m3</td>
<td>1.201001</td>
<td>1.201</td>
<td>1.201001</td>
<td>1.200998</td>
</tr>
<tr>
<td>velocity at outlet</td>
<td>CALC</td>
<td>0.679654</td>
<td>1.070574</td>
<td>1.334648</td>
<td>1.607791</td>
</tr>
</tbody>
</table>

Isolated radiator test – with heat transfer

<table>
<thead>
<tr>
<th>AIRSIDE DATA</th>
<th>step 1</th>
<th>step 2</th>
<th>step 3</th>
<th>step 4</th>
<th>step 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pbar</td>
<td>Pa</td>
<td>97623.51</td>
<td>97595.4</td>
<td>97571.69</td>
<td>97582.87</td>
</tr>
<tr>
<td>corr delta P air</td>
<td>Pa</td>
<td>36.50408</td>
<td>37.29315</td>
<td>37.65248</td>
<td>37.91675</td>
</tr>
<tr>
<td>Tair sup</td>
<td>K</td>
<td>316.4939</td>
<td>316.4678</td>
<td>316.5356</td>
<td>316.5961</td>
</tr>
<tr>
<td>Tair rtn</td>
<td>K</td>
<td>345.0689</td>
<td>349.7667</td>
<td>351.0583</td>
<td>351.6967</td>
</tr>
<tr>
<td>DTair</td>
<td>K</td>
<td>28.575</td>
<td>33.29889</td>
<td>34.52278</td>
<td>35.10056</td>
</tr>
<tr>
<td>Mair</td>
<td>kg/s</td>
<td>0.658476</td>
<td>0.659674</td>
<td>0.659713</td>
<td>0.658845</td>
</tr>
<tr>
<td>VEL AIR ST</td>
<td>sFT/M</td>
<td>371.277</td>
<td>371.952</td>
<td>371.974</td>
<td>371.485</td>
</tr>
<tr>
<td>VEL AIR ST</td>
<td>m/s</td>
<td>1.886087</td>
<td>1.889516</td>
<td>1.889516</td>
<td>1.88628</td>
</tr>
</tbody>
</table>

| COOLANT SIDE DATA | Tsup cool | K | 361.4278 | 361.1994 | 361.0489 | 360.9917 | 360.9350 |
|                   | Tret cool | K | 347.6311 | 353.86   | 356.1261 | 357.3461 | 358.0439 |
|                   | dTcool cal| K | 13.79667 | 7.339444 | 4.922778 | 3.645556 | 2.891111 |
|                   | Pin rad   | Pa| 86089.32 | 98634.33 | 112703.8 | 127979.1 | 150944.9 |
|                   | corr dPrad cool | Pa | 2241.651 | 9829.649 | 22510.63 | 39886.03 | 61426.08 |
|                   | Fcool     | kg/s| 0.327237 | 0.712932 | 1.092764 | 1.477781 | 1.861392 |

| CAPACITIES | Qair tot | KW | 18.98271 | 22.16069 | 22.97636 | 23.33074 | 23.65303 |
|           | Qcool tot| KW | 18.84652 | 21.85554 | 22.47392 | 22.51214 | 22.48702 |
|           | %dif cool| %  | 0.719999 | 1.38739 | 2.21078 | 3.5724  | 5.05455 |
|           | Qcool avg| KW | 18.9146 | 22.00811 | 22.72514 | 22.92144 | 23.07003 |

Continued
<table>
<thead>
<tr>
<th>step 6</th>
<th>step 7</th>
<th>step 8</th>
<th>step 9</th>
<th>step 10</th>
<th>step 11</th>
<th>step 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>97613.01</td>
<td>97622.49</td>
<td>97635.02</td>
<td>97665.83</td>
<td>97768.78</td>
<td>97899.15</td>
<td>97916.43</td>
</tr>
<tr>
<td>86.70282</td>
<td>88.31307</td>
<td>89.31664</td>
<td>89.44678</td>
<td>89.53836</td>
<td>127.3546</td>
<td>130.095</td>
</tr>
<tr>
<td>316.6144</td>
<td>316.5144</td>
<td>316.5111</td>
<td>316.4828</td>
<td>316.4789</td>
<td>316.7478</td>
<td>316.6217</td>
</tr>
<tr>
<td>340.3039</td>
<td>346.4433</td>
<td>348.2511</td>
<td>349.1933</td>
<td>349.7067</td>
<td>337.4687</td>
<td>344.125</td>
</tr>
<tr>
<td>23.68944</td>
<td>29.92889</td>
<td>31.74</td>
<td>32.71056</td>
<td>33.22778</td>
<td>316.6217</td>
<td></td>
</tr>
<tr>
<td>1.04805</td>
<td>1.041939</td>
<td>1.04296</td>
<td>1.041569</td>
<td>1.041244</td>
<td>1.306535</td>
<td>1.304569</td>
</tr>
<tr>
<td>589.107</td>
<td>587.488</td>
<td>588.066</td>
<td>587.281</td>
<td>587.099</td>
<td>736.68</td>
<td>735.57</td>
</tr>
<tr>
<td>2.992664</td>
<td>2.984439</td>
<td>2.987375</td>
<td>2.983387</td>
<td>2.982463</td>
<td>3.742334</td>
<td>3.73696</td>
</tr>
<tr>
<td>97926.25</td>
<td>97929.97</td>
<td>98004.81</td>
<td>98129.77</td>
<td>98121.98</td>
<td>98135.18</td>
<td>98191.06</td>
</tr>
<tr>
<td>131.2559</td>
<td>131.9681</td>
<td>132.4483</td>
<td>171.4498</td>
<td>175.3409</td>
<td>176.5953</td>
<td>177.1094</td>
</tr>
<tr>
<td>316.6544</td>
<td>316.6767</td>
<td>316.6883</td>
<td>316.8439</td>
<td>316.755</td>
<td>316.7911</td>
<td>316.8378</td>
</tr>
<tr>
<td>346.2278</td>
<td>347.3111</td>
<td>347.8878</td>
<td>335.3261</td>
<td>342.055</td>
<td>344.3461</td>
<td>345.5494</td>
</tr>
<tr>
<td>29.5733</td>
<td>30.63444</td>
<td>31.19944</td>
<td>18.48222</td>
<td>25.3</td>
<td>27.555</td>
<td>28.71167</td>
</tr>
<tr>
<td>1.305091</td>
<td>1.304327</td>
<td>1.305484</td>
<td>1.566829</td>
<td>1.565067</td>
<td>1.566784</td>
<td>1.56463</td>
</tr>
<tr>
<td>735.865</td>
<td>735.435</td>
<td>736.088</td>
<td>883.446</td>
<td>882.452</td>
<td>883.42</td>
<td>882.112</td>
</tr>
<tr>
<td>97926.25</td>
<td>97929.97</td>
<td>98004.81</td>
<td>98129.77</td>
<td>98121.98</td>
<td>98135.18</td>
<td>98191.06</td>
</tr>
<tr>
<td>131.2559</td>
<td>131.9681</td>
<td>132.4483</td>
<td>171.4498</td>
<td>175.3409</td>
<td>176.5953</td>
<td>177.1094</td>
</tr>
<tr>
<td>316.6544</td>
<td>316.6767</td>
<td>316.6883</td>
<td>316.8439</td>
<td>316.755</td>
<td>316.7911</td>
<td>316.8378</td>
</tr>
<tr>
<td>346.2278</td>
<td>347.3111</td>
<td>347.8878</td>
<td>335.3261</td>
<td>342.055</td>
<td>344.3461</td>
<td>345.5494</td>
</tr>
<tr>
<td>29.5733</td>
<td>30.63444</td>
<td>31.19944</td>
<td>18.48222</td>
<td>25.3</td>
<td>27.555</td>
<td>28.71167</td>
</tr>
<tr>
<td>1.305091</td>
<td>1.304327</td>
<td>1.305484</td>
<td>1.566829</td>
<td>1.565067</td>
<td>1.566784</td>
<td>1.56463</td>
</tr>
<tr>
<td>735.865</td>
<td>735.435</td>
<td>736.088</td>
<td>883.446</td>
<td>882.452</td>
<td>883.42</td>
<td>882.112</td>
</tr>
</tbody>
</table>

Continued
<table>
<thead>
<tr>
<th>step 20</th>
<th>step 21</th>
<th>step 22</th>
<th>step 23</th>
<th>step 24</th>
<th>step 25</th>
</tr>
</thead>
<tbody>
<tr>
<td>98201.22</td>
<td>98340.06</td>
<td>98356.31</td>
<td>98363.76</td>
<td>98380.02</td>
<td>98363.09</td>
</tr>
<tr>
<td>177.7026</td>
<td>201.0719</td>
<td>198.7072</td>
<td>197.84</td>
<td>197.7347</td>
<td>197.7514</td>
</tr>
<tr>
<td>316.8289</td>
<td>317.0089</td>
<td>316.8722</td>
<td>316.9639</td>
<td>316.9822</td>
<td>316.9928</td>
</tr>
<tr>
<td>346.1889</td>
<td>334.0489</td>
<td>341.0128</td>
<td>344.7506</td>
<td>345.3978</td>
<td></td>
</tr>
<tr>
<td>29.36</td>
<td>17.04</td>
<td>24.14056</td>
<td>26.51</td>
<td>27.76833</td>
<td></td>
</tr>
<tr>
<td>1.566353</td>
<td>1.73682</td>
<td>1.70049</td>
<td>1.686872</td>
<td>1.680643</td>
<td>1.677717</td>
</tr>
<tr>
<td>883.176</td>
<td>979.291</td>
<td>958.558</td>
<td>951.131</td>
<td>947.619</td>
<td>945.966</td>
</tr>
<tr>
<td>4.486534</td>
<td>4.974798</td>
<td>4.869475</td>
<td>4.831745</td>
<td>4.813905</td>
<td>4.805507</td>
</tr>
<tr>
<td>360.9722</td>
<td>360.4472</td>
<td>361.1706</td>
<td>361.0672</td>
<td>361.0361</td>
<td>360.8956</td>
</tr>
<tr>
<td>355.045</td>
<td>338.1733</td>
<td>347.0494</td>
<td>351.0917</td>
<td>353.3756</td>
<td>354.7033</td>
</tr>
<tr>
<td>151091.7</td>
<td>85087.51</td>
<td>98133.77</td>
<td>114207.5</td>
<td>128606.5</td>
<td>151935.6</td>
</tr>
<tr>
<td>61345.76</td>
<td>2568.035</td>
<td>9659.142</td>
<td>22211.74</td>
<td>39457.53</td>
<td>61435.53</td>
</tr>
<tr>
<td>1.859721</td>
<td>0.326664</td>
<td>0.710473</td>
<td>1.094791</td>
<td>1.47822</td>
<td>1.86059</td>
</tr>
<tr>
<td>46.28764</td>
<td>29.78393</td>
<td>41.30251</td>
<td>45.00546</td>
<td>46.96816</td>
<td>47.96079</td>
</tr>
<tr>
<td>46.04674</td>
<td>30.34663</td>
<td>41.87693</td>
<td>45.60391</td>
<td>47.29727</td>
<td>48.12491</td>
</tr>
<tr>
<td>0.522006</td>
<td>-1.87106</td>
<td>-1.38072</td>
<td>-1.32137</td>
<td>-0.69852</td>
<td>-0.34192</td>
</tr>
<tr>
<td>46.16719</td>
<td>30.06528</td>
<td>41.58972</td>
<td>45.30468</td>
<td>47.13257</td>
<td>48.04285</td>
</tr>
</tbody>
</table>
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