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ABSTRACT

Wind Turbine condition monitoring can detect anomalies in turbine performance which have the potential to result in unexpected failure and financial loss. This study examines common Supervisory Control And Data Acquisition (SCADA) data over a period of 20 months for 21 pitch regulated 2.3 MW turbines and is presented in three manuscripts.

First, power curve monitoring is targeted applying various types of Artificial Neural Networks to increase modeling accuracy. It is shown how the proposed method can significantly improve network reliability compared with existing models.

Then, an advance technique is utilized to create a smoother dataset for network training followed by establishing dynamic ANFIS network. At this stage, designed network aims to predict power generation in future hours.

Finally, a recursive principal component analysis is performed to extract significant features to be used as input parameters of the network. A novel fusion technique is then employed to build an advanced model to make predictions of turbines performance with favorably low errors.
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CHAPTER 1

Introduction

Wind energy, which is clean, renewable, and without greenhouse eect, has become an alternative energy to fossil fuels [1]. In recent years, wind power, due to its lowest adverse impacts on environment and its sustainability, has become one of the most promising renewable energy sources with the most extensive utilization worldwide [2, 3].

In addition, the growth in wind energy capacity makes the optimization of turbine performance absolutely essential. Also, It has become apparent that sometimes wind turbine do not perform as well as they are expected and under performance and unexpected failures are observed. Thus, operators might not be able to deliver their traded amount of energy and may even have to pay fines and bear the high maintenance costs. Nowadays, the development of maintenance strategy is supported by computer technology both in hardware and software. Recent developed methods are using artificial intelligent (AI) techniques as tools for maintenance routines [4]. Accurate modeling of wind turbines performance as targeted by ongoing research studies can increase wind energy production capabilities, and reliability and give rise to general reduction of financial risk in wind farm investment.

A variety of approaches can be taken to maximize the accuracy and efficiency of wind turbines condition monitoring. For the presented study, Supervisory Control And Data Acquisition (SCADA) data was available. It was a large amount of historical performance data related to 2.3 MW wind turbines located in Ontario, Canada. This work, in which power curves of wind turbines are investigated, focuses on monitoring and prediction of wind turbine power production based on this machine historical performance data. The general process in establishment of any model following such data-driven approaches, is presented in Figure 1.0.1.
1. INTRODUCTION

The entire thesis will be comprised of three manuscripts, each presented as a separate chapter. In chapter 2, the most influential features on power production are selected based on the correlation coefficient, and two types of artificial neural networks in various structures are established to estimate the turbines power production. In chapter 3, imputation techniques are applied to create smoother data set to achieve better network training, leading to more accurate models. In addition, Adaptive-Neuro Fuzzy Inference System (ANFIS) is applied for the purpose of predicting the future performance of the turbines. In chapter 4, in addition to imputation technique, Principal Component Analysis (PCA) is employed to extract the features with higher level of significance. Also, a novel and practical method for wind turbines performance prediction is presented. Moreover, in this chapter, a new data fusion technique, combining MLP and ANFIS networks, is established to increase the prediction accuracy. Finally, chapter 5 concludes the achievements and present the options to extend this work further.
References


CHAPTER 2

Improved Power Curve Monitoring of Wind Turbines

2.1 Introduction

Continuous reductions in costs have helped to grow the size of the wind energy sector worldwide. The optimization of performance, and the management of operations and maintenance represent some of today’s largest challenges. Subsequently, numerous studies have targeted the optimization of power production, improving reliability and the general reduction of financial risk in wind farm investment [1, 2, 3].

Generally, there are two principal approaches to any system performance analysis [4, 5]; physics-based models can be developed [6], or data-driven approaches can be applied [7, 8]. The latter, which analyzes historical performance data has a number of advantages over physics-based models. In most situations, the complexity of the machines and their sub-systems make it challenging to build accurate models. There are complex non-linear relationships between several sub-systems of a wind turbine that make the physical modeling of the system a very complicated task to perform. The share of influence of any sub-system on the performance of other parts can be challenging to characterize. It may even differ from one turbine to another. For instance, wind farm topology, wind pattern, environmental aspects and siting can affect machine performance in various manners [9]. In addition, the normal systems simplifications required in most physical and numerical approaches may negatively affect the results, and can thus reduces the applicability of the models. Experimental methods which, can at times, be considered more valuable than numerical analysis,
TABLE 2.1.1: Wind Turbines Modeling Techniques Comparison

<table>
<thead>
<tr>
<th>Wind Turbine Analysis</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physics-based</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td>more reliable results than numerical analysis</td>
<td>having to scale down, expensive and timely</td>
</tr>
<tr>
<td>Numerical</td>
<td>Easier to perform, cheaper than experiment</td>
<td>simplification required, validation required</td>
</tr>
<tr>
<td>Data-driven</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric</td>
<td>simple model, easy to obtain</td>
<td>not suitable for complex systems, high prediction error</td>
</tr>
<tr>
<td>Non-parametric</td>
<td>very reliable, low prediction error</td>
<td>susceptible to sensor performance</td>
</tr>
</tbody>
</table>

also suffer from major limitations. Two common challenges include the inability to identically mimic field environmental conditions in a laboratory, and the non-trivial obstacle of dynamic scaling [10].

Data-driven methods are well positioned for wind turbine performance analysis owing to a couple of major factors: 1. A large amount of Supervisory Control And Data Acquisition (SCADA) data is available to all wind farm operators. 2. They can often be executed for less cost than comparable numerical or experimental approaches [11, 12].

Data-driven studies can be categorized in two major groups. As explained by Lydia et al. [13], the first type, a parametric model, applies a finite number of parameters to describe a distribution. For wind turbines, in particular, this type of model is established based on fitting mathematical expressions to a power curve. The other approach is known as non-parametric, in which, in contrast, the quality and quantity of parameters are not fixed in advance and are subject to change. Also in this method, the power output is a function of wind speed [14].

Table 2.1.1 summarizes popular wind turbine modeling techniques, their advantages and disadvantages. Several studies have been conducted to develop accurate data-driven models for condition monitoring of wind turbines. A comparative study using neural networks and regression based models was conducted by Schlechtinen and Santos [15] and Li et al. [16], where bearing temperature was monitored [15]; while authors in [16] performed power curve monitoring. In both studies, neural networks produced less test errors although they were more complex in comparison with regression methods. This suggests a
need for more versatile and robust models that balance comprehensiveness and simplicity of application.

Kim et al. [17] established two multilayer neural networks using different input signals to design a power curve based fault detection system by way of a practical application of neural networks. A comprehensive study was conducted in [13] comparing a variety of parametric and non-parametric methods, concluding that neural networks were a reliable machine learning technique to monitor wind turbine performance.

Pelletier et al. [18] compared multilayer neural networks with other parametric and non-parametric models and showed that their proposed neural networks resulted in less prediction error in power output. An adaptive neuro-fuzzy approach was employed by Petkovic et al. [19] to estimate the power coefficient. To do so, the authors applied data obtained from the suggested equation of Heier [20]. If experimental data had been used, the results would have been more valuable. Kusiak et al. [21] derived non-linear parametric models in addition to the k-NN model and concluded that although the k-NN model prediction had acceptable accuracy, the parametric approach could also be used as a performance monitoring tool. Given the popularity and proven abilities of neural network modeling for turbine power analytics, they were considered for this study as well.

The work introduced in this paper focuses on monitoring of wind turbine power. For this purpose, an input selection method based on the physical and statistical parameter influence on output power is introduced. Then, a dynamic neural network using historical information from inputs and outputs is constructed to estimate the power curve of the turbines. Two of the most common and powerful NN techniques (RBF and MLP) are built, and their static and dynamic performance is discussed. It is shown how the feature selection method and dynamic network can generate a much more accurate model. The results are compared with existing models in the literature and it is shown that the proposed method returns the lowest prediction error. Comparisons are made in terms of mean absolute error (MAE) which is an appropriate indication of model accuracy.
The principal novelty of this paper is a powerful feature selection method based on correlation analysis that enables the determination of the optimal number of inputs and outputs for comprehensive system monitoring. Furthermore, for the first time a dynamic neural network is utilized to benefit from historical system information and improve the accuracy of the estimation.

The rest of paper is organized as follows. Wind farm, turbine characteristics, and data pre-processing steps are explained in Section 2.2. Section 2.3 introduces the proposed design methods consisting of the feature selection and the artificial neural networks. Then, a comprehensive simulation study and test results are provided in Section 2.4. A detailed models comparison and analysis of the impacts of feature selection on model accuracy are also presented in this section. Finally, Section 4.7 concludes with summary of the results.

2.2 Turbine Characteristics and Data Pre-Processing

In this research, twenty-one, 2.3 MW, pitch-regulated wind turbines have been investigated. The study takes place in a wind farm in Ontario, Canada and the data cover a range of 20 months from February 2014 to September 2015. Figure 3.3.1 illustrates the farm map and
It is essential to pre-process the SCADA data before building the networks. As proposed in [15] the first step is to check the validity of data. There are two principal reasons for this. First, by omitting the extreme outliers from the data set, smoother network generalization will be easier to obtain [22]. Secondly, it is possible that due to sensor malfunction or system processing errors, the value of a parameter recorded is well out of the anticipated range as also mentioned by Caselitz and Giebhardt [23]. Thus, it is also important to carefully determine a data range to identify out-of-range values which are not results of a sensor error or misreading.

On the other hand, careful action should be taken not to eliminate anomalies that could be indicative of potential problems in machine performance. Figure 2.2.2 shows the power curve of one of the investigated turbines and extreme outliers are indicated in the Figure. Since the number of these points is negligible in comparison with the whole data set and their occurrence is not regular, we assess them as anomalous and thus remove them for smoother network training.

Eventually, to be able to apply the data as input parameters, the following criteria should be met [23]; a) Data points fall within the anticipated range. b) Components of the data set are mutually consistent. c) Output data is consistent with the input signals.
In order to have the ability to apply multiple inputs and properly train the network, input parameters with different ranges need to be scaled to a similar range. Otherwise, the variable with wider range will dominate over others in the network training phase. Further, it is normal in large data sets to have some data missing. These missing values harm the network and must be either imputed or removed depending on the application [15, 24, 25]. Here, due to availability of large data, the missing values are neglected and since sampling was done at a relatively high frequency, like in [18], 10-min average data was created and applied.

Active power translates most directly to wind farm revenue, subsequently, it was chosen as our network output signal. To monitor turbine performance, power curves that illustrate the relationship between wind speed and output power, are typically applied [18, 26, 27]. This curve, as can be observed in Figure 4.2.2, has three distinct regions. In the first region where wind speed is lower than the required minimum speed for power production, known as cut-in speed, there is no power production. In the second region, as the wind speed increases, the output power also grows rapidly until it reaches the rated power. Finally in the third region, the power output remains constant. This region ends when the wind speed exceeds the maximum cut-out speed beyond which turbines blades are regulated to not rotate due to mechanical limitations.

2.3 design procedure of wind turbine monitoring

This section introduces the design methodology of the proposed monitoring method. The basic premise is to develop an intelligent estimator to fully monitor the system and track the power curve of the wind turbine using dynamic neural networks. First, the feature selection method is explained. Then, the neural network is presented.

2.3.1 Feature Selection

A basic but crucial step in condition monitoring of any system, is the appropriate selection of input and output parameters for which a number of methods have been proposed [28,
2. IMPROVED POWER CURVE MONITORING OF WIND TURBINES

This is particularly the case for wind turbine performance monitoring, where there are many parameters to choose from.

For instance, authors in [14] and [16] used only wind speed as the input to monitor power curve. A large number of different models were developed by Schlechtingen et al. [11] with a variety of input-output configurations for which little specific reason was given for the selections. Sun et al [32] applied a GPLS method to select effective parameters to influence generator bearing temperature. It was also argued by Schlechtingen et al. [33] that considering environmental effects such as wind direction and ambient temperature would result in more accurate models and they considered those two parameters plus wind speed as the inputs to monitor power curve.

It is clear that the number of inputs must go beyond what is indicated by expression 4.2.1.

\[ P = \frac{1}{2} \rho A C_p V^3 \]  

FIGURE 2.2.3: Schematic Power Curve of a Wind Turbine

where \( \rho \) is the air density, \( A \) is the rotor sweep area, \( V \) is the wind speed, and \( C_p \) is the power coefficient, which is a function of blades pitch angle and tip-speed ratio.

Based on Equation 4.2.1, wind speed is the most influential factor on power curve mod-
2. IMPROVED POWER CURVE MONITORING OF WIND TURBINES

FIGURE 2.3.1: input and output parameters

elling of wind turbines. This parameter used to be the only factor considered in many previous studies in which the power curve was modeled. Established models following this method have shown insufficient accuracy and made it clear that other parameters have to be acknowledged as well. It is proven that consideration of other relevant factors leads to more advanced models and less prediction errors. That said, indiscriminately increasing the number of inputs will decrease the neural network train-ability and result in even more errors and unreliability of the model. Finding this optimum number of values with the most influence is a challenging task.

To address this issue, we apply a statistical correlation method enhanced by knowledge of physical system. To this end, Pearson product-moment rank correlation coefficient is utilized as follows [34, 35]:

$$r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}}$$  \hspace{1cm} (2.3.2)

where $x_i$ and $y_i$ are the two parameters between which the strength of relationship is being investigated, $n$ is the number of data points and $\bar{x}$ and $\bar{y}$ are the mean values of each parameter. The correlation coefficients outline the strength of the relationship between two
variables by representing a number between -1 and 1, where 1 represents perfect correlation and 0 means no correlation. Negative values indicate the reverse correlations, i.e. when one variable increases, the other one decreases and vice versa [36]. Finally to evaluate the results of the correlation method and choose the optimal number for the feature selection, the Akande criterion is considered. Akande et al. [36] suggested a rule of thumb for the interpretation of absolute values of the correlation coefficients. For the values greater than 0.68, the correlation is considered strong. There is a moderate relationship between two variables if the coefficient is between 0.36 and 0.68 and finally for values below 0.36, the relationship is considered negligible.

2.3.2 The artificial neural network

The MLP network is a feed-forward neural network that provides a mapping from system inputs to outputs. It is well-suited for function approximation, pattern recognition, etc [37]. The MLP consists of multiple layers of nodes in a forward direction in which each node is fully connected to the nodes in the next layer. The MLP structure are made of three types of layers including an input layer, hidden layer, and output layer. Each node in the hidden layer is a neuron with a non-linear activation function like sigmoids, hyperbolic tangent, etc. The input layer acts as a buffer and the output layer usually has nodes with linear functions. The MLP network applies a supervised learning algorithm known as error back propagation for training the network.

The RBF neural network is a feed forward network that has radial basis functions [38]. The RBF Network also consists of input, hidden and output layers. In the hidden layer all neurons perform a Gaussian function as expressed:

\[ F(x) = exp\left(-\frac{||x - c||^2}{2\sigma^2}\right) \]  

(2.3.3)

where \( c \) is the center of basis function and \( \sigma \) is called function radius.

The output layer is a linear function represented as
2. IMPROVED POWER CURVE MONITORING OF WIND TURBINES

\[ \Phi(x) = \sum_{i=1}^{N} w_i F(x) \]  
\[ (2.3.4) \]

where \( N \) is the number of hidden neurons and \( w_i \) is the weight of output neurons [39]. The RBF network is known as global approximation, meaning that if enough nodes are supplied by the hidden layers, the RBF network can estimate a non-linear function.

Neural networks can be represented in static and dynamic structures. In the static type, the network is simply trained using the selected input parameters as described in Equation 2.3.5:

\[ y(t) = f(u_1(t), u_2(t), ..., u_i(t)) \]  
\[ (2.3.5) \]

where \( y(t) \) is the network output at the time \( t \) and \( u_i \) is the \( i \)th input of the network.

In the proposed dynamic networks, in addition to the selected parameters as the network inputs \( (u_i(t)) \), the inputs and the output of the previous iteration time step \( (u_i(t - 1) \) and \( y(t - 1) \) are also considered as the network inputs. In other words, the output resulted from each set of inputs plus those inputs are also given to the network for better training. In this case the output function would be described as follows:

\[ y(t) = g(u_1(t), u_1(t - 1), u_2(t), u_2(t - 1), ..., u_i(t), u_i(t - 1), y(t - 1)) \]  
\[ (2.3.6) \]

2.4 Simulation modelling and test scenario

This section presents several test scenarios to validate the effectiveness of the proposed methods. In the following, the suggested feature selection method is illustrated. Then, the structure of the proposed neural network is introduced. Finally, a comprehensive comparison between proposed and existing methods and an analysis of feature selection will be provided.
TABLE 2.4.1: Correlation Coefficients of the selected signals

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Pearson product-moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed</td>
<td>0.939</td>
</tr>
<tr>
<td>Rotor Speed</td>
<td>0.926</td>
</tr>
<tr>
<td>Gear Temperature</td>
<td>0.893</td>
</tr>
<tr>
<td>Blade Pitch Angle</td>
<td>0.663</td>
</tr>
<tr>
<td>Blade Pitch Angle SD</td>
<td>0.582</td>
</tr>
<tr>
<td>Rotor Speed SD</td>
<td>-0.294</td>
</tr>
<tr>
<td>Gear Temperature SD</td>
<td>-0.273</td>
</tr>
<tr>
<td>Turbulence Intensity</td>
<td>0.185</td>
</tr>
<tr>
<td>Active Power SD</td>
<td>0.114</td>
</tr>
<tr>
<td>Wind Direction SD</td>
<td>-0.091</td>
</tr>
<tr>
<td>Wind Direction</td>
<td>0.003</td>
</tr>
</tbody>
</table>

2.4.1 The proposed feature selection for the inputs of the network

Based on the available data, physical understanding of wind turbines and the most common parameters selected in the literature, the features to be considered as potential input signals are outlined in Table 4.6.1. Furthermore, the result of the correlation analysis given by equation 2.3.2 is also summarized in the Table 4.6.1. It is indicated from this table that wind speed which is expected to have the strongest correlation with output power in comparison with other signals, has the closest number to 1 with the coefficient value of 0.939. While other environmental factors related to the wind, including turbulence intensity and wind direction have been proven to have impacts on general wind turbine performance [40], they do not appear influential for this study based on our correlations. Thus we will not consider them to avoid increasing network complexity and training time. They may offer a marginal prediction improvement, or worse, a potentially wider range of prediction error.

Based on the results summarized in Table 4.6.1, wind speed, rotor speed, gear temperature and blade pitch angle are selected as input parameters. Figure 2.3.1 shows a part of the input and output parameters in a high resolution time series. The correlation between parameters is visible in this figure based on their strength. Wind speed, for instance, indicates the most similar trend to power output as anticipated.

2.4.2 The structure of the proposed neural networks

Static and dynamic variations of both Multilayer Perception (MLP) and Radial Basis Function (RBF) networks are established. RBF and MLP networks are established according to
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FIGURE 2.4.1: RBF Networks Structures
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the structures shown in Figure 2.4.1 and Figure 4.6.1 respectively.

Generally, there is no concrete rule about the size of the data complement required to obtain the best possible training, but in general, the training data should contain the data range boundaries and must be sufficient to represent the entire period [22]. In this study, 50 percent of 10-min average data was used for the training and the other half for testing. Since the data available covers all seasons, this approach makes it possible to consider seasonal changes in the network and thus, the ambient temperature effects will be considered automatically (without it being a distinct input parameter).

To train the networks, the gradient descent with momentum method is applied. In this method, in addition to error calculation, the general error trend will also be determined. This reduces the risk of local minima and results in enhanced generalization [15].

The other important factor in the structure of the network is the number of neurons in the hidden layer. To be able to find the optimum number of neurons, at least 10 runs should be performed while only varying the number of neurons to seek the configuration with the best generalization [23, 22]. This helps to avoid over-fitting.

Test results are shown in Figure 2.4.3. As shown in the figure, the resulting test errors for the networks are quite acceptable. For the majority of the data points, calculated errors are in the very low range. Further, it is also visible in the figures that for both MLP and RBF networks, the dynamic model outperforms the static one, based on the fact that there are more points near zero error in dynamic networks than the respective static ones.

2.4.3 Models Comparison

Mean absolute error (MAE) indicated by Equation 3.4.10 has been applied to analyze the performance of the four established neural networks.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i|
\]  

(2.4.1)

where \(x_i\) is the predicted value by the neural network and \(y_i\) is the actual value.
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FIGURE 2.4.2: MLP Networks Structures

**Static**

**Dynamic**

FIGURE 2.4.2: MLP Networks Structures
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FIGURE 2.4.3: Established Networks Test Errors

TABLE 2.4.2: MAE Results for All Models

<table>
<thead>
<tr>
<th>Network</th>
<th>MAE (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic MLP</td>
<td>25.80</td>
</tr>
<tr>
<td>Static MLP</td>
<td>31.90</td>
</tr>
<tr>
<td>Dynamic RBF</td>
<td>35.42</td>
</tr>
<tr>
<td>Static RBF</td>
<td>38.96</td>
</tr>
</tbody>
</table>
TABLE 2.4.3: MAE Comparison

<table>
<thead>
<tr>
<th>Network Types</th>
<th>Scaled MAE(kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic MLP</td>
<td>1.12</td>
</tr>
<tr>
<td>Static MLP</td>
<td>1.39</td>
</tr>
<tr>
<td>Dynamic RBF</td>
<td>1.54</td>
</tr>
<tr>
<td>Static RBF</td>
<td>1.69</td>
</tr>
<tr>
<td>Static MLP [16]</td>
<td>5.30</td>
</tr>
<tr>
<td>Static MLP [21]</td>
<td>3.56</td>
</tr>
<tr>
<td>Static MLP [14]</td>
<td>5.50</td>
</tr>
<tr>
<td>Static MLP [33]</td>
<td>1.62</td>
</tr>
<tr>
<td>ANFIS [33]</td>
<td>1.60</td>
</tr>
</tbody>
</table>

MAE indicates the closeness of predicted results with true values. MAE is the most common type of error assessment applied in similar studies, which helps to facilitate comparison with existing models. The MAE results are summarized in Table 2.4.2. As evident in the table, the dynamic MLP network has performed the best with an MAE value of 25.80 kW. This appears acceptable considering its magnitude relative to the 2.3 MW turbines capacity studied here. As configured, this network should reduce false alarms, increase reliability and excel at detecting abnormal performance.

To appropriately compare the results of established models with the ones in the literature, the results should be scaled. Scaled values are presented in Table 2.4.3 along with existing models in the literature. Only NN models are considered for comparison except in [33], where models with the application of adaptive neuro-fuzzy inference system (ANFIS) has been claimed to give acceptable results.

The scaled MAE values in [16, 21, 14] and the two models proposed in [33], are chosen for the comparison. The authors in [18] did not mention their investigated turbines power rating which prevented scaling. Based on the acquired results except for static RBF network, all other networks considered here outperformed those in the literature. It is also worth mentioning that the RBF network training was notably faster than MLP, an advantage in some cases.

2.4.4 Feature Selection Analysis

In order to investigate the effects of each input parameter on the mean absolute error, in this part, MLP networks which outperformed the RBF networks, are established again. First,
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TABLE 2.4.4: impact of each input parameter on prediction error

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Dynamic MLP Prediction Error (kW)</th>
<th>Static MLP Prediction Error (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed</td>
<td>42.55</td>
<td>66.68</td>
</tr>
<tr>
<td>Wind Speed, Rotor Speed</td>
<td>35.33</td>
<td>48.98</td>
</tr>
<tr>
<td>Wind Speed, Rotor Speed, Gear Temperature</td>
<td>32.23</td>
<td>45.11</td>
</tr>
<tr>
<td>Wind Speed, Rotor Speed, Gear Temperature, Blade Pitch Angle</td>
<td>25.80</td>
<td>31.90</td>
</tr>
</tbody>
</table>

the dynamic and static networks are trained by only wind speed, then, prediction error is calculated. In the next step, the other parameters, rotor speed, gear temperature and blade pitch angle are added one-by-one to the networks. Results are summarized in Table 2.4.4. It is shown that by adding the appropriate input parameters, the resulting error considerably decreases, leading to better prediction performance. The dynamic MLP network, which gives the highest accuracy, has a prediction error of 42.55 kW with only wind speed as the input, and this error gradually decreases when other inputs are also included. The same trend can be observed in static model as well, confirming proper feature selection. This result seems sensible based on the role of each parameter in turbine output power. Increases in rotor speed, generally suggest more power production. Gear temperature increases can be indicative of faster moving gears associated with greater power production. Finally, blade pitch angles are vital to optimizing the aerodynamics of energy capture.

2.5 Conclusion

In this paper, 2.3 MW, pitch regulated wind turbines were investigated over a period of 20 months. The output power curves were modeled using artificial neural networks. Two types of MLP and RBF networks were established in both static and dynamic states. In the dynamic configuration, the input and the output of the previous time interval were also applied to train the network. To select the most influential parameters from the data, a statistical correlation coefficient was employed. This helped enable the determination of their share of influence on the reduction of network prediction error. It was shown that by applying the rotor speed, gear temperature, and blade pitch angle, in addition to
wind speed, the performance of the networks improved significantly. A 40 percent and 53 percent reduction in prediction error was observed for dynamic and static MLP networks, respectively, compared to, the state where only wind speed was considered. Furthermore, a comparison between similar models in literature and the models proposed in this study, revealed that the dynamic MLP network outperforms other models and was 30 percent more accurate than the best model proposed in the literature [33]. Such an outcome offers value to a growing wind energy industry that values accurate performance prediction.
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CHAPTER 3

Applying ANFIS to Predict Wind Turbine Power Production

3.1 Introduction

Power production by wind energy is rapidly growing, thanks to continuous reduction in costs. Remaining challenges include the enhancement of turbine performance, management of operations and reducing maintenance costs. Ongoing research is focused on increasing wind energy production capabilities, reliability and general reduction of financial risk in wind farm investment. Providing reasonably accurate prediction of the future performance of turbines will also help operators prognosticate the performance of machines and deliver their contractual obligations.

Various types of analysis have been utilized to further advance knowledge of wind turbine performance and optimization [1, 2]. They can be categorized into two general approaches; physics-based models and data driven approaches. The existing complex, non-linear relationship between subsystems of a wind turbine highlights the challenges ahead for wind turbine physics-based modeling; which include numerical methods [3, 4, 5, 6] and laboratory experimental approaches [7, 8, 9]. Since data driven techniques analyze available machine historical performance data, and therefore bypass some of the issues associated with physics-based models, they have garnered interest as an alternative.

Consequently, data driven methods are well-positioned for analyzing wind turbines, owing to two major advantages. First, most wind farms have access to comprehensive Supervisory Control And Data Acquisition (SCADA) data. Secondly, the execution of
these methods is often less costly than comparable numerical or experimental approaches [10, 11].

It must be noted, however, that data driven models generally give less accurate results compared to situations where a mathematical model of a system is available. But this is generally a very rare situation, and considering the complexity of wind turbines and the fact that they include large amount of uncertainty, accurate mathematical modeling of these systems is challenging and impractical.

There is currently a broad spectrum of popular data driven methods. The most common intelligent methods include Neural Networks (NNs) [12, 2, 13, 14, 15], Adaptive Neuro-Fuzzy Inference System (ANFIS) [16, 11, 17], Support Vector Machines (SVM) [18, 19], regression methods [20, 21, 22, 23] and Probability Density Functions (PDF) [24, 25, 26, 27, 28]. Each has their own advantages and limitations, depending on the application. There are other approaches that require expert knowledge of the system and are difficult to employ due to challenges associated with translating the expert knowledge to the model. The most applied methods in this category include Fuzzy Logic (FL) [29, 30], Bayesian analysis [31, 32], Markov model [33, 34] and signal processing methods [35, 36, 37].

Two very common techniques that have been extensively utilized in the area of performance prediction and fault diagnosis are neural networks and fuzzy logic [12, 2, 29, 30]. NNs benefit from computational tools that can be applied for estimation of non-linear systems. Their training is based on input and output data; which provide non-linear mappings from the system input to output. These networks are typically considered black boxes, given that most users have little interaction with the inner workings of the model. On the other hand, fuzzy logic techniques follow a rule structure that is easier to understand or alter. They have proven to be effective in the field of performance estimation and pattern recognition. However, they require expert knowledge of the system [38]. ANFIS models which are considered grey box models, possess acceptable numerical accuracy while providing meaningful interpretation by combining neural networks and fuzzy logic.

To initialize any data driven approach, the data must be prepared to be utilized by the selected technique. One necessary step is to solve the issues related to missing values. In many studies conducted on SCADA data, the missing values were removed [39, 40, 15, 13]
while many algorithms have been developed to otherwise address this issue and generate a smoother dataset. These algorithms perform differently based on the application, dataset, and missing values pattern. Some of the more frequently used algorithms include multi objective genetic algorithm [41], fuzzy c-means clustering [42], decision tree algorithm [43], expectation maximization [43], multilayer perceptron [44], support vector regression [45], self-organizing map [46], and local least square imputation [47].

Numerous research efforts have been made to estimate the power output of turbines applying various techniques. Kusiac et al. [15] compared non-linear parametric models with k-NN method as a performance monitoring tool. Many studies [13, 40, 15, 48] applied neural networks for estimating power production concluding that this method is powerful and suitable to fulfill its purpose. ANFIS was also applied in [40] and [14] for power and power coefficient estimation, respectively.

The work introduced in this paper mainly focuses on the prediction of wind turbine future power production. For this purpose, input parameters are selected based on both physical and statistical evidence of influence of each signal in the SCADA data, on power production. Then a dynamic ANFIS model is constructed to predict future performance of turbines. In addition, to more appropriately train the network, an imputation algorithm is applied to replace missing values and outliers with imputed values.

The main originality of this chapter is in the way that the network is designed. The novel application of decision tree concept to substitute missing values improves the dataset quality. Moreover, the aggregation of the proposed feature selection method and dynamic ANFIS model creates an effective tool to predict future performance of the turbines. Simulation results based on the field measurements show that the combination of all these methods gives rise to an acceptable error margin. For the purpose of network evaluation, Mean Absolute Error (MAE) is employed.

A brief system description is presented in Section 3.2. Turbines description and dataset preparation are explained in Section 3.3. The applied imputation algorithm is detailed in this section. Section 3.4 introduces the modeling design procedure consisting of feature extraction, ANFIS networks and performance estimation and prediction. Simulation and test results are presented in Section 4.6. Finally, Section 4.7 concludes with a summary of
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Figure 3.2.1: Different Components of a Horizontal Axis Wind Turbine

3.2 System Description

Wind turbines are mechanical devices designed to harvest kinetic energy from wind and convert it into electrical power. They are comprised of many parts that create a complex system in terms of mathematical modeling. A schematic of location of various parts of a horizontal axis, pitch regulated wind turbine, is illustrated in Figure 4.2.1. Theoretically, the power generated by the wind turbine is calculated using the following equation

\[ P = \frac{1}{2} \rho AC_p V^3 \]  

(3.2.1)
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where $\rho$ is the air density, $A$ is the rotor sweep area, $V$ is the wind speed, and $C_p$ is the power coefficient. This coefficient is the ratio of actual electric power produced by a wind turbine divided by the total wind power flowing into the turbine blades at specific wind speed. It can be obtained by expression proposed by Heier [23].

However, the power curve of a commercialized wind turbine, which illustrates active power in different wind speeds, does not follow the same trend as equation 4.2.1. A sample power curve from one of the turbines investigated in this study is shown in Figure 4.2.2. There are three distinct regions in the power curve. Wind turbines do not start operating until the wind speed reaches a minimum value called cut-in speed. For lower speeds, it is not economical to start the turbines. In the second region, as the wind speed increases, the output power also grows rapidly until it reaches the rated power. Finally in the third region, the power output remains constant. This region ends when the wind speed exceeds the maximum cut-out speed beyond which turbines blades are regulated to not rotate and brakes are activated to prevent mechanical failures. The values for cut-in and cut-out speeds vary depending on turbine size and rating, but it is normally between $2 \sim 4$ m/s and $22 \sim 25$ m/s for cut-in and cut-out speeds, respectively.
3.3 Dataset Preparation

In this study, twenty-one, 2.3 MW, pitch-regulated wind turbines have been investigated. These turbines are located in a wind farm in Ontario, Canada, and the dataset obtained from SCADA system, cover a range of 20 months. The layout of the turbines is shown in Figure 3.3.1. Data collection systems are not perfect and the obtained data nearly always contain missing, incorrect, and noisy values often the result of sensor malfunction. The outcome of data mining algorithms can be significantly affected by such values thus making data pre-processing absolutely essential [43, 49, 50, 51].

To carry out the pre-processing in the dataset under investigation, the following steps are taken:

1. Accuracy check, 2. Missing value labeling, 3. Data range scaling

The sequential execution of these steps are explained in the following sections:
3. APPLYING ANFIS TO PREDICT WIND TURBINE POWER PRODUCTION

3.3.1 Accuracy Check

This first step is an investigation of the sensors performance; which is done by checking the data range. At this stage, outliers are removed and a smoother data set is generated. It is important to carefully choose the range to avoid classification of real measured values as outliers. This can be the reason for not detecting the abnormal behavior of turbines and is particularly challenging for temperature values of components or lubricants. This stage of pre-processing ensures that the data range is as expected, mutual consistency of components is met, and finally, input and output vectors are consistent. This is especially critical for supervised learning applications [48, 52, 53].

In the existing studies conducted on the SCADA data of wind turbines, outliers of the entire dataset are removed. In this paper, however, they are treated as missing values as explained in the following section.

3.3.2 Missing Value Labeling

Having some missing values in such a large data collection system is not uncommon. These unknown values can negatively impact the value of the data analysis. Data mining algorithms and techniques are not designed to directly handle these values and they are particularly sensitive to them during the training phase. For instance, if a supervised learning tool tries to fit a curve to these values, the generalization error will drastically increase [54]. Subsequently, it is imperative to highlight them and clarify how they should be treated [55].

In the studies conducted on SCADA data, it was common to neglect the whole record of data when one value was missing. Due to large amount of data available, it was stated that there was no need for estimation. This may not be the best approach, since useful information can be lost [54, 56]. It should be highlighted that there can be more than 150 signals in a turbine SCADA dataset where each signal is designated as a column. So, even if only one signal is missing, the others would also be deleted by this approach. In addition, obtaining consecutive historical data of system performance is critical in data-driven analyses. Thus, ignoring the entire instance because one sensor is not functioning properly, damages the reliability of network outcomes.
Observation of sudden changes in the wind pattern as a major factor in power production is customary. So, it is necessary to have access to continuous historical data to thoroughly investigate a turbine performance in all conditions. This is even more important for performance prediction. Thus, the replacement of missing values (in both situations of actual missing values and outlier removal) with plausible data is necessary. This process is called data imputation [57]. This process can be carried out by applying both statistical learning theory and machine learning tools [58]. Selection of the most appropriate method depends on the application, type and size of dataset, number and pattern of missing values, maximum acceptable imputation error, and computation capacity.

The simplest manner of imputation is to replace the missing value with the mean or mode of each attribute. This works best with small datasets when data range is not very wide. For SCADA data, however, it may be more suitable to employ more advanced techniques, since it includes a very large number of instances.

The other common method is K-Nearest Neighbor (K-NN) technique [59]. In this technique, to impute the missing value from the $i$th instance and $j$th attribute ($r_{ij}$) from a dataset $D_f$, $k$ number of the most similar instances in $D_f$ are found. This similarity measurement is done by utilization of various distance functions such as Euclidean, Manhattan or Minkowski according to Equations 3.3.1, 3.3.2, and 3.3.3

$$\sqrt{\sum_{i=1}^{k} (x_i - y_i)^2}$$  \hspace{1cm} (3.3.1)

$$\sum_{i=1}^{k} |x_i - y_i|$$  \hspace{1cm} (3.3.2)

$$\left[\sum_{i=1}^{k} (|x_i - y_i|)^q\right]^\frac{1}{q}$$  \hspace{1cm} (3.3.3)

where $x_i$ and $y_i$ are the points in the space and $k$ represents the number of points.

When the neighbors are found, the algorithm replaces the missing value of each attribute with the mean value of that same attribute from the recognized neighbors. The main advantage of this technique is its simplicity. The major drawback for this method is that it
needs to search through the entire dataset to find the neighbors. This can be computationally expensive for large datasets such as SCADA data.

The other powerful algorithm for imputation is Expectation Maximization (EM) algorithm; which has been applied in several studies [43, 60]. In this method, regression parameters in incomplete attributes are calculated for complete datasets (where their missing values are removed) with available values from estimation of mean and covariance matrix. Afterwards a conditional expectation value replaces the missing ones and finally covariance matrix will be re-estimated to optimize the imputed value. After several iterations when there is none, or a negligible update in imputed values, the process is finished and the completed dataset is generated. Although this method usually returns acceptable imputation errors, the iterative pattern of this method consumes non-trivial quantities of time and memory for large datasets.

There must always be a reasonable balance between the complexity of applied algorithm, which determines the outcome error, and its simplicity of implementation. Many aspects affect the path to reach this goal. For analysis of SCADA data, in this paper, a combination of decision trees and mean value has been applied to efficiently create this balance.

Decision trees split data sets into smaller parts and place them in leaf nodes. It is performed in a top-down manner from the root node. In the beginning, all the training instances are at the root. They are then partitioned into subsets according to the selected attributes. This selection can be based on a variety of statistical measures. One of the most popular ones, is information gain, which is itself based on the concept of Gibbs entropy as expressed in Equations 4.3.1 and 4.3.2.

\[ E(T) = \sum_{i=1}^{c} -p_i \log_2 p_i \]  

\[ E(T, X) = \sum_{c \in X} p(c) E(c) \]  

where \( E \) is the entropy, \( c \) is the number of possible outcomes, and \( p_i \) is the possibility of each outcome. \( T \) and \( X \) represent the features in the dataset, where \( T \) is the target feature.
3. APPLYING ANFIS TO PREDICT WIND TURBINE POWER PRODUCTION

Figure 3.3.2 illustrates a schematic of a decision tree when the data is divided into different groups by the target feature of $T$, and then, divided further into smaller sets, applying different ranges in two features of $X_1$ and $X_2$. The last feature applied to split the dataset, in this figure, $X_2$, is called the class attribute. Sub datasets of $d_1$, $d_2$, ..., $d_j$ include the data points placed in each leaf. The imputation procedure of this approach is divided in the following steps [43] as also summarized in Figure 3.3.3.

Step 1: The missing values in the dataset are identified. Then the data is separated into two datasets of complete ($D_c$) and incomplete ($D_i$) in a way that all instances with missing values are in $D_i$.

Step 2: The target is to create sub datasets of $d_j$ consisting of the data in each leaf in each decision tree. To do so, the numerical values are generalized for building the trees. The number of groups to divide the numerical values is the root square of the domain size of that feature. Next, the features in which they include missing values are identified and then a set of decision trees (based on $D_c$) is made considering each of those features with missing values as the class attributes.

Step 3: Sub datasets of $d_j$ are created where only complete records are included. It is again emphasized that these data are those in each leaf, so the number of sub datasets of $d_j$ is equal to the number of leaves. At this stage, the aim is to add the instances with missing
values to the leaf they belong to. For this purpose, after finding each missing value, its respective feature is identified. Then, the decision tree; which has that particular feature of the class attribute, is selected, and the target leaf for that record is predicted. That record is then added to that leaf sub dataset \((d_j)\). If one record has more than one value missing, that record will be added to more than one leaf, since different trees have been used to predict the target leaf.

Step 4: The imputation is performed. First, each feature with a missing value in each instance in \(D_i\) is identified and then the sub dataset, where that record was added to, is recognized. The imputation is executed using mean value of each feature in the leaf. Then, the missing value is replaced by the imputed one in \(D_i\). Finally, \(D_c\) and \(D_i\) are combined together to form the completed dataset.

### 3.3.3 Data range scaling

When applying multiple inputs to train a model, it is essential to have all variables in the same range. Otherwise, the one with the wider range will dominate during training, overshadowing possibly more influential parameters. The most common method for scaling is presented in Equation 3.3.6.

\[
N = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

(3.3.6)

where \(N\) is the normalized variable and \(X\) is the variable.

### 3.4 Modeling Design Procedure

This section introduces the design methodology of the proposed prediction method. The basic idea is to develop an intelligent predictor to fully track the power curve of the wind
turbines using dynamic ANFIS networks. For this, at first, the feature extraction method is explained. Then, the ANFIS is presented, followed by clarification of estimation and prediction concepts, and how networks are defined in each situation.

### 3.4.1 Feature Extraction

There are substantial number of tracked variables in wind turbine SCADA systems. Taking all of them into consideration for performance monitoring or prediction is not practical and may not be helpful. Selection of appropriate features initially depends on the desired modeling type and investigated target. It is very common to choose parameters solely based on physical understanding of systems [61]. In this approach, features are selected on the basis of conceptual relevance and influence on the wind turbines power production according to Equation 4.2.1

Based on common sense and Equation 4.2.1, which demonstrates that wind speed is the most influential factor, many researchers considered it as the only input parameter [39, 13]. However, it has become apparent that other factors also need to be utilized to create more reliable models. Those factors may include environmental aspects such as wind direction or ambient temperature as argued by Schlechtengen et al. [40]. Other factors; which may initially seem irrelevant, can potentially play a positive role in the establishment of reliable models. In addition, it should be noted that machine learning algorithms will not perform well when the number of input parameters is irrationally high. Therefore, to find the optimum number of input parameters, statistical correlation method is applied here in addition to system physical understanding. Correlation coefficients of variables ($r$) are calculated by means of the following equation:

$$r = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}}$$

where $x_i$ and $y_i$ are the two variables that are investigated for correlation which in this study, can be any of the input parameters and the output power, $n$ is the number of each variable and $\bar{x}$ and $\bar{y}$ are the mean values. This coefficient, which has a value from -1 to 1, shows the strength of relationship between two variables. Absolute value of 1 indicates perfect
correlation while zero means no correlation. Negative values show reverse relationship [61]. Greater value of \( r \) for each signal means that parameter has more influence on power and is a more suitable input candidate.

### 3.4.2 Adaptive Neuro-Fuzzy Inference System

Application of ANFIS models in wind turbines power curve monitoring was first introduced by Schlechtingen et al. [40] in 2013. The ANFIS method was developed to be able to benefit from the best of both fuzzy logic and neural networks. These models, which were first introduced by Takagi and Hayashi [62], are a combination of fuzzy logic and neural networks.

In fuzzy logic, membership functions are employed to provide a mechanism of inference. Two very common types of fuzzy inference have been proposed by Mamdani [63] and Sugeno [64]. In the Mamdani type, the consequent part is a fuzzy linguistic value while in Sugeno, it is a non-fuzzy equation. For the purpose of wind turbines power prediction, the Sugeno type is an acceptable choice since it is proven to be computationally efficient, generates continuity of output surface, and a non-fuzzy equation can represent the consequent part.

According to Sugeno fuzzy model, a sample set of rules can be constructed as follows:

Rule 1: If \( x_1 \) is \( A_1 \) and \( x_2 \) is \( B_1 \), then \( f_1 = p_1 x_1 + q_1 x_2 + r_1 \)

Rule 2: If \( x_1 \) is \( A_2 \) and \( x_2 \) is \( B_2 \), then \( f_1 = p_2 x_1 + q_2 x_2 + r_2 \)

where \( p_i, q_i \) and \( r_i \) are adaptive parameters and \( A_i \) and \( B_i \) define the membership functions. This precise mathematical modeling in fuzzy logic requires an expert knowledge of the system, it is normally very time consuming and computationally challenging task to perform. On the other hand, neural networks can handle a variety of non-linear performance estimation, prediction, and even pattern recognition with fast computational abilities, but no inference capability. ANFIS models create a computationally efficient environment while providing an inference mechanism. As a result, ANFIS networks can process the data faster without the need of expert knowledge.

Figure 3.4.1 represents a typical ANFIS structure with two inputs and one output. An
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FIGURE 3.4.1: A Typical ANFIS Network Structure
ANFIS network typically consists of five layers with a feed forward structure. Each layer is formulated by mathematical functions as below [65]:

1. In this layer, the adaptive nodes have linguistic labels and the output is the membership function of that label:

\[ OL_1 = \mu_{A_i}(x_1) \]  \hspace{1cm} (3.4.2)

\[ OL_1 = \mu_{B_i}(x_2) \]  \hspace{1cm} (3.4.3)

2. In this layer, nodes are fixed. The firing strength of each rule \((w_i)\) is calculated by each node by means of multiplication of incoming signals:

\[ OL_2 = w_i = \mu_{A_i}(x_1)\mu_{B_i}(x_2) \]  \hspace{1cm} (3.4.4)

3. Again in this layer, nodes are fixed. The result of the previous layer is normalized by each node in this layer. The outcomes which are called relative firing strength \((\bar{w}_i)\) are calculated as below:

\[ OL_3 = \bar{w}_i = \frac{w_i}{\sum_{j=1}^{i} w_i} \]  \hspace{1cm} (3.4.5)

4. Similar to layer 1, nodes are adaptive in this layer. Multiplication of previous layer output (relative firing strength) and the adaptive parameters, are outputs of this layers nodes:

\[ OL_4 = \bar{w}_i f_i = \bar{w}_i (p_i x_1 + q_i x_2 + r_i) \]  \hspace{1cm} (3.4.6)

5. When having only one output, this layer has one node. The output of this layer is the summation of all signals resulted from the previous layer:

\[ OL_5 = \sum_{i=1}^{j} \bar{w}_i f_i = \frac{\sum_{i} w_i f_i}{\sum_{i} w_i} \]  \hspace{1cm} (3.4.7)

As noted in [65], various ANFIS structures can be obtained by combining those layers.

To train the networks, hybrid or back propagation method is applied. This includes gradient descent and least square methods which determine the optimum values of adaptive parameters in layers 1 and 4. This is done to minimize the network output error.
The dataset is divided into two sets; the training and test data. In the process of training, the training algorithm keeps operating until the desired performance is achieved in which the calculated weights are saved. Otherwise it continues to reach the previously set value for maximum number of epochs. Finally, the trained network is validated by the test data and the network test error is calculated.

### 3.4.3 Estimation and Prediction

In any data driven modeling, networks can be built for two different purposes. Either estimation or monitoring of the output is targeted, or the model is constructed to predict the future output value based on the current history of the machine. Defining the datasets for network training depends on whether it is developed for monitoring or prediction. In monitoring, the target is to estimate the output value in the time when the input signals are available. In other words, at any time during a machine performance, the network is trained to return the output value at time \( t \) when it is trained by input parameters at the same time \( t \). The mathematical representation of the monitoring is described as below:

\[
Y(t) = f(u_1(t), u_2(t), \ldots, u_i(t)) \tag{3.4.8}
\]

where \( Y \) and \( u_i \) represent the output and input parameters, respectively.

In contrast to monitoring, when a network is designed to make a prediction of future performance of a machine, input and output signals are not acquired at the same time. In this case, based on the available input signals at time \( t \), network is designed to predict the output at the time \( t + M \). The value of \( M \) depends on the frequency in which the data have been acquired and also how far into the future the network is supposed to make the prediction. Similarly, the mathematical expression for prediction is presented below:

\[
Y(t + M) = f(u_1(t), u_2(t), \ldots, u_i(t)) \tag{3.4.9}
\]

It should be noted that the term prediction has been used in many studies conducted on wind turbines power curve where the intention was to provide an estimation of output power at
the same time when the values of input signals were gathered. Although in these situations, the established networks were predicting a value for the power, the system was just being monitored and not predicted. The actual concept of prediction is fulfilled only when the power at the time \( t + M \) is given by the network while the inputs at the time \( t \) were provided for training.

To determine networks performance Mean absolute Error (MAE), the following formula is employed:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i|
\]  

(3.4.10)

where \( x_i \) is the predicted value by the ANFIS and \( y_i \) is the actual value. MAE indicates the closeness of predicted results with true values and thus creates an appropriate understanding of the model accuracy.

### 3.5 Simulations and Results

In this section, results of the applied imputation technique, feature extraction analysis and performance of various established ANFIS models will be presented.

#### 3.5.1 Imputation Validation

Before training the networks, imputation must be carried out as part of the data preprocessing stage. In order to apply the described imputation algorithm including the combination of decision tree and average value on the dataset, this method needs to be validated to ensure its suitability for SCADA data. For this purpose, a sub dataset of SCADA system which contains no missing values is selected. Then some random values from a variety of features and records are removed to create a dataset containing missing values, where in reality the true values are known. The dataset was created in such a way that it contained 5 percent of missing values, roughly the same proportion as observed amount of missing values, outliers and out-of-range signals in SCADA data. The imputation is then performed on this sub dataset to compare the imputed values with the true values from the complete dataset. Normalized Root Mean Square (NRMS) error was applied to calculate the im-
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TABLE 3.5.1: Correlation Coefficients of the selected signals

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Pearson product-moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed</td>
<td>0.939</td>
</tr>
<tr>
<td>Rotor Speed</td>
<td>0.926</td>
</tr>
<tr>
<td>Gear Temperature</td>
<td>0.893</td>
</tr>
<tr>
<td>Blade Pitch Angle</td>
<td>0.663</td>
</tr>
<tr>
<td>Blade Pitch Angle SD</td>
<td>0.582</td>
</tr>
<tr>
<td>Rotor Speed SD</td>
<td>-0.294</td>
</tr>
<tr>
<td>Gear Temperature SD</td>
<td>-0.273</td>
</tr>
<tr>
<td>Turbulence Intensity</td>
<td>0.185</td>
</tr>
<tr>
<td>Active Power SD</td>
<td>0.114</td>
</tr>
<tr>
<td>Wind Direction SD</td>
<td>-0.091</td>
</tr>
<tr>
<td>Wind Direction</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Computation error. This is the most applied error type to investigate the imputation results in numerical datasets. NRMS is calculated according to the following formula:

$$NRMS = \frac{\|X^{estimate} - X^{original}\|}{\|X^{original}\|}$$  \hspace{1cm} (3.5.1)

$$\|A\| = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2}$$  \hspace{1cm} (3.5.2)

Where $X^{estimate}$ is the imputed value by the algorithm and $X^{original}$ is the true value. Norm of a matrix is also calculated based on Equation 4.6.2. After imputation, the $NRMS$ is calculated to be 0.0306. This is a very low error which clearly validates the implemented procedure for imputation, and confirms that it can also be trusted in real application when actual values are unknown.

The networks established based on the pre-processed dataset are described in the following section.

### 3.5.2 Feature Extraction Analysis

Features to be considered as potential input parameters and their correlation coefficient with active power are summarized in Table 4.6.1. This selection is made based on available data, physical understanding of wind turbines and the most common parameters selected in the literature. It is confirmed in Table 4.6.1 that wind speed, which is expected to have the strongest correlation with output power in comparison with other signals, has the closest number to 1 with the coefficient value of 0.939.
In this study, dynamic networks are created which means that the latest available output power, which is at the time \( t - 1 \), is also defined as an input parameter. The other input signals are selected based on the results shown in Table 4.6.1. These parameters are wind speed, rotor speed and gear temperature.

### 3.5.3 ANFIS Networks Structure

In order to establish the ANFIS networks, the following items must be determined:

1. **Type of Membership Functions (MFs):**

   Various functions can be applied for input and output parameters to serve as membership functions. MFs are basically arbitrary curves that depend on the kind of application for which they are utilized. For this study, the Gaussian function is employed for input parameters as it is proven to work best for most applications which also generates flexibility, and for output parameter, the linear function is applied.

2. **Number of Membership Functions (MFs):**

   Unlike modeling by fuzzy inference system in which, the number of MFs is determined by a system expert [66], in ANFIS structure, this number can be found by investigating the networks error. Theoretically, increasing the number of MFs will decrease the error until it reaches its minimum value and beyond that, further increase in the number of MFs will result in higher errors. On the other hand, the larger the number of MFs, the longer the computational time. Thus, to determine the optimum number, the error of each network is calculated using different number of MFs and when the error stops to considerably decrease, that number is set to be the number of MFs [40]. It is also worth noting that for each input, a different number of MFs can be defined [10]. In this study, three MFs for each input is applied.

3. **Input and output parameters**

   Since our concern here is prediction of power production, active power is chosen. There are two general structures for input parameters. In the first structure, a static network can be established where the chosen signals in the feature extraction section can be utilized. The other way is to create a recurrent network by including previous values of active power as a
separate input. It is important to emphasize that in the actual application, when objective is to predict the active power at the time $t + M$, the value of power at the time $t$ is unknown. The latest known value of power to be used as an input is at the previous time $t − 1$. Based on that, the training dataset is defined as below:

$$A = [u_i(2 : end − M, j); Y(1 : end − (M + 1), k)]$$

$$B = Y(M + 2 : end, k)$$

where $A$ and $B$ are training datasets for inputs and output, respectively. Also, $j$ and $k$ represent the column number of inputs and outputs in the dataset. This means that for static terms of inputs ($u_i$), training dataset starts from the second data point and ends with the point that has $M$ distance from the last point. For the recurrent term ($Y$), training dataset starts from the first point and ends with the point that has $M + 1$ distance from the last point. For the test dataset, however, it starts from the point that has $M + 2$ distance from the first point and ends with the last point. The reason for this type of definition is twofold; a) Matrices dimension must be consistent and b) In order to apply all records in training phase, training dataset for input features must start from the second data point. Here, the first data used for $Y$ is at $t – 1$ when $t = 2$.

### 3.5.4 Data Obtaining frequency

In order to make a prediction that has pragmatic utility for wind farms, it is important to define values of $M$ in a way that, there is sufficient time for operators to take necessary action when required. This implies that the frequency in which the data points are gathered determines how far in the future, the prediction is made. For this study, a dataset with one hour time intervals was created. In other words, when $M = 1$, the prediction is for the average power production in the next hour, and $M = 2$ shows prediction for the next two hours and so on.

Prediction for five different steps is carried out and MAE is calculated and also scaled according to the method proposed in [40]. This prediction is made in two situations. First, the network is trained using the dataset without performing imputation in which missing values are removed. Then, it is trained again employing the imputed dataset. Comparison
of the results in these two cases, which is illustrated in Figure 3.5.1, shows the influence of imputation. As expected, by increasing the value of $M$ (number of steps), the networks error increases. Depending on application and importance, prediction can be made for various number of steps in future. It is stressed that, the network reliability will decrease significantly with further increase in $M$, since the error rises.

In addition, it can be seen that performing imputation decreased the network error which proves that performing imputation on SCADA data generates smoother datasets that leads to better modeling. It should be emphasized that, the imputation algorithm proposed in this study, is not very complex, and thus, not a time consuming process with heavy computations. It is, therefore, a robust to reduce the network error by performing it prior to training. Even slightest improvement in prediction of future performance of wind turbines can be very beneficial to operators, since it can create better images of the farm productivity.

3.6 Conclusion

To further improve the profitability of commercial wind energy, it is important to maximize the accuracy of wind farm performance monitoring systems. To achieve this goal, a new methodology was herein proposed for performance prediction of wind turbines. The introduced technique was based on the combination of a feature selection method, imput-
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tation algorithm, and Adaptive Neuro-Fuzzy Inference System (ANFIS). This method was applied to investigate the power curves of 2.3 MW pitch regulated wind turbines.

It was shown how the correlation coefficient could properly identify the most significant features to be considered as the network inputs. It was also demonstrated that the result of this analysis could help improve the previously recognized method; which was based on a physical appreciation of the system. The proposed imputation algorithm was tested using a dataset containing 5 percent of missing values and the obtained results based on the NRMS verified the capabilities of this decision tree based method for replacing missing values in SCADA data.

The proposed structure for the ANFIS network was tested and resulted in favourably low errors for power production prediction. This clearly illustrated the potential of such method to accurately estimate a wind farm power generation in future hours. It was also shown that applying imputed dataset significantly reduced the network error over a dataset with the imputed values omitted. The results also indicated that prediction of further steps into the future would result in greater prediction error, which was anticipated.

The proposed condition monitoring system is capable of presenting realistic pictures of machine performance, reducing false alarms, and help improve the profits of wind farms by detection of underperformance and prevention of unexpected failures.
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CHAPTER 4

Power Production Prediction of Wind Turbine Using Fusion of MLP and ANFIS Networks

4.1 Introduction

Large scale wind facilities are approaching the output rating of conventional power plants, enlightening the importance of precise system condition monitoring in managing optimal turbines operation. Active control has an immediate impact on the cost of wind energy. Moreover, high performance and reliable controllers are essential to enhance the competitiveness of wind technology. Accurate modeling of wind turbines as targeted by the current research can enhance wind energy production capabilities and reliability, and give rise to a general reduction in financial risk of wind farm investment.

There are three general methods for any system modeling. Physics-based models, data-driven approaches and hybrid methods, which are the combination of the first two, can be employed [1, 2]. The method selection is based on the systems characteristics, application, modeling purpose, and information availability.

Various methodologies can be considered for condition monitoring and performance optimization of wind turbines. These include methods of determining wind turbine condition through addressing structural and aerodynamic concerns pertaining to wind turbines. Two major categories of such studies include airfoil shape optimization and entire blade performance optimization [3, 4, 5]. These types of studies are conducted using numerical
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analysis employing concepts like Computational Fluid Dynamics (CFD) or Finite Element Analysis (FEA) [6, 7, 8, 9] and experimental approaches [10, 11, 12]. Each of these methods encompasses certain limitations. Numerical analysis outcome mainly suffers from required simplifications and necessary validation. Similarly, laboratory experimental models are more expensive and the entailed challenges normally put their industrial application at risk. Moreover, they do not address current issues associated with wind farms such as underperformance and unexpected failures. These issues constrain the applicability and practicality of physics-based models in analyzing wind turbines where complex, non-linear relationship between subsystems causes numerous difficulties to effectively model the system. Consequently, physics-based models might not return similar results to actual commercialized machines.

Alternatively, data-driven approaches can be applied that analyze machine historical performance data. These methods are generally less costly than physics-based methods, and since wind farms have access to Supervisory Control And Data Acquisition (SCADA) data, they are suitable choices for performance optimization of wind turbines.

For the systems that expert knowledge is available but still consist of uncertainties and unknown influential factors, hybrid methods can be employed. In such cases like wind turbines, when comprehensive mathematical modeling based on the physical knowledge is practically impossible and also, a large amount of data is available, hybrid approaches are the best choice. This method, which benefits from the advantages of both types is applied in this paper.

A significant number of techniques function based on the historical performance of a system. These techniques include the algorithms that do not require expert knowledge of the system such as Neural Networks (NNs) [2, 13, 14, 15], Adaptive Neuro-Fuzzy Inference System (ANFIS) [16, 17], Support Vector Machines (SVM) [18, 19], regression methods [20, 21, 22] and Probability Density Functions (PDF) [23, 24, 25, 26, 27]. The algorithms that demand expert knowledge are normally more challenging to employ mostly due to difficulties associated with translating the expert knowledge into mathematical expressions. Such methods include Fuzzy Logic (FL) [28, 29], Bayesian analysis [30, 31], Markov model [32, 33] and signal processing methods [34, 35, 36].
To initiate training of the networks for any aforementioned algorithm, the input parameters must be determined. In this research, a combination of practical knowledge related to wind energy and farms and a recursive Principal Component Analysis (PCA) is utilized. PCA is a useful statistical technique practiced in various research areas to find a latent pattern in high dimensional data. It helps express and highlight similarities and differences in the dataset and can be utilized for condition monitoring, pattern recognition, anomaly detection, etc. for various industrial processes. In such applications, PCA, formulated as a multivariate statistical process control task, extracts a few independent components from highly correlated process data and use them to monitor the operation of the process more efficiently [37, 38, 39]. In addition, unlike many studies conducted on SCADA data where missing values were removed [15, 40, 41] as part of the data pre-processing, they are substituted by application of the decision tree concept in this paper.

The work presented in this paper introduces a new data fusion methodology to predict future wind turbine generated power. For this purpose, a classification fusion scheme is proposed to merge two different networks of MLP and ANFIS. Data fusion approach utilizes available informative sources to enhance decision-making processes. The synergistic use of overlapping and complementary data sources enable a rich database which is not otherwise available through individual sources. Therefore, the fused monitoring tool can result in a more precise and reliable outcome by applying the complementarities among different networks.

The principal novelty of this paper includes combining an efficient imputation method with a dynamic PCA approach to extract suitable input parameters; which enables the establishment of a comprehensive prediction tool. Furthermore, a new dynamic fused structure is established to benefit from two diverse classifiers to improve the precision of the prediction.

The paper is organized as follows. A brief Mechanical System Description is presented in Section 4.2. Data pre-processing is explained in Section 4.3. The applied imputation algorithm is thoroughly explained in this section. Section 4.4 introduces the fusion classification scheme consisting of OWA operator, MLP, and ANFIS networks. Off-line and on-line PCAs are mathematically expressed in Section 4.5. Simulation and test results
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4.2 Mechanical System Description

Wind turbines are mechanical devices that are used to generate electricity from the kinetic power of the wind. They are complex, nonlinear, dynamic systems forced by gravity, stochastic wind disturbances, and gravitational and gyroscopic loads. The aerodynamic behavior of wind turbines is also nonlinear, unsteady, and complex. Turbine rotors are subjected to a complicated three-dimensional turbulent wind inflow field that drives fatigue loading. Consequently, wind turbine modeling is also complex and challenging. Accurate models must contain many degrees of freedom (DOF) to capture the most important dynamic effects. The rotation of the rotor adds complexity to the dynamics modeling. Designs of control algorithms for wind turbines must account for these complexities. Algorithms must capture the most important turbine dynamics without being too complex or impractical [42]. A schematic of the location of major parts of a horizontal axis, pitch regulated wind turbine, is illustrated in Figure 4.2.1.

FIGURE 4.2.1: Main Components of a Horizontal Axis Wind Turbine

are presented in Section 4.6. Finally, Section 4.7 concludes with highlights of the major findings.
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The wind turbine control system consists of sensors, actuators and a system that ties these elements together. A hardware or software system processes input signals from the sensors and generates output signals for actuators. The main goal of the controller is to modify the operating states of the turbine to maintain safe turbine operation, maximize power, decrease damaging fatigue loads, and detect possible fault conditions. A supervisory control system starts and stops the machine, yaws the turbine when there is a significant yaw misalignment, detects fault conditions, and performs emergency shut-downs. Other parts of the controller are intended to maximize power and reduce loads during normal turbine operation.

Theoretically, the power generated by a wind turbine is calculated using the following equation

$$ P = \frac{1}{2} \rho A C_p V^3 $$

(4.2.1)

where $\rho$ is the air density, $A$ is the rotor sweep area, $V$ is the wind speed, and $C_p$ is the power coefficient. However, a similar trend is not observed in the power curve of a commercialized wind turbine. A typical power curve of a wind turbine consisting of three regions is shown in Figure 4.2.2. Wind turbines start operating when the wind speed reaches a minimum value called cut-in speed. In the second region, as the wind speed increases, the output power also grows rapidly until it reaches the rated power. Finally, in the third region, the power output remains constant. This region ends when the wind speed exceeds the maximum cut-out speed. If a turbine is in generating mode when the wind speed exceeds the cut-out speed, the blades, generator, and even the drive between them can be damaged. To avoid that, at higher speeds, the pitch is set to the feathered position so that rotation speed decreases and comes to a quick full stop.

4.3 Data Pre-processing

In this research, twenty-one, 2.3 MW, pitch-regulated wind turbines have been investigated. These turbines are located in a wind farm in Ontario, Canada, and the dataset obtained from SCADA system covers a range of 20 months. The turbine layout can be observed in
4. POWER PRODUCTION PREDICTION OF WIND TURBINE USING FUSION OF MLP AND ANFIS NETWORKS

Figure 4.2.2: A typical power curve

Figure 4.3.1. Due to a customary deficiency in data collecting systems such as SCADA, it is inevitable to pre-process the data for any type of decision-making purposes [43, 44, 45, 46]. Collected data often include missing, incorrect, and noisy values. This type of inaccuracy and low quality in data cause a significant reduction in the excellence of any network training since these types of networks are highly sensitive to the data quality [47].

To carry out the pre-processing, the following steps are taken in the presented order: Accuracy check, treatment of missing values, and data range scaling. The sequential execution of these steps are explained in the following sections.

4.3.1 Accuracy Check

To control and investigate sensors performance, data range check is carried out. In this stage, outliers are removed to generate a smoother data set. It is extremely important to carefully choose the range to avoid classification of real measured values as outliers. This might prevent detection of abnormal behavior of turbines. This stage of pre-processing ensures that the data range is as expected, mutual consistency of components is met and finally, input and output vectors are consistent. This is especially critical for supervised
Unlike similar studies conducted on the SCADA data of wind turbines in which outliers of the entire dataset are removed, in this paper, they are treated as missing values. The imputation of these values is explained in the following section.

4.3.2 Treatment of Missing Values

Missing values bring harmful consequences to data analysis. Data mining algorithms and techniques are not designed to directly handle these values and they are particularly sensitive to them during the training phase. For instance, if a supervised learning tool tries to fit a curve to these values, the generalization error will drastically increase and suitable training will not be achieved [51]. Subsequently, it is imperative to identify them and clarify the treatment method [52].

Since there is a large amount of information available in SCADA data, it was claimed that there was no need for estimation of missing values in similar conducted studies. It was very common to neglect the entire record of data when one value was missing in such studies. This is not the best approach since useful information can be lost [51, 53]. There are several signals in a dataset collected by SCADA system where each of them is desig-
nated as a column. So, even if only one signal is missing, the others would also be deleted by this approach. In addition, obtaining consecutive historical data of system performance is critical in data-driven analyses. Thus, ignoring the entire row of data just because one sensor is not functioning properly, damages the reliability of the network outcomes. This is a matter of even higher importance in wind turbines analysis.

Wind pattern that is the most dominant factor on turbine power production is subject to rapid variations. This strengthens the importance of having access to uninterrupted historical data in order to provide a prediction of future machine performance. Thus, substitution of missing values (in both situations of actual missing values and outlier removal) with reasonable data is necessary. This process is called data imputation [54]. This process can be carried out by applying both statistical learning theory and machine learning tools [55]. Selection of the proper method highly depends on the application, type and size of dataset, missing values amount and pattern, maximum acceptable imputation error and computation capacity.

The simplest method of imputation is to replace the missing values with the mean or mode of each attribute. This works best with small datasets when data range is not very wide. For SCADA data, however, it is reasonable to employ more advanced techniques, since it includes a significant number of instances.

A substantial number of algorithms have been used in studies conducted for the purpose of imputation. K-Nearest Neighbor (K-NN) technique [56] and Expectation Maximization (EM) algorithm [43, 57] are among the most popular. They have been proven to result in a low imputation error in many cases, although their complexity and iterative manner make it computationally inefficient to utilize them for large datasets. There must always be a reasonable balance between the complexity of the applied algorithm, which determines the outcome error and its required computations. Here, a combination of decision trees and mean value has been applied to efficiently create this balance.

Decision trees split data sets into smaller parts and place them in leaf nodes. It is performed in a top-down manner starting from the root node. In the beginning, all the training instances are at the root. They are then partitioned into subsets according to the selected attributes. This selection can be based on a variety of statistical measures. One
of the most popular measures is information gain, which is based on the concept of Gibbs entropy as expressed in Equations 4.3.1 and 4.3.2.

\[ E(T) = \sum_{i=1}^{c} -p_{i}\log_{2}p_{i} \]  

\[ E(T, X) = \sum_{c\in X} p(c)E(c) \]

where \( E \) is the entropy, \( c \) is the number of possible outcomes, and \( p_{i} \) is the possibility of each outcome. \( T \) and \( X \) represent the features in the dataset, where \( T \) is the target feature. Figure 4.3.2 illustrates a schematic of a decision tree when the data is divided into different groups by the target feature of \( T \), and then, divided further into smaller sets, applying different ranges in two features of \( X_{1} \) and \( X_{2} \). The last feature applied to split the dataset, in this figure, \( X_{2} \), is called the class attribute. Sub datasets of \( d_{1}, d_{2},...,d_{j} \) include the data points placed in each leaf.

The procedure to impute missing values are summarized in the following steps [43] and illustrated in Figure 4.3.3.

Step 1: In this step, after identification of missing values in the dataset \( (Df) \), the data is separated into two datasets of complete \( (Dc) \) and incomplete \( (Di) \) data sets in a way that all instances with missing values are in \( Di \).
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FIGURE 4.3.3: Imputation Procedure
Step 2: In this step, the target is to create sub datasets of $d_j$ consisting of the data in each leaf of each decision tree. At first, in order to create the sub datasets, the numerical values are generalized for building the trees. The number of groups to divide the numerical values is the root square of the domain size of that feature. Next, the features in which they include missing values are identified ($f_1$, $f_2$, ..., $f_n$) and then a set of decision trees (based on $D_c$) is made considering each of those features with missing values as the class attributes ($DT_1$, $DT_2$, ..., $DT_n$).

Step 3: In this stage, we aim to add the instances with missing values to each leaf they belong to. For this purpose, after finding each missing value, its respective feature is identified. Then, the decision tree which has that particular feature as the class attribute is selected and the target leaf for that record is predicted. That record is then added to that leaf sub dataset ($d_j$). If one record has more than one value missing, that record will be added to more than one leaf, since different trees have been used to predict the target leaf.

Step 4: In this step, the imputation is performed. First, each feature with a missing value in each instance of $D_i$ is identified and then the sub dataset, to which that record was added, is recognized. The imputation is done using the mean value of each feature in the leaf. Then, the missing value is replaced by the imputed one in $D_i$. Finally, $D_c$ and $D_i$ are combined together to form the completed dataset ($CD_f$).

### 4.3.3 Data Range Scaling

When applying multiple inputs to train a model, it is essential to have all variables in the same range; otherwise, the one with the wider range will dominate during training, possibly overshadowing more influential parameters.

### 4.4 Wind turbine performance prediction using a fusion classification scheme

This section presents the design procedure of implemented fusion classification technique. The major purpose is to benefit from complementary inference due to each individual MLP
and ANFIS classifiers. In this method, each algorithm is trained over the entire training dataset and a final decision is then made based upon an aggregation space [58]. To develop this technique for the purpose of accurately predicting the machine performance, Ordered Weighted Averaging (OWA) is introduced as the fusion method to integrate inferences of MLP and ANFIS techniques. Then, the structures of MLP and ANFIS networks are demonstrated.

4.4.1 OWA Operator

The OWA operator, in general, creates a class of parameterized aggregations operators including minimum, maximum, and the mean. The basis of this operator has been employed in a variety of applications including data mining, decision making, approximate reasoning, expert systems, fuzzy systems and control [59, 60, 61, 62]. The main advantage of this operator is its capability to encompass various operators bounded between a minimum and a maximum value.

An OWA operator creates a mapping of $F : R^n \rightarrow R$ where $n$ is the space dimension and the associated weight vector $w = (w_1, w_2, ..., w_n)^T$ is in such a way that satisfies the conditions expressed in Equations 4.4.1 and 4.4.2.

$$w_1 + w_2 + ... + w_n = 1, 0 \leq w_i \leq 1, i = 1, 2, ..., n \quad (4.4.1)$$

$$F(a_1, a_2, ..., a_n) = \sum_{i=1}^{n} b_i w_i \quad (4.4.2)$$

where $b_i$ represents the $i$th largest of $a_1, a_2, ..., a_n$.

The most important item in the application of an OWA operator is the employed method to accurately determine the weights. We consider that there are $M$ number of various data, each of which includes values that are provided by $N$ information sources and also the ideal output which is intended to be estimated. Therefore, each example consists of $N + 1$ values and for the $i$th example, it can be expressed as $a_{i1}a_{i2}...a_{iN}|b^i$, where $a_j$ denotes the value provided by the $j$th information source and $b_i$ is the ideal output. For aggregation purposes,
the goal is to find the weighting vector $w$ in such a way that the following condition is met

$$\text{minimize } \sum_{j=1}^{M} (w(a^j_1, ... a^j_n) - b^j)^2$$

Several methods can be employed to address Equation 4.4.3. In this paper, to implement the OWA operators, gradient descent approach is applied [63, 64].

### 4.4.2 Multi-Layer Perceptron (MLP) Neural Network

MLP networks are widely applied for a variety of purposes in data-driven modeling. They are proven to create reliable networks with fast computational capabilities. They are feed forward neural networks that create a mapping between input and output spaces. They have been suitably utilized for pattern recognition, condition monitoring, fault diagnosis, function approximation and many other purposes [65, 66, 67]. The MLP network consists of multiple layers of nodes in the forward direction and all nodes in each layer are fully connected to the nodes in the next layer. There exists three layers of input, output, and hidden layers in its structure. The nodes in the hidden layer are neurons with a non-linear activation function that takes various forms such as hyperbolic tangent, sigmoid, and so on. The output layers, however, mostly use nodes with linear functions while input layer acts as a buffer.

During the training of the network, weights of each input $(w_1, w_2, ..., w_n)$ and also the bias term $(b)$ are determined and then added together to be applied by the activation function. In addition, MLP network employs a supervised learning tool called the error back propagation algorithm for training. A typical structure of an MLP with $n$ number of inputs, $x_1, x_2, ..., x_n$, is illustrated in Figure 4.4.1.

### 4.4.3 Adaptive Neuro-Fuzzy Inference System (ANFIS)

ANFIS models were first introduced by Takagi and Hayashi [68] and also further developed by Jang [69]. They have been extensively operated in many research works and were first employed by Schlechtingen et al. [41] for wind turbine power monitoring purposes. As its
name implies, ANFIS networks are a combination of the quality based fuzzy approach and neural networks adaptive characteristics to achieve enhanced network performance.

Fuzzy logic provides an inference system under cognitive uncertainty while neural networks benefit from computational advantages like adaption, fault tolerance, and generalization. Therefore, ANFIS method is established as NNs and FL are engaged for dealing with cognitive uncertainty in a more qualitative manner. In practice, ANFIS is a fuzzy model that facilitates adapting and learning in a flexible system framework. As a result, ANFIS does not require expert knowledge to establish the modeling system.

The mathematical transformation of expert knowledge in fuzzy logic modeling is a time consuming and challenging task to perform. On the other hand, NNs can confidently handle non-linear prediction and estimation with high computational capabilities. Therefore, this integration of methods can create a computationally efficient environment with an inference mechanism.

The inference mechanism in fuzzy logic is created by utilization of membership functions. Mamdani [70] and Sugeno [71] have proposed two common types of inference systems. In the Sugeno type, the consequent part is a non-fuzzy equation, whereas a fuzzy linguistic value is proposed in the Mamdani type. The Sugeno type is a better choice for wind turbine analysis mainly due to its computational efficiency, continuity of the created output surface and also the fact that a non-fuzzy equation represents the consequent part.

To model fuzzy rules into desired outputs, the Sugeno fuzzy model is implemented as follows:
If \( x_1 = A_i \) and \( x_n = B_j \) then \( f_i = p_i x_1 + q_i x_n + r_i \)

where \( p_i, q_i \) and \( r_i \) are adaptive design parameters that are determined in the training phase. A typical five-layer ANFIS structure is shown in Figure 4.4.2. In this feed-forward structure, parameters in adaptive nodes are constantly adjusted during the training. Mathematical summarization of each layer is presented herein [72, 73].

Layer 1. The first layer consists of adaptive nodes. All the neurons in this layer correspond to a linguistic label and the resulting output is equal to the membership function of this label.

\[
OL_{1i} = \mu_{A_i}(x_1)
\]  

(4.4.4)

Layer 2. Unlike the previous layer, nodes in the Layer 2 are not adaptive (fixed). They estimate the firing strength (\( w_i \)) of a rule calculated by multiplication of incoming signals.

\[
OL_{2i} = w_i = \mu_{A_i}(x_1)\mu_{B_i}(x_n)
\]  

(4.4.5)

Layer 3. The nodes in this layer are also fixed. The output of each layer is the ratio of the \( i \)th rule firing strength over the summation of firing strengths of all rules, as formulated
in Equation 4.4.6. These nodes basically normalize the firing strength of the previous layer.

\[
OL3_i = \bar{w}_i = \frac{w_i}{\sum_{j=1}^i w_i} \tag{4.4.6}
\]

Layer 4. All the nodes in this layer are adaptive. Each node outcome is equal to the multiplication of relative firing strength (found in the previous layer) and the consequent parameter as

\[
OL4_i = \bar{w}_i f_i = \bar{w}_i (p_i x_1 + q_i x_n + r_i) \tag{4.4.7}
\]

Layer 5. The number of nodes is equal to the number of output parameters, which in this case is one. This node operates as a summer and computes the summation of all signals from Layer 4.

\[
OL5_i = \sum_{i=1}^j \bar{w}_i f_i = \frac{\sum_{i=1}^j w_i f_i}{\sum_{i=1}^j w_i} \tag{4.4.8}
\]

There is no unique structure for ANFIS models since a combination of some layers may still produce similar results. According to the structure shown in Figure 4.4.2, there are two adaptive layers. Parameters in the Layer 1 called premise parameters are modified based on the input membership functions. Additionally, in Layer 4, there are three modifiable parameters of \( p_i, q_i \) and \( r_i \) which are first order polynomials. These are the ones that are considered consequent. During the training phase, all these modifiable parameters are tuned in such a way that the network output matches the training data.

### 4.5 Feature Extraction Applying Principal Component Analysis (PCA)

A primary but still important step in any data mining approach is a suitable selection of inputs based on the desired output. In this paper, PCA partially satisfies this goal. This section explains the mathematical basis for off-line and recurrent PCA.

The general procedure for the PCA mathematical calculations in an off-line manner is as follows:
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Step 1: Subtract the mean from the data point values.
Step 2: Covariance matrix is then calculated.
Step 3: At this stage, the eigenvalues and eigenvectors of the covariance matrix are determined.
Step 4: Components are then selected and features are formed. To achieve this result, eigenvectors are sorted based on the eigenvalues from the highest to the lowest. That basically put the components into an order of significance. At this step, the items of lesser significance can be neglected.
Step 5: At this step, a new dataset is formed that finalizes the PCA transformation. Once the important components are kept and the feature vector is created, the transpose of that vector is considered and multiplied by the original dataset on the left of the transposed.

This method is a simple and yet popular multivariate statistical technique, which suffers from a certain disadvantage. This is an off-line method and is only useful for stationary models. To address this issue, the recursive PCA as explained in the following section is employed to track the dynamic behavior of the system.

4.5.1 Recursive PCA

When PCA models are built from the data according to the aforementioned procedure, they are time-invariant, unlike most actual industrial processes that tend to change over time. The main characteristics of the industrial processes that are time-varying include the changes in the mean, variance, and the correlation structure between variables that can affect the number of significant principal components (PCs). In the case of applying a time-invariant PCA model for the condition monitoring tasks in processes that might characteristically change over time, false alarms will occur that obviously question the reliability of the model. Slow time-varying behaviors are normally observed in industrial processes as a result of equipment ageing, sensors or process drifting, and preventive maintenance and cleaning. To address this issue, adaptive or recursive PCA models have been developed [74, 75].

The intent here is to develop a method to update the PCA whenever a new block of data
becomes accessible. Considering \( X^0_1 \) as the initial block of data, the mean of each column is given in the vector

\[
b_1 = \frac{1}{n_1} (X^0_1)^T 1_{n_1}
\]

(4.5.1)

where \( 1_{n_1} = [1, 1, ..., 1]^T \in \mathbb{R}^{n_1} \)

The data is scaled to zero mean and unit variance is given by

\[
\Sigma_1 = \text{diag}(\sigma_{1,1}, ..., \sigma_{1,m})
\]

(4.5.2)

\[
X_1 = (X^0_1 - 1_{n_1} b_1^T) \Sigma^{-1}_1
\]

(4.5.3)

Whose \( i \)th element is the standard deviation of the \( i \)th sensor; \( i = 1, ... m \). The correlation matrix is

\[
R_1 = \frac{1}{n_1 - 1} X_1^T X_1
\]

(4.5.4)

The new block of data is expected to augment the data matrix and calculate the correlation matrix recursively. Assume that \( b_k, X_k \) and \( R_k \) have been calculated when the \( k \)th block of data is collected. The task for recursive calculation is to calculate \( b_{k+1}, X_{k+1} \) and \( R_{k+1} \) when the next block of data \( X^n_{n_{k+1}} \in \mathbb{R}^{n_{k+1} \times m} \) is available. Denoting

\[
X^0_{k+1} = \begin{bmatrix} X^0_k \\ X^0_{n_{k+1}} \end{bmatrix}
\]

(4.5.5)

for all the \( k+1 \) block of data, the mean vector \( b_{k+1} \) is related to \( b_k \) by the following relation:

\[
\left( \sum_{i=1}^{k+1} n_i \right) b_{k+1} = \left( \sum_{i=1}^{k} n_i \right) b_k + (X^0_{n_{k+1}})^T 1_{n_{k+1}}
\]

(4.5.6)

Denoting \( N_k = \sum_{i=1}^{k} n_i \), above equation yields to the following recursive calculation

\[
b_{k+1} = \frac{N_k}{N_{k+1}} b_k + \frac{1}{N_{k+1}} (X^0_{n_{k+1}})^T 1_{n_{k+1}}
\]

(4.5.7)
The recursive calculation of $X_{k+1}$ is given by

$$X_{k+1} = [X_{k+1}^0 - 1_k b_{k+1}^T] \Sigma_{k+1}^{-1} = [X_k^0 - 1_k b_k^T] \Sigma_k^{-1}$$

$$= \begin{bmatrix} X_k^0 - 1_k \Delta b_{k+1}^T - 1_k b_k^T \\ X_{n_{k+1}}^0 - 1_k b_{k+1}^T \end{bmatrix} \Sigma_{k+1}^{-1} = \begin{bmatrix} X_k \Sigma_k \Sigma_{k+1}^{-1} - 1_k \Delta b_{k+1}^T \Sigma_{k+1}^{-1} \\ X_{n_{k+1}} \end{bmatrix}$$

(4.5.8)

where

$$X_k = (X_k^0 - 1_k b_k^T) \Sigma_k^{-1}$$

(4.5.9)

$$X_{n_{k+1}} = (X_{n_{k+1}}^0 1_k b_{k+1}^T) \Sigma_{k+1}^{-1}$$

(4.5.10)

$$\Sigma_j = \text{diag}(\sigma_{j,1},...,\sigma_{j,m}), j = k, k+1$$

(4.5.11)

$$\Delta b_{k+1} = b_{k+1} - b_k$$

(4.5.12)

The recursive computation of the standard deviation, has the following relationship [75]

$$(N_{k+1} - 1) \sigma_{k+1,i}^2 = (N_k - 1) \sigma_{k,i}^2 + N_k \Delta b_{k+1}^2 (i) + \| X_{n_{k+1}}^0 (:, i) - 1_{n_{k+1}} b_{k+1} (i) \|^2$$

(4.5.13)

where $X_{n_{k+1}}^0 (:, i)$ is the $i$th column of the associated matrix. $b_{k+1} (i)$ and $\Delta b_{k+1} (i)$ are the $i$th elements of the associated vectors. Similarly, the recursive calculation of the correlation matrix has the following form

$$R_{k+1} = \frac{1}{N_{k+1} - 1} X_{k+1}^T X_{k+1} - \frac{N_k}{N_{k+1} - 1} \Sigma_{k+1}^{-1} \Sigma_k R_k \Sigma_k \Sigma_{k+1}^{-1}$$

$$- \frac{N_k}{N_{k+1} - 1} \Sigma_{k+1}^{-1} \Delta b_{k+1} \Delta b_{k+1}^T \Sigma_{k+1}^{-1} + \frac{1}{N_{k+1} - 1} X_{n_{k+1}}^T X_{n_{k+1}}$$

(4.5.14)

Therefore, Equations 4.5.7, 4.5.8, and 4.5.14 create the recursive manner for the PCA model.
4.6 Fusion Technique Simulation Modeling

In this section, the result of the applied imputation technique, feature extraction analysis, and performance of designed data fusion network will be presented.

4.6.1 Imputation Results

To ensure suitability of the proposed imputation technique, the validation of this algorithm is presented in this section to be followed by finalization of data pre-processing and network training. For this purpose, a sub dataset with no missing values from SCADA data is extracted and then 5 percent of the values from various features and instances are randomly deleted. This amount is chosen based on the normal amount of observed missing, outlier, and out-of-range values in SCADA data. The imputation is then performed, and imputed values are compared with the true values originally removed from the sub dataset. To calculate the imputation error, Normalized Root Mean Square (NRMS) error is applied according to Equation 4.6.1 and the norm of a matrix is also determined according to Equation 4.6.2.

\[
NRMS = \frac{\|X^{\text{estimate}} - X^{\text{original}}\|}{\|X^{\text{original}}\|} \quad (4.6.1)
\]

\[
\|A\| = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2} \quad (4.6.2)
\]

The calculated NRMS after performing imputation was 0.0306, and this low error clearly validates the proposed imputation procedure and justifies its application when actual values are unknown.

4.6.2 Feature Extraction

In this section, the features to be considered as the inputs and the applied method to define these parameters for the training of the networks are explained.
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Input parameters

Based on Equation 4.2.1, wind speed is the most influential factor in wind turbines power curve analysis, and there cannot be any reasonable modeling without considering the wind speed. However, it is also clear that the number of inputs must go beyond the wind speed alone. The other inputs are partially chosen based on the results of PCA analysis. All the features in the dataset other than wind speed and the output parameter (active power) are analyzed to extract two principal components with a higher level of significance. These PCs are the second and third input parameters. Finally, in order to create recurrent networks, latest value of the active power that is available in practice at any data point should also be considered as the fourth and last input. The following section explains how these inputs are applied to train the networks.

Creating the training dataset

As explained before, to create recurrent networks previous values of output parameter (active power) should be defined as an input parameter. It should also be noted that the outcome of the models is to make predictions of the future performance of the machines. We consider $M$ as the duration of time into the future for which an estimation of power production is intended to be calculated. So, if $t$ is the present time, the prediction will be for the power production at the time $t + M$. The latest known input parameters are normally at the time $t$ and consequently, the recurrent term is available at $t - 1$.

For static terms, which are the two PCs, training dataset starts from the second data point of the original dataset and ends with the point that is $M$ distance ahead of the previous point. Also, in practice, it is very normal to have access to the weather forecast for the meteorological inputs which in this situation is wind speed. It is important to note that since the value of $M$ is in the scale of hours, the weather forecast would be precise enough and it is practical to apply that as an input. So, the training dataset is created as following

$A = [PCi(2 : end - M, j); V(M + 2 : end, k); Y(1 : end - (M + 1), l)]$

$B = Y(M + 2 : end, l)$

where $A$ and $B$ represent the training datasets for the input and output parameters,
respectively. $V$ is the wind speed data points and $Y$ denotes the output.

This type of training is performed for two specific reasons. At first, all the matrices for data points must have the same dimensions. Also, it is intended to use all the data points for training and consequently, training dataset for input features begin with the second data point of the original dataset.

In order to make a prediction that has practical value for wind farms, it is imperative to define values of $M$ in a way that there is sufficient time for operators to take necessary action when required. This implies that the frequency in which the data points are gathered determines how far into the future, the prediction is made. For this study, a dataset with one hour time intervals was created. In other words, when $M = 1$, the prediction is for the average power production in the following hour, and $M = 2$ shows the prediction for the next two hours and so on.

In the following sections, the designed structure of the MLP and ANFIS networks are presented.

**MLP structure**

MLP networks are established according to the structure shown in Figure 4.6.1. Generally, there is no universal rule about the size of the data required to obtain the best possible training but the data should contain at least the data range boundaries and must be sufficient to represent the entire period [49]. In this study, 50 percent of data was used for the training, leaving the other half for testing. Since the data available covers all seasons, this approach makes it possible to consider seasonal changes in the network without it being a distinct input parameter. To train the networks, the gradient descent with momentum method is applied. In this method, in addition to error calculation, the general error trend will also be determined. This reduces the risk of local minima and results in enhanced generalization [48]. The other important factor in the structure of the network is the number of neurons in the hidden layer. To find the optimum number of neurons, at least 10 runs should be performed while changing only the number of neurons to seek the configuration with the best generalization [49, 50]. This helps to avoid over-fitting. All design criteria are summarized in Table 4.6.1.
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**FIGURE 4.6.1: MLP Structure**

**TABLE 4.6.1: MLP Network Parameters**

<table>
<thead>
<tr>
<th>Type</th>
<th>Feed-forward with back propagation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error calculation</td>
<td>Gradient descent with momentum</td>
</tr>
<tr>
<td>Performance goal</td>
<td>0.0002</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.02</td>
</tr>
<tr>
<td>Maximum number of epochs</td>
<td>1000</td>
</tr>
<tr>
<td>Activation Function</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>Number of neurons in the hidden layer</td>
<td>8</td>
</tr>
</tbody>
</table>
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Table 4.6.2: ANFIS Network Design Criteria

<table>
<thead>
<tr>
<th>MF type for inputs</th>
<th>Gaussian</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF type for output</td>
<td>Linear</td>
</tr>
<tr>
<td>Number of MFs</td>
<td>3 for each input</td>
</tr>
<tr>
<td>Optimization method</td>
<td>Hybrid</td>
</tr>
<tr>
<td>Error tolerance</td>
<td>0.0002</td>
</tr>
<tr>
<td>Maximum number of epochs</td>
<td>30</td>
</tr>
</tbody>
</table>

ANFIS Network

The major items to be determined for the establishment of an ANFIS network are type and number of membership functions (MFs). MFs are basically arbitrary curves that depend on the kind of application for which they are utilized. Various functions can be applied for input and output parameters to serve as the membership functions. For this study, the Gaussian function is employed for input parameters as it is proven to generate flexibility and work best for the most applications, and for the output parameter, the linear function is applied. The number of MFs is determined by investigating the networks’ error while in modeling by fuzzy logic, the number of MFs is selected by a system expert [69]. Theoretically, increasing the number of MFs will decrease the error until it reaches its minimum value and a further increase in the number of MFs will result in higher errors. On the other hand, the larger the number of MFs, the longer the computational time. Thus, to determine the optimum number, the error of each network is calculated using a different number of MFs and when the error stops to considerably decrease, that number is set to be the number of MFs [41]. It is also worth noting that for each input, a different number of MFs can be defined [76]. In this study, three MFs for each input is applied. The ANFIS network structural information is presented in Table 4.6.2.

Prediction Results

Prediction for five different steps is carried out and test errors based on MAE are calculated for MLP and ANFIS networks, and also result of the application of the proposed fusion technique is investigated. The results are illustrated in Figure 4.6.2. As a general trend, increasing the value of $M$ (number of steps) expectedly increases the networks’ error for all applied algorithms. Generally, depending on the application and importance, prediction can be made for a various number of steps in the future. It should be noted that the network
reliability will decrease significantly with further increase in $M$ since the error rises.

As it can be seen in Figure 4.6.2, ANFIS network slightly outperforms the MLP network and gives rise to more precision. In addition, the test errors of the applied fusion technique are lower than those of MLP and ANFIS networks, which proves the suitability of the technique that can provide more reliability for the established model.

### 4.7 Conclusion

To effectively reduce the wind farm investment risk and substantially reduce maintenance costs, this study investigated wind turbines power curves. SCADA data obtained from twenty-one, 2.3 MW, pitch regulated wind turbines were used. These data were gathered over a period of 20 months. For the modeling, a combination of Multi-Layer Perceptron (MLP) neural network and Adaptive Neuro-Fuzzy Inference System (ANFIS) as a novel data fusion method was employed to make predictions of the future performance of the machines based on the existing historical information. To pre-process the data for training, missing values and outliers were replaced with imputed values. A variety of imputation algorithms were explained; it was argued that combination of the decision tree
and mean value could work efficiently for the significant amount of data points obtained from SCADA system. Also, the steps required to execute the imputation according to this approach were clearly delineated. The imputation method was tested using a dataset containing 5 percent of missing values and imputation error was calculated using NRMS. The small resulting error proved the suitability of the proposed algorithm. This method while not computationally intensive helped generate smoother dataset and consequently, augmented the model reliability.

Principal Component Analysis (PCA) in a recursive manner was employed to extract inputs with the higher level of importance based on the power output. This method enabled the model to update whenever a new block of data became available. This advanced method of feature extraction empowered the network to employ the most significant and influential parameters as the inputs while having the ability to modify itself when the system behavior changed. This was a key element in more accurate prediction results considering the dynamic nature of wind turbines that tend to change over time. In addition to the two extracted principal components, forecasted value of the wind speed was also considered as an input. Finally, in order to create a recurrent network, the last input was designated to the latest available value of machine generated power. The combination of all these methods to collect valuable information for training the networks proved to be well applicable in wind turbine monitoring.

To make a practical prediction of future performance, a dataset with acquiring frequency of one hour was created. It was shown that although both designed MLP and ANFIS networks revealed favorable test errors, the proposed fusion technique resulted in even better accuracy that can be suitably applied for the purpose of wind turbine power curve analysis. This achievement can help operators deliver their contractual obligations by enabling them to monitor the system condition more efficiently. Also, it was observed that as predictions were made further into the future, prediction errors increased. This indicated that performance prediction in a further distance in the future would increase the risk of inaccuracy.

Furthermore, this study illustrated that the application of the fusion technique combined with proposed imputation algorithm, and the employment of PCA to extract significant
parameters in the dataset established an advanced monitoring system. Such systems present a more realistic picture of machines performance; thus, helped enhance the benefits of wind energy.
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CHAPTER 5

Conclusion and Future Work

5.1 Contributions

In this study, wind turbines power curves were analyzed based on the SCADA data obtained from twenty-one, 2.3 MW, pitch regulated wind turbines. The data covered a period of 20 months from February 2014 to September 2015. The intention was to create a reliable condition monitoring system that could furnish a clearer picture of the performance of the turbine for operators. This would minimize false alarms helping wind farms manage the operations more efficiently, lowering the wind energy investment risks.

Unlike numerical or experimental methods, data analysis approach proved to be effective in addressing the current issues related to commercialized wind turbines. For that purpose, numerous data mining tools and algorithms along with intelligent machine learning techniques were studied to apply the most suitable ones for the SCADA data. This study resulted in three manuscripts for which it was attempted to increase the accuracy and reliability of the established models employing advanced data mining and machine learning tools.

In the first paper, a novel method of feature selection and dynamic structures of artificial neural networks created a model with high level of accuracy. Comparisons with the existing models in the literature showed an improvement of about 30 percent in power production estimation.

In the second and third manuscripts, the focus was future performance prediction of wind turbines as opposed to power estimation. For the second one, an imputation method was proposed for the large SCADA data, combining the concept of decision trees and mean
value. It was shown that this method, while not very complex nor computationally extensive, resulted in very low imputation error. Additionally, Adaptive Neuro-Fuzzy Inference System (ANFIS) which was a combination of fuzzy logic and neural networks was applied to build a model for the purpose of prediction. Two different conditions were created to examine the effectiveness of the imputation. It was concluded that although ANFIS model gave rise to acceptable prediction results, performing imputation could promote the model accuracy significantly, declining the networks test errors.

The third paper strived to make accurate predictions as much as possible. For that goal, at first, data pre-processing included the proposed imputation technique in the second paper. Then, a recursive Principal Component Analysis (PCA) was employed to extract two main Principal Components to be applied as the inputs to the network, along with forecasted value of wind speed and the dynamic term for the power production. Finally, a novel data fusion technique was introduced that combined MLP and ANFIS classifiers to reduce the error. It was shown that the proposed integration of two methods created a more advanced model that could consistently provide accurate and reliable predictions for wind turbines power generation.

According to European Wind Energy Association (EWEA), an onshore wind turbine with similar capacity to the investigated turbines in this study can produce more than 6 million kWh in a year or roughly about 16440 kWh per day. Since the Province of Ontario pays 11-13.5 cents per kWh for wind power (windontario.ca), the financial loss resulted from a turbine shut down would be around $2000 per day, not including the repair costs. This fact highlights the importance of installation of a reliable condition monitoring system.

5.2 Future Steps

Based on the available data for this study, the focus was on the condition monitoring of the turbines and for that, many algorithms and tools were studied and applied. Since there are a countless number of such techniques and also, newer and more advanced methods are introduced by the researchers for numerous purposes, other techniques can be investigated
for all aspects of data pre-processing, feature extraction, and model establishment.

In this study, only the turbine's power curve was investigated. There are as many as 150 signals in a wind turbine SCADA data and other parameters can also be the subject of interesting studies.

Moreover, the future studies in this area can focus on fault diagnosis, prognosis, and finally Remaining Useful Life estimation (RUL). These methods can be pursued depending on the data availability. For instance, if historical data is available for a system in which a specific fault has occurred, that trend of data can be classified as that specific fault and models can be trained to detect it as opposed to normal behavior trends. Similarly, if data shows a degradation in the system or components performance, it can be used to estimate remaining useful life of various components which may lead to prognostic and predictive maintenance and ultimately cost reduction.
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