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ABSTRACT

In direct £ield electrotransport at low field strength the 

effective charge of carbon in gamma iron varies with the applied 

field. At 950°C the charge is 4.5 - 0.5 at a field of 0.106 V 

cm"*, rising to a value of 13.6 - 1.4 at 0.028 V cm"*, and fall

ing rapidly at lower fields. Similar results are encountered at 
o920 and 980 C; the temperature dependence of the total effective

charge is not marked. It is proposed that carbon transport

occurs by two processes: vacancy transport, which is activated
-1by a field of 0.028 V cm but is field independent at higher 

fields, and interstitial transport, the velocity of which is 

proportional to the applied field. At low fields (near 0.028 V 

c m " S  the vacancy mechanism determines the transport rate; at 

higher fields interstitial transport becomes significant, and 

may be dominant at fields larger than 1.0 V cm”*. The rate of 

vacancy transport is determined by an activation energy of 42 kcal 

mol~*. The effective charge for purely interstitial carbon elec

trotransport is strongly temperature dependent; charge values of 

2.5, 1.5 and 0.6 were obtained at 920, 950 and 980°C respectively.

vi



INTRODUCTION

When an electric field is applied across a metal or an 

alloy the salient effect is the flow of electrons. However, 

the ion cores in the metal, being positively charged, will also 

move under the influence of the electric field. This effect is 

known as electrotransport.

The determination of ionic charge values is of consider

able importance since they provide some insight into the elec

tronic band structure and the nature of the crystal ine bond 

in metals and alloys. It is recognised that the strength of 

the interatomic bond is a significant factor in determining the 

high temperature properties of alloys. Thus electrotransport 

techniques are applicable in the development of alloy theory 

and the investigation of new kinds of steels and heat resistant 

alloys.

Electrotransport is also of practical interest in the 

field of microcircuit engineering, where failuresin thin film 

and wire conductors due to electrotransport have been reported. 

Such large macroscopic effects are rare in solids since the 

mobility of the ions is relatively small and it is only after 

prolonged electrotransport that substantial redistribution of 

material can occur. However, in liquid metals and alloys the 

ionic mobilities are much larger and the separation of isotopes 

or alloying components by the process of elcctrotransport is 

feasible.

The motion of the ions is not determined solely by the
1
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magnitude of the ion charge and the applied electric field; 

collisions between charge carriers and ions occur, with a 

resulting transfer of momentum to the ions. The electron-ion 

and hole-ion momentum transfer effects are appreciable and fre

quently determine the rate and direction of ion transport. In 

electrotransport calculations the ions are usually considered 

to have an "effective charge”, which is not the true charge of 

the ions but rather a net term comprising the true charge and 

the momentum transfer contribution from electrons and holes.

The "true charge" is that positive charge on the icns arising 

from the loss of outer electrons to the Fermi pool.

Separate measurements of true and effective charges would 

be quite desirable, but true charges are difficult to measure 

directly. Bibby and Youdelis* were able to measure the charges 

of carbon and nitrogen in iron, obtaining values of 44.3 and 

43.7 respectively, which are in satisfactory agreement with 

the valencies or group numbers of these elements in the period

ic table* The experiments comprised solute transport across 

an equilibrated two-phase region under a Hall field. Thus the 

motion of the ions in the direction of the Hall field was un

affected by momentum transfer effects due to the direct current. 

Presumably the charges so obtained were the true charges, or as 

close to the true charges as yet measured. Unfortunately, the 

number of systems which may be studied in this manner is severely 

limited since the method requires an alloy of high Hall coeffi

cient which also exhibits a two-phase region at suitable con

centration and temperature levels. In the present experiment
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an attempt at extending the method of Hall field electrotrans- 

port to iron-based ternary alloys was made and the difficulties 

already noted were encountered. Moreover, accurate phase equi

librium data is essential in this technique, and since ternary 

alloy equilibrium diagrams are seldom known with great accuracy 

separate experiments would have been required to determine at

least a portion of these diagrams for the systems to be studied.
2Smolin and Frantsevich have proposed a different approach

for determining true charge. They develop equations expressing

the effective charge of solute or solvent ions as functions of

the alloy concentration and temperature. Thus the true charge

may be calculated from effective charge values determined over

a r^nge of temperature and concentration. Experiments by Smolin
3—8et al , appear to support the validity of this approach for

9several metals and alloys. Bibby et al found that the effect

ive charge of carbon in gamma iron increased from +8.6 at 950°C 
oto 4-13.7 at 842 C, which is in qualitative agreement with the 

theory of Smolin and Frantsevich.

Despite such promising develppments, it appears that the 

present knowledge of electronic scattering mechanisms in metals 

will require further advances before true charges may be re

liably determined from effective charge data. Moreover, the 

many practical problems encountered in microcircuits, as a 

result of electrotransport of material or void migration, indi

cate the need for more extensive anc intensive investigations 

of the electrotransport mechanisms. This investigation is 

primarily concerned with the determination of the effective
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charge of carbon in gamma iron under different experimental

conditions, and the possible relation of this data to the true

charge. The relative stability of the iron-carbon system and

the fairly high mobility of interstitial carbon make this system

eminently suitable for electrotransport study. Results in the

literature indicate a rather large scatter in the cited values
9-12of effective charge of carbon in iron , This suggested the 

desirability of testing whether the magnitude of the effective 

charge of carbon was influenced by experimental parameters not 

normally considered in the theoretical equations of electrotrans

port. In particular, the effect of current density variation 

was studied. Electrotransport in nitrogen-iron alloys was also 

investigated but due to experimental difficulties associated with 

the high temperature instability of this system no conclusive 

results were obtained.



ELECTROTRANSPORT

A. THEORIES

A large number of theories have been proposed in an attempt 

to explain quantitatively the phenomenon of electrotransport.

In calculating the force on the ion due to an applied electric 

field the main problem arises when the electron interaction 

force is introduced. Generally a quantitative description of 

electrotransport is approached phenomenologically, using irre

versible thermodynamics, or on an atomic level, by calculating

the momentum transfer between electrons and ions.
13The equation of Ficks has achieved considerable populari

ty, particularly among Russian investigators who tend to adopt 

the reasoning leading to Ficks' basic equation and make only 

minor modifications or improvements on this. Ficks' theory is 

based on an atomistic model whereby the contribution of momen

tum transfer to the ion due to electron-ion collisions is cal

culated directly from scattering parameters. Mass transport is 

assumed to be determined by the motion of thermally activated 

ions. Ficks' treatment neglected to take into account the effect

of positive charge carriers or holes on the effective charge of
14the ion, and this was remedied by Glinchuck who introduced a 

hole-ion interaction term. Thus the Ficks-Glinchuck equation 

for the total force on the ion is given by:

Fl " eE *qi ” n-1- 0̂  + n+14<Tf) (1)
where n, 1 and <r are density, mean free path and scattering

5
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cross section for the electrons (-) and holes (+). Other 

terms are the applied electric field (E), the electronic charge 

(e) and the true charge of the ions (q^). The bracketed terms 

comprise the parameter defined as the "effective charge".

In an excellent review article by Verhoeven*^ the more 

prominent theories of electrotransport are summarised and com

pared. It is interesting to note that theories based on quite 

different premises often arrive at very similar expressions for 

the force on the ion. Klemm*^ has approached the problem from 

irreversible thermodynamics, writing Onsager equations for the 

forces on the ions (in interstitial and self transport) as 

functions of the fluxes. This treatment is somewhat similar 

to the phenomenological derivation of Mangelsdorf*^ who assumes 

the force on the ions in dilute molten alloys is proportional 

to the electron flux, the proportionality constant being ar

bitrarily defined as a friction coefficient. The similarity 

in the general equations obtained by Klemm and Mangelsdorf is 

not unexpected, but it is noteworthy that in the case of trans

port by activated ions both these equations are analogous to 

that obtained by Ficks, whose derivation was based on an atom

istic rather than a phenomenological approach.
18In the theory of Huntington and Grone a quantum mechani

cal approach is used. The force on the ion during self transport 

is calculated from the rate of momentum transfer between electrons 

and defects, assuming that electrons are scattered by defect:', 

only. This force, which is expressed as a function of the 

relative resistivities of defect and lattice sites and the ratio
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of the electron mass to the magnitude of the electron effective

mass, was considered to be always anode directed, whether the

predominant charge carriers were electrons or holes. In a
19later publication Huntington•and Ho made a small but signi

ficant correction to the theory, showing that the direction of 

the friction force depended on the sign of the electron effect

ive mass. Where the defects are taken to be interstitial ions 

Huntington's expression for the force on the ion is comparable

to that of Ficks. A quantum mechanical derivation centered on
, 20 defect scattering has also been used by Bosvieux and Friedel ,

but the results are only claimed to be approximated quantitative.

The theories of Ficks, Klemm, Mangelsdorf and Huntington 

all show that the electrotransport of an ion is determined both 

by its charge and the electron and hole momentum transfer. On 

the other hand Bosvieux's theory for interstitial transport and 

Mangelsdorf's result for infinitely dilute solutions are contra

ry to other theories and suggest that the rate of electrotrans- 

port of an interstitial ion is unaffected by its charge.

The appeal of Equation (1) lies in its explicit definition 

of the electron and hole contributions to the electrotransport 

process. The major disadvantage is that the expression for the 

force on the ion is somewhat complicated, and theoretical cal

culations become correspondingly more difficult. Equations 

other than the Ficks-Glinchuck equation usually contain only one 

interaction term, a sort of net effect term which may be positive 

or negative according to the sign of the effective mass of the 

charge carriers.
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2Recently Smolin and Frantsevich have elaborated on the 

Ficks-Glinchuck equation. Interpreting the mean free paths in 

terms of resistivities, and assuming that the overall resisti

vity varies linearly with temperature (p “ P + ® T)*» they 

express the effective charge as a hyperbolic function of the 

factor (T ♦ p / a)”1* A corresponding equation relating the 

effective charge of a component in an alloy to its concentration 

is also derived. In the special case where the ratio of the 

overall carrier conductivity (electrons and holes) to the elec

tron conductivity is independent of temperature, the effective

charge becomes a linear function of the factor (T 4- p Q/a )
4-8Experimental results by Smolin et al appear to support the 

conclusions of Smolin and Frantsevich for electrotransport in 

pure silver, nickel and iron, and also in molybdenum-tungsten 

and nickel-molybdenum alloys. However, it must be noted that 

the general equation for the effective charge is quite complex, 

containing partial resistivities and scattering cross sections 

for electrons and holes. It would be dangerous to assume that 

the relation of effective charge to the factor (T + P 0/ a ) *

will always be either hyperbolic or linear for any metal or

alloy. Perhaps the greatest weakness of this theory is that 

for the evaluation of true charge it is necessary to perform an 

extrapolation to the limit (T + P Q/ a )”* ■ 0. Effective charge 

measurements are usually made over r relatively narrow range
A O(typically 900 C to 1300 C) so that the extrapolation covers an 

interval several times larger than "he range over which the

* Smolln'5 'o' is not to be confused with the usual tempera
ture coefficient of resistivity lefined by p « p 0 (l + aT).
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results are taken, thus causing rather large errors in the 

calculated values o£ true charge.

The force on the ion, and thus the effective charge, is 

not directly obtainable experimentally, but rather has to be 

calculated from available experimental data such as ion velo

city or mobility. This is usually accomplished through the 

Einstein relation for absolute mobility (Uj) in terms of the 

diffusion coefficient (Dj), viz.

Ut - Dt/kT (2)

where k is Boltzman's constant and T is the absolute temperature. 

The denominator of this expression is sometimes modified by a 

correlation coefficient to account for the lack of diffusion 

jump randomness due to the crystalline nature of the lattice. 

Defining the absolute ionic mobility as velocity per unit force, 

the ion velocity may be given in terms of the Ficks-Glinchuck 

equation;
Dj eE

v - ----- (qj - n_l_o*_ + n +l + <r + ) (3)
1 kT

Thus the effective charge of the ion may be calculated directly 

from its drift velocity under an applied field.

B. DIRECT FIELD EXPERIMENTAL TECHNIQUES

Perhaps the simplest type of electrotransport experiment 

is that in which an initially homogeneous wire is subjected to 

an electric field. The resulting transport may be measured by 

metallographie observation, wet chenical analysis, weighing
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-techniques or the movement of inert markers. In the case of 

alloys a section of known composition can be butt welded between 

sections of different composition (or pure material) to form a 

sandwich-type diffusion couple, and the component under study 

allowed to diffuse in both directions, with and against the 

applied electric field. The difference in penetration at the 

two welds will give a measure of the electrotransport velocity. 

This method has the advantage that all the migration occurs 

over a small region of fairly uniform temperature.

The method using superimposed chemical diffusion and electro

transport is used in the present investigation. A brief descrip

tion of the mathematical formulation is given. Where both chemi

cal diffusion and electrotransport occur the motion of the ions is
21described by a linear partial differential equation (Boltaks );

where C, t and x are concentration, time and distance. The 

electrotransport velocity (v) and the diffusion coefficient (D) 

are assumed to be independent of concentration. Consider the 

case represented in Figure 1, where the concentration of the 

component under investigation in the central region (between 

the welds) is initially C o  and zero elsewhere. Assuming that 

the effective charge is positive and the semi infinite boundary 

conditions are applicable, the penetration concentration profile 

at the cathode is given by a solutioi of Equation (4);

c " r- ( 1 (5)
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where v is the electrotransport velocity. The motion of a plane 

of constant composition may be obtained by imposing the condition

The partial differential terms may be calculated from Equation (5) 

and the resulting differential equations solved to give:

Physically, this implies that the chemical potential and field 

forces operate independently.

If the distances of planes of specific compositions <C')

then the velocity of electrotransport is given directly as:

Alternately v may be obtained by measuring (at either weld) the 

distance between the plane of concentration Cq/2 and the weld.

The penetration curves may be measured by electron micro

probe analysis. However, analysing for carbon in iron requires 

operating a probe at the limit of operational accuracy, and in 

this case more reliable results may be obtained by microhardness 

analysis. In iron-carbon martensite the hardness is a linear

function of composition over the approximate range 0.08 to 0.<5
L 12 weight per cent carbon •

(6)

x » K /Dt - vt, K - constant (7)

A similar calculation for migration at the anode gives

x - K /ST + vt. (8)

from the cathode and anode welds respectively are and X2,

(9)v •
21
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Recently Russian investigators have developed a technique 

using radioactive tracers which appears to be quite accurate. 

Irradiated isotopes are introduced into the central region of 

a wire and the subsequent electrotransport is monitored by 

radiation counters. The advantage of this technique is that it 

may readily be used with interstitial or substitutional alloys 

or in pure metals.

C. RESULTS
23In 1861, Gerardin first reported an electrotransport effect

in molten binary alloys. Electrotransport in solids was not
2 * 2 5investigated until the 1930's, when Seith et al * reported

26on the migration of carbon and nitrogen in iron, and Johnson *
27 reported evidence of self transport in a number of metals.

Following the development of the various electrotransport theories

and the improvement of experimental techniques, experimental

results began to acquire a certain consistency. Experimental

determinations of the effective charge in self transport by

several investigators, summarised in Table I, are in reasonable

agreement. The apparent variation of effective charge with tempera
28 29 Ifiture appears to be well documented. Kuz'menko et al ' and

Smolin et al^*^*^ calculated true charges from effective charge 

data at different temperatures. Their results agree closely, 

particularly the value of +0.86 which both obtained for the true 

charge of silver.

It is generally assumed that metals which have been shown 

to be p-conducting in Hall field experiments should exhibit
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TABLE I

Effective Charge values for Self-transport

Metal
MEASURED EFFECTIVE CHARGES

Temperature
°C

Wever
31,32

Grone
33

Ku z'menko
► i 30et al

Smolin 
et al5"7

Cu 800 -5.0
900 -14.0 -2.0 -38.0 -

1000 ♦ 12.0 0 -2 2.0 -

Ag 7 50 _ -26.0 -20.0
800 - - -27.0 -19.0
875 - - -22.0 mt

900 - - - 1 • o

Ni 1000 mm - 4.5
1200 - 5.8 - • - 3.8
1300 - 1.8 - mm - 3.3
138 5 - 1.5 - - - 3.1

Fe 1000 mm mm ♦ 7.2
1190 ♦43.0 - -
1300 ♦ 12.0 •a mm mm

1325 ♦ 9.0 - - -
1350 — — ♦ 3.7
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cathode directed electrotransport. This is contradicted by the 

work of Kuz,menko who found self transport in zinc, cadmium and 

tin to be anode directed.

Electrotransport in copper is particularly interesting as 

there is a reversal in the sign of the effective charge as the
31 32 i1!temperature is increased. The results of Wever * and GroneJJ

indicate a negative charge for copper at lower temperatures which

becomes positive when the temperature is increased above about 
o1000 C. To account for this it might be postulated that the ratio 

of scattering cross sections for holes and electrons varies with 

temperature, and that the direction of electrotransport is de

termined by the magnitude of the ratio n+l +cr +/n_l_o-_. Such a 

mechanism might also explain the negative effective charges of 

p-conducting metals.
18Both Huntington and Kuz'menko have found that the velo

city of self transport and the current density are linearly re

lated, indicating that the effective charge is not a function
34of the applied field. However, Seith and Wever found the

mobility to be a non-linear function of current density in

copper-aluminum and silver-zinc alloys.

Electrotransport in substitutional alloys poses new problems

since both components participate in the process. The molybdenum-

tungsten system, which exhibits complete solid solubility was
4studied by Smolin over wide ranges of temperature and composi

tion. The effective charge of molybdenum was negative, where-O

as that of tungsten was positive. From the temperature varia

tion of the effective charge true charges were calculated.
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It was found that at all compositions the true charge of the 

minor component was negative and that of the major component 

was positive; at 50 atomic per cent both components had zero 

true charge.

In alloys where several phases occur the effective charge
34may be different for each phase. Seith and Never found that 

the direction of migration in aluminum-copper alloys changed 

from anode to cathode going from the beta to the gamma phase, 

as a consequence of a change from n- to p-conduction.

The study of electrotransport in interstitial alloys offers 

some experimental advantages. Due to the relatively high mo

bility of most interstitial elements experiments may be of 

shorter duration than in self transport, and the true mobility 

may be obtained directly if it can be assumed that the much less 

mobile atoms of the matrix act as a fixed frame of reference.

The presence of interstitials will also have a pronounced effect 

on the relative charge of the matrix ions. It was noted in

Table I that pure iron has a positive effective charge, yet
35 36 37Frantsevich et al * and Gertstriken et al found that in

iron carbon alloys the effective charge of iron is negative.

The results of several observations of the transport of

carbon in iron are summarised in Table II. Darken and Dayai*^

were unable to obtain a consistent temperature variation of

effective :harge, probably due to experimental errors. The
12 9results of Kalinovich and Bibby et al indicate a variation

of effective charge with temperature as in self transport experi

neats, alt tough the charges reported by Kalinivich are almost a



TABLE II

Values of Effective Charge for Carbon in Iron

Temperature Effective Charge Reference
°C qef f

1124 ♦ 4.9 Darken &
1175 ♦ 2.6, 4 3.5 Dayal
1226 ♦ 2.7, ♦ 3.9

950 4 13.4 *Kalinovich*2
1000 4 11.0
1050 4 7.0
1100 4 10.6
1150 4 8.1

842 4 13.7 9Bibby et al
902 4 9.3
925 4 8.9
950 4 8.6

950 4 1.7 * Frantsevich
1000 4 1.6 361050 4 1.0 et al
1100 4 1.4
1150 4 1.1

12* Note: The values given by Kalinovich may have
been calculated from the original results 
of Frantsevich et al .
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factor of two larger than those obtained by Bibby. Frantsevich 

38and Kovenskii claim to have obtained accurate data for the

transport of carbon in iron, nickel and cobalt. The actual

values of effective charge were not reported, but it was stated

that in all cases the effective charge of carbon was related

hyperbol ical 1 y to the factor (T + P 0/n ) and a true charge

of 43.7 was calculated for carbon in gamma iron. This is com-
1

parable to the value of 44.3 obtained by Bibby and Youdelis 

for the true charge of carbon in alpha iron in Hall field electro

transport experiments.

The effective charge of nitrogen in gamma iron has been
25found to be negative. Seith and Daur encountered severe ex

perimental difficulties due to the inherent high temperature 

instability of the iron-nitrogen system, and were only able to

report qualitatively that nitrogen migrated towards the anode.
1,9 oBibby et al reported an effective charge of -14.0 (at 922 C)

in direct field electrotransport and a true charge of 45.7 (at

736°C) in Hall field electrotransport for nitrogen in gamma and
alpha iron respectively.



EXPERIMENTAL PROCEDURE

Specimens consisting of carburised iron wire, butt welded 

between sections of pure iron wires, were diffusion annealed in 

a vacuum furnace. A direct current through the specimen pro

vided an electric field for electrotransport. Variable specimen 

temperatures were obtained through a combination of Joule heat

ing (due to the specimen current) and external furnace heating. 

Chemical diffusion and electrotransport occurred simultaneously, 

the difference in diffusion penetration at the anode and cathode 

welds providing a measure of electrotransport velocity. Carbon 

concentrations were measured by a microhardness technique, using 

a calibration curve of hardness versus carbon content in marten- 

site.

A. MICROHARDNESS CALIBRATION
1. Preparation of Standards

Sections of Armco iron strip (see Appendix I for analysis)
omeasuring 0.1" x 0.5* x 1.5* were carburised at 925 C in a

Multiple Unit vertical resistance furnace. A Honeywell Servo-

tronic (Model 5500101-2-04) temperature controller and a chromel

alumel thermocouple were used to control the furnace temperature

The controller was room temperature compensated and operated a

relay to select high or low power. With this unit the specimen

temperature could be reproduced within 2°C and maintained accu-
+ orately with a cycle of - 1 C about the mean temperature. The

specimen was suspended by a Nikrothal wire inside a 1.25*
19
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diameter quartz tube which also contained the controlling thermo

couple and was provided with facilities for atmosphere control.

In the carburising operation the specimen was first intro

duced into the cold zone of the tube and the system flushed 

with argon for one minute, then flushed with methane (technical 

grade) for another minute. The specimen was then raised to the 

central hot zone of the furnac/ and the methane flow rate re

duced to 10-12 cc/min. A total of twelve standards were prepared 

with carburisation times ranging from 20 to 210 minutes. Carbu- 

risation was terminated by lowering the specimen into the cold 

zone of the chamber and allowing it to cool slowly.

The edges of the sample were then ground down so that in

the subsequent homogenisation treatment only carbon which had

penetrated through the large flat surfaces of the sample was 

available for redistribution. The amount of material removed 

from the edges varied from 0.02* to 0.1* according to the esti

mated depth of carbon penetration.
oA five hour anneal at 1000 C was sufficient to render the 

sample completely homogeneous. During this treatment the samples 

were protected from oxidation and decarburisation by a double 

envelope of Sen-Pak heat treating foil and an argon atmosphere.

A horizontal furnace with a 1.5* diameter quartz tube chamber 

and a Honeywell (Model R7086-1488-2) temperature controller was 

used in this operation. The temperature was controlled to 

within 5°C.

Each specimen was then sectioned transversely into three 

approximately equal parts. The outer sections were retained for
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chemical analysis. The central sections were austenised 10 minu 

otes at 925 C under argon in the vertical Multiple Unit furnace 

and then quenched into iced brine. Some surface decarburisation 

occurred during this treatment and the affected region (about

0.005" depth) was removed by grinding. The samples were then 

mounted in bakelite and polished in preparation for metallogra- 

phic and microhardness analyses. The samples all exhibited a 

regular martensitic structure (see Figure 2) after etching in 

2 %  nital solution.

2. Microhardness Measurements

Hardness measurements were made in a Leitz Durimet Micro

hardness Tester using a 500 gm load. For each specimen about 

twenty indentations were made, these being arranged in a loose 

grid designed to sample all the exposed surface. Mean hardness 

values and standard deviations were calculated for each speci

men. The relatively small deviations obtained, supported by 

metallographic observation, indicated good carbon homogeneity.

In a trial sample hardnesses were measured both on a flat 

surface and on the cross-section, giving values of 523 * 50 VPH 

and 552 - 50 VPH respectively. This showed that no significant 

errors were introduced by making measurements on a side rather 

than a cross-section.

3. Carbon Analysi s

The outer sections of the homogenised samples were machined 

into flakes and analysed for carbon content in a Leco Carbon 

Analyser (Model 507-100). Extreme care was taken to avoid



Figure 2 Typical martensitic structure 
obtained after carburisation and 
homogenisation, x 600
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contamination in the machining process and other handling opera
tions.

The analysis was carried out in split sequence, alternating 

samples to be tested with standard samples (obtained from the 

U.S. National Bureau of Standards) of reasonably close composition. 

The correspondence between measured carbon concentrations for 

the USNB Standards and the actual concentrations (shown in Table 

III) indicates that analysis errors were negligible.

B. ELECTROTRANSPORT SPECIMEN PREPARATION

1. Carburlsat ion

Iron-carbon wires for electrotransport experiments were 

prepared by carburisation and homogenisation following the 

procedure adopted for the preparation of standards for micro

hardness calibration. Sections of 0.045" diameter Armco iron 

wire, about 1.5" long, were carburised for 20 minutes at 925°C 

under methane, and then homogenised for 3 hours at 1000°C. The 

resulting wire exhibited a uniform carbon concentration of about 

0.5 wt.7. (2.3 at.7.).

2. We 1 ding

Sections of carburised wire measuring about 0.25" in length 

were butt welded between two 3" sections of pure iron wire of 

the same diameter using a Rocky Mountain Spot Welder Model 506 

(shown in figure 3). The faces to be welded were prepared by 

grinding successively on grades 240, 320 and 600 Diamond Grit 

paper, care being taken to insure that the ground surface was 

perfectly flat and perpendicular to the axis of the wire. The



TABLE III

Standard
Code

Measured Concentration 
of Carbon, wt.7,

U. S. Nat. Bur. 
Standards, Carbon 

Concentration, wt.7.

81 0.074
0.079
0.075

0.077

H g 0.191
0.190
0.189

0.191

32e 0.402
0.406
0.399

0.409

I 3£ 0.632
0.615
0.622

0.629

14d 0.832
0.836
0.834

0.841



Figure 3. Spot welder, with specimen in 
position for butt welding.
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regular electrodes of the welder were replaced by the wires and 
a weld formed by discharging a pulsed current through the wires. 

Adjustments for current, discharge time and load pressure per

mitted a large variation in the type of weld obtained. Welds 

were cleaned in dilute hydrochloric acid and examined in a low 

power binocular microscope. Any samples with imperfect or mis

aligned welds were rejected. Figures 4(a) and (b) illustrate 

typical welds. The small amount of oxide particles present 

(only apparent after over-etching and repolishing) were considered 

desirable since they served as inert markers defining the weld 

interface.

C. APPARATUS

1• Vacuum Furnace

A furnace was built into the vacuum chamber of a JEOLCO 

Evaporator (Type JEE-4B). The furnace consisted of a Kanthal 

heating element wound around a 0.75" diameter quartz tube, per

forated stainless steel end plates and four concentric stainless 

steel, thin walled tubes which acted as heat reflectors. The 

outer reflector was 4" in diameter and was surrounded by a 

water cooled coil of 0.25" diameter copper tubing. The length 

of the furnace was four inches.

The nickel plated base plate of the vacuum chamber was 

provided with water cooled feed-throughs for power and thermo

couple connections. A large glass bell jar enclosed the system, 

sealing against the base plate with an *0' ring. The bell ja : 

was protectrd from radiated heat by tantalum foil baffles and a
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foil lining; it was also cooled externally bv a stream of air

and a water cooled ccpper coil placed next to the 'O' ring seal.

Three views of the furnace are shown in Figures 5(a), (b) and
-5 -5(c). Under operating conditions a vacuum of .1 x 10 to 7 x 10 

Torr could be obtained in the furnace.
oA furnace temperature of about 1000 C was reached with a 

heater element current of 23 amperes (a.c.), and this temperature 

could be maintained indefinitely without overheating the power 

leads, seals or bell jar. A specimen temperature of 1000°C 

could be reached using various combinations of specimen current 

and heater current, as shown in Figure 6. Power to the furnace 

was supplied by a variable auto transformer; the specimen current 

was provided by a Hewlett Packard D.C. Regulated Power Supply 

(Model 6260A) with a constant voltage load regulation of 0.017. 

and a ripple of less than 1 mVrms.

2. Measuring Ci rcuit

The specimen temperature in the carburised region was 

measured by three (0.003” diameter) wire probes spot welded to 

the specimen as shown in Figure 7, since the voltage gradient 

along the sample would render inaccurate temperature measurements 

made with a simple thermocouple. The two outer chromel probes 

were connected through fixed resistances and a variable tap 

resistance as shown in Figure 8. This balancing circuit was 

adjusted until the output voltage remained unchanged when the 

direction of the specimen current was reversed. At this stage 

the circuit was properly balanced and the true temperature was 

indicated. The outer chromel probes were also tapped and the



29



30

Figure 5(c)* Vacuum furnace.
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10

SPECIMEN TEMPERATURE = 1000°C

2520151050
FURNACE CURRENT, a.c, amperes

Figure 6. Values of furnace and specimen currents
required to maintain a specimen at 1000°C*



Figure 7. Central section of specimen with
thermocouple probes spot-welded in 
position* x 14
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signal fed to a Hewlett Packard O.C. Null Voltmeter (Model 419A) 

to measure the electric field in the central section of the sample.

The resistances in the balance circuit and the input impe

dances of the recorder and voltmeter were sufficiently high to 

insure that only a negligible current flowed in the measuring 

circuit.

D. ELECTROTRANSPORT RUN PROCEDURE

For electrotransport runs specimens were placed centrally 

in and axially parallel to the furnace, and were supported by 

water cooled electrodes as shown in Figure 9. The probes were' 

led out of the furnace to feed-throughs. The natural rigidity 

of the probes prevented any short circuiting within the specimen 

chamber. I
With the specimen in position the system was closed and 

evacuated to about 5 x 10  ̂ Torr. Power was supplied to the 

furnace until a steady temperature was established. This furnace 

temperature varied according to the specimen current density and 

specimen temperature required; for the highest current density 

tests no power was supplied to the furnace. A direct current 

was then passed through the specimen and its temperature thus 

raised (by Joule heating) to the required temperature for the 

particular experiment. During this heating up period (ranging 

from 5 to 10 minutes) the applied field was reversed every 30 

seconds to minimise electrotransport at intermediate temperatures. 

The experiment was timed, and a fixed polarity maintained, when 

the required specimen temperature was reached. The measuring
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circuit was balanced during the heating up petiod and also when 

a steady temperature was reached.

The temperature of the specimen was controlled manually, 

mainly through corrections to the furnace power. After the 

first 30 minutes very steady conditions prevailed and only a 

few minor adjustments were required. The balance of the measur* 

ing circuit was checked every 30 minutes, but adjustments were 

seldom necessary. Electrotransport runs usually lasted about 

6 hours, although shorter and longer tests were also made.

During this time the specimen temperature was continuously re

corded; the current density and applied field were read every 

30 minutes.

When heated, the specimens tended to buckle slightly due 

to thermal expansion and stress relief, forming a gentle 'S' 

curve. The central 3" of the specimens appeared to be at fairly 

constant temperature, and over the central diffusion region
I

(0.25") it is unlikely that temperature differences greater 

than 1°C existed. The electrotransport runs were terminated by 

shutting down the specimen current and the furnace power, and 

allowing the specimen to cool under vacuum. The accuracy of 

temperature control and the temperature gradient along the spe

cimen are more fully discussed in a later section concerning 

error analysis.

E. ANALYSIS

After electrotransport the specimens were marked for pola

rity and the spacing between the outer chromel probes measured 
on a microscope. A section of the specimen, measuring about 1"
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and including the diffusion zones, was austenised for 10 minutes 

at 925°C under argon and quenched into iced brine. These speci

mens were mounted in bakelite, ground to the center of the wire, 

polished and etched in 27. Nital solution.

Hardness readings were taken on a Leitz Du rimet Microhard

ness Tester at a load of 500 grams. This machine was provided 

with a moveable stage controlled by micrometers. Microhardness 

traverses (usually three) were made along the wire in the region 

of the welds as shown in Figure 10. The positions of the in

dentations and the welds were obtained from the micrometer scales. 

Hardness values were converted to carbon concentrations using a 

calibration curve. A computer program (see Appendix II) was 

used in this calculation.
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Figure 10. Typical series of hardness indentations
straddling a weld. Martensitic structure 
changes from fine to coarse as carbon con
centration diminishes from left to right, 
x 60



RESULTS

The calibration of hardness versus carbon concentration

for iron-carbon martensite is given in Figure 11. The Metals 
22Handbook calibration for 99.9Z martensite is also shown. The 

correlation between the present calibration and that in the 

Metals Handbook is considered adequate, particularly since the 

latter values were converted to VPH from Rockwell C values.

The relation between hardness and carbon concentration up to 

about 0.5 wt 7, may be closely approximated by a straight line; 

the equation of this line and the computer program used for the 

calculation are given in Appendix II. Appendix III gives a con

version table for indentation diagonals, hardnesses and concen

trations. Errors in carbon concentration measurements (in the 

Leco Analyser) are considered negligible. The close agreement 

between measurements on samples of known composition (Table III) 

indicates that this is a valid assumption.

The carbon penetration profiles after electrotransport are 

shown in Figures 12-23. For each sample the anode and cathode 

curves are superimposed (using the weld interface as the origin) 

to facilitate measurement of the shift due to electrotransport.

A simple statistical analysis was used to calculate the centroids

and the slopes (near the C /2 concentration) for each series ofo
points. Details of this calculation are given in Appendix IV.

The penetration curves are drawn freehand, using the centroid

and slope values as guidelines. The 'shift' or displacement

between anode and cathode curves were measured near the C /2o
39
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Figure 22. Specimen 24, carbon penetration curves
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concentration. The displacement of carbon due to electrotrans

port is given by one half the value of the shift (c.f. Equation 

(9)). A slightly less accurate measurement may be made on a 

single weld by measuring the distance from the plane of compo

sition Cq/2 to the weld interface. This method was employed 

in sample #25, where one of the welds was found to be unsuitable 

for analysis.

The experimental conditions for each specimen are summarised 

in Table IV. Data measured from the penetration curves are 

shown in Table V. Other calculated results are given in Table 

VI. The equations used in obtaining these results and a complete 

sample calculation are shown in Appendix V.

In the calculation of effective charges accurate values of 

carbon diffusivities are essential. In Figure 24 the diffusi- 

vities obtained by different investigators (under conditions 

comparable to the present experiments) are plotted against the 

reciprocal of absolute temperature. The diffusivities calcula

ted for the high current density samples (samples #10, #11, 
and #16), are also plotted, and show good agreement with pub

lished data. Low current density samples underwent fairly long 

anneals at intermediate temperatures due to the slow heating 

and cooling times of the furnace. The diffusivities calculated 

for these samples were not considered to be very accurate.

Since log D versus 1/T is a straight line the best fit straight 

line through the points was drawn, and from this the diffusivity 

values used in the calculations were obtained.

Values of electrical resistivity were also calculated;



TABLE IV

Experimental Conditions

Spec itnen 
Code

Temperature
°C

Time
s

x 10-4

"Tl'el'd""" 
V cm”1

i „+2x 10
Current

A

11 920 2.53 9.66 9.54
13 920 2.52 6.25 5.97
14 920 3.96 2.84 2.71
10 950 2.34 10.58 9.97
19 950 1.86 4.03 3.8220 950 2.16 1.94 1.8022 950 3.24 2.75 2,70
16 980 1.44 11.06 10.52
17 980 3.24 5.08 4.83
18 980 1.50 2.47 2.32
24 980 1.91 1.77 1.60
25 980 2.00 2.81 2.70



TABLE V

Data from Penetration Curves

Spec itnen 
Code

Shift
cm

Veloc i ty 
cm s"1 
x 10+7

Mean CQ 
at 7.

Slope 
at C-C0/2
at 7. cm”

11 0.0340 6.517 2.40 12.96
13 0.0275 5.456 2.21 12.05
14 0.0355 4.480 1.96 7.91

10 0.0370 7.906 2.00 8.71
19 0.0235 6.317 2.71 14.80 .
20 0.0110 2.550 2.87 15.68
22 0.0390 6.019 2.38 10.93

16 0.0265 9.201 2.44 12.36
17 0.0590 9.105 2.60 9.70
18 0.0170 5.667 2.83 14.40
24 0 0 2.80 16.00
25 0.0340 8. 500 2.30 10.60
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TABLE VI

Calculated Results

Spec imen 
Code

E££ective
charge
qeff

1/J*
cin̂  ^-1
x 10+3

Resi stivity -1cm
. rt+6 x 10

Diffusivi ty 
•cm s”1
, +7 x 10

11 5. 56 1.08 104.33 1 .08
13 7.24 1.73 108.13 1.06
14 13.09 3.79 107.64 1.24

10 4.46 1.03 108.97 1.79
19 9.72 2.69 108.41 1.43
20 8.15 5.70 110.58 1.24
22 13.61 3.80 104.50 1.16

16 3.92 0.98 108.39 2.15
17 8.46 2.13 108.21 1.73
18 10.83 4.42 109.17 2.04
24 0 6.41 113.20 -
25 14.26 3.80 106.85 1.87
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the mean values for etch temperature are given in Figure 25.

These results are in fair agreement with results calculated
39from data in Smithells Metal Reference Book •

The effective charge values for each temperature investi

gated are plotted against the reciprocal of current density in 

Figure 26. This graph shows a pronounced increase in 9g££ as

1/J increases, the relationship being approximately linear;
-3 2 -Ibeyond the point 1/J ■ 4 x 10 cm A there is a sharp drop

in the effective charge. The effect of temperature on the over

all effective charge is not marked, though at high current den

sities the charge values tend to fall as the temperature increases, 

and this trend is reversed at higher current densities.

Samples #12, #15, #21 and #23 exhibited very poor welds 

and were not analysed.
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DISCUSSION OF ERRORS

Assessing the error implicit in a value calculated from 

several experimental parameters is seldom a simple procedure. 

Where a large number of experimental results are available it 

is only necessary to study the sources of systematic errors, 

since all random errors may be assessed collectively in a sta

tistical treatment of the data. Where a statistical treatment 

is not possible it becomes necessary to consider all sources of 

error and their effect on the accuracy of the final result.

A. ERRORS IN TEMPERATURE AND DIFFUSIVITY

1. Temperature Measurement

During electrotransport runs the specimens were placed

symmetrically in the furnace with the carburised section at the

exact center of the furnace. The variation in temperature along

the central section of the specimen (shown in Figure 27) is 
oabout 3 C, but it is unlikely that the mean temperature measured

oby the thermocouple probes differed by more than 2 C from the 

mean temperature in the region within the welds. In these 

measurements a specimen was heated in the furnace to a tempera

ture of 770°C in air. The specimen could be moved along the 

furnace in order to reposition the measuring thermocouple. It 

would have been desirable to repeat this experiment under vacuum 

and at 950°C, both under furnace and specimen (Joule) heating, 

but this was not readily feasible with the existing apparatus.

61
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Instead the voltage drops in the center of the alloy region 

( i V ) and across a w»ld ( 4 V' ) were measured and plottedd A
against current as shown in Figure 28, The linearity of the

plots indicates that the relative resistivities (and tiros the

temperatures) of the alloy and weld regions did not change

over a wide range of specimen and furnace current combinations,
othe specimen temperature being maintained at 950 C« The resis

tivities of the alloy section and across the weld were calcu-
.6 -6lated to be 100.9 x 10 ohm cm and 101,5 x 10 ohm cm respect

ively, This difference is probably not significant since the 

reading error in locating the measuring probe positions (equi

valent to about one half the probe width) is about 17., However,

if any credence were to be given to the resistivity difference
oit would seem that the weld area was 15 C hotter than the 

central region. This is highly unlikely. Thus, lacking evi

dence to the contrary, it is concluded that the temperature 

gradient errors under experimental conditions were probably of 

the same order of magnitude as those estimates from the measured 

temperature profile at 770°C.

The probes did not appear to suffer from any contamination 

which might have caused discrepant temperature measurements. 

Under vacuum or slightly oxidising atmospheres chromel-alumel 

thermocouples are fairly dependable, particularly when prolonged 

use is . oided by using new probes f o r  each specimen. However, 

even in high quality thermocouple wires small errors arise due 

to inhomogeneities of composition and high temperature annealing 

during use. Such errors could be as high as - 3°C if they are
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additive, and are usuilly systematic where wire from the same 

spool is used under identical conditions in different experi

ments.

The measuring instruments (recorder, potentiometer and 

null voltmeter) had sufficiently high input impedances to re

duce the current in the measuring circuit to negligible propor-
-4tions. A current of about 10 A could flow through the chromel 

— > balance resistance — >  chromel loop. In exiting the furnace 

the probes touched lightly against the lip of the quartz furnace 

tube. The resistance across two points along the rim of the 

tube was measured at 2.5 mega-ohms, so short circuiting is con

sidered negligible.

Extraneous thermoelectric voltages were minimised by using 

chromel and alumel wiring throughout and placing the balance 

circuit inside a steel container so that all resistances and 

connections were kept at a uniform room temperature. Nickel 

plated feed-throughs were used to carry electrical signals 

through the base plate. These were water cooled (on the outer 

connection), and it was anticipated that a temperature gradient 

might develop between the inner and outer terminals giving rise 

to an extraneous thermoelectric voltage. This possibility was 

tested by forming a chromel —•> feed-through — > chromel loop 

(using a temporary rubber seal) as shown in Figure 29, and 

measuring the voltage developed during normal furnace operation. 

A similar test (omitting the balance circuit) was carried out 

for alumel. Under steady state conditions with the furnace 

temperature at about 900°C extraneous voltages totalled -37
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micro-volts, correspo iding to an error of less than -1°C«*

The specimen temperature was measured with a recorder and

occasionally checked on a potentiometer. Frequent calibration

of the recorder insured that the instrument error was contained
+ owithin the reading error of about - 0 . 5  C*

Errors could also arise from irregularities in the a.c.

voltage input and an inproperly balanced circuit. It was possible
ofor the specimen temperature to drift by as much as 3 C over a

period of 30 minutes. Drift errors, which were minimised by

frequent checks, were of a random nature and to a large extent

self compensating. It is considered unlikely that the net error
ofrom this source could have been larger than 1.5 C.

Summing the errors from all sources it may be concluded 

that the maximum systematic error falls within the limits

°C (*o*6 ^  an<* t*,e random errors probably amount to - 2°C 

<- 0.2 7.)•

2. Diffusivity

The diffusivity values used in the calculations were mean

values obtained from data in the literature and the results of

the present investigation, as shown in Figure 24. The variance

of the points about the line in the region 920 to 980°C is about.
+ -7 2 - 1- 0.04 x 10 cm s , whereas the variance of the mean (i.e. the

♦ -7 2 —1 'line) is about - 0.005 x 10 cm s * It is probably safe to

assume that the systematic error in the selection of D values

is no larger than - 0.01 x 10  ̂ ernes’’*'*

A larger error in D arises as a consequence of the error ia

* Where possible the signs of errors are reported. Negative
errors occur when the true value is less than the measure value*
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otemperature. Over the range in question a change of 1 C in T

-7 2 -1produces a change in C of 0.015 x 10 cm s . Thus the total
♦ -7 2 - 1random error in D was calculated to be - 0.03 x 10 cm s

(- 27.)» the limits of systematic error being +£.06 x 10”  ̂ cm^s“*10

B. ERRORS IN ELECTRICAL MEASUREMENTS

1. Electric Field

In high current density experiments the applied voltage 

(over the central region) was measured with great precision, 

but in the course of the run a slight instability or drift could

occur. In low current density experiments the errors due to

voltage drift were extremely small but the reading error became 

significant. An overall voltage error of about - 47. is consi

dered possible. A further error of - 17. in the measurement of 

the interprobe separation brings the total random error in 

electric field measurement to a maximum of - 57..

2. Current Pens!ty

Sources of error in current density measurements were 

analogous to those in electric field measurement, viz. current 

drift, reading error and wire cross sectional area. The total 

maximum random error is estimated at about - 27..

3. Resistivity

If in the calculation of resistivities the errors in 

electric field (E) and current density (J) are considered to be 

additive then a maximum total error of - 77. is arrived at.
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However, the standard deviations in resistivity measurements 

at a given temperature is about 37.. This probable error of 

• 37. is considered to be in reasonable agreement with the cal

culated maximum error of - 77.. Thus, considering the probable 

errors in electrical measurements to be about one half the 

maximum errors, the probable errors in E and J may be estimated 

to be about 27. and 17. respectively.
The mean values of resistivities differ by about 37. from 

the values in the literature. This could be construed as a 

systematic error, but an exact value cannot be estimated since 

the data in the literature are also subject to some error. The 

systematic errors in E and J are estimated to be no larger 

than - 37..

C. ERRORS IN POSITION OF CONCENTRATION PROFILES

1. Calibration Curve

The calibration curve of hardness against concentration 

is considered to be sufficiently accurate for the present 

experiments. It must be noted that the electrotransport shift 

may be measured accurately even if the calibration is not known 

exactly; it is only necessary to establish that in the region 

of interest the concentration is a monotonic function of hardness.

An inaccurate calibration could result in errors in the 

measurement of diffusivities. However, the close agreement 

between the calculated diffusivities and the data in the litera

ture verifies the accuracy of the calibration.
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2. Heat Treatment.
41Hutchinson has shown that variations in the austenising 

temperature* soaking time and quenching rate (above a minimum 

value) produced negligible changes in the hardness of iron-carbon 

martensite. Nevertheless all specimens were subjected to iden

tical austenising and quenching conditions.

Microhardness analysis on samples before and after high 

temperature annealing in the vacuum furnace indicated that 

decarburisat ion was negligible. This is also shown by the 

homogeneity of the structure in Figure 4(b), and the agreement 

between hardness readings taken across the width of the sample. 

Figure 4(b) does however* indicate a decarburised region near 

the edge of the specimen. This decarburisation occurred during 

austenising and quenching* and this region was avoided in the 

microhardness analysis.

It should be emphasised that any unsuspected errors in 

heat treatment or decarburisation are unlikely to affect the 

accuracy of electrotransport velocities* since in any one sample 

both welds are subjected to identical conditions.

Temperature Gradients

Temperature gradients have already been discussed with ref

erence to errors in temperature and diffusivity. A temperature 

difference between two welds in ordinary diffusion would give 

rise to differently shaped penetration curves, but would cause 

no change in the position of the plane of composition C0/2. In 

electrotransport a different situation arises. Where both welds 

are at a temperature T both penetration curves are displaced



71
from the welds by a distance d, as shown in Figure 30, giving

a shift 2d* Consider a sample at a mean temperature T, with

the anode at T - 4T. and the cathode at T + a T .a c
conditions the anode curve is displaced by d - a 

cathode curve by d + A dc , due to the difference 

Hence:

SHIFT - (d - A d )  ♦ (d + A d )O V
» 2d - ( A dfl - A d c )*

If A T  j  A T «  T,fl c
then A dfl̂  A & c 

Therefore SHIFT *  2d

Thus for small temperature gradients very 1 

shift is produced; for a gradient of 2°C between 

the error is less than 0.17.*

4. Location of Welds 

Weld interfaces were usually located with great accuracy;

however, where slightly curved interfaces or interfaces not 

exactly parallel to the wire axis occurred some slight uncertain

ty in the weld location resulted. It is estimated that this 

contributed a maximum of 37. error in the shift measurement.

5. Drawing Penetration Curves

Assuming that the indentation positions were essentially 

free from error, the standard deviation in concentration for a 

typical curve (specimen #10) was found to be 0.05 at.7.. The 

variance of the mean value, which is the significant error in 

the position of the centroid, is about 0.01 at.7.. In terms of

Under these

d. and the a
in diffusivities.

ittle error in 

the probes



72

\ > <

o
MOIIVftLMONOO o

Wo
EHCOHO

Fi
gu
re
 

30
. 

Di
sp

la
ce

me
nt

 
of 

pe
ne

tr
at

io
n 

cu
rv
es
 

un
de
r 

el
ec

tr
o

tr
an

sp
or

t*
 

Fu
ll
 

li
ne
: 

we
ld
s 

at 
id

en
ti

ca
l 

te
mp

er
at

ur
es

 
Br
ok
en
 

li
ne
: 

we
ld
s 

at 
di

ss
im

il
ar

 
te

mp
er

at
ur

es
.



73

distances this may be considered as an error of 0*001 cm (for
dC/dx ■* 10) in the location of the curve* Taking both welds in

consideration this indicates a possible error of - 0*002 cm or
about 5% error in shift*

Errors could also arise due to lack of symmetry in the

data (about the C /2 concentration plane) and due to the varianceo
of the calculated slopes. However* the centroids were usually 

quite close to the C Q I 2 concentration and these errors may be 

considered insignificant compared to errors from other sources.

D. ERRORS IN TIME MEASUREMENT

The duration of experiments was timed to the second. The 

only significant source of error arose from the occasional 

changes in specimen current polarity when checking the balance 

circuit. Specimens were not subjected to reverse polarity for 

more than a total of 2 minutes, giving a total error of 4 

minutes or about -17**

E. ERRORS IN EFFECTIVE CHARGE

The effective charge is given by the equation: 
vkT

qeff " QeE

Thus, random errors in effective charge may be 

approximately from the equation:

q - A v + A E + A T + A D  eft

where the A's are percentage errors given in Table 

A probable random error of 12% is obtained for

(10)
calculated

(U)

VII.

effective



TABLE VII 

Summary of Errors

Source ProbabIe 
Random Error 

TL

Limits of 
Systematic Error 

7.
♦ +0.3T - 0.2 i o • O

'

+3.00 - 2.0 -5.0

E o•CM 
+ 1 o•
+ 
1

V 1+ 00 • o > 1.0
-0
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charge values obtained in the present experiment. This error 

limit may be assigned to the values in Figure 26. Systematic 

errors are excluded from this graph since the main aim of 

the present investigation is to measure the variation of effect 

ive charge with temperature and current density. However, it 

is recognised that the actual charge values could all be as 

much as 9.37. higher or 6.67. lower than the values calculated.



DISCUSSION

The results of the present investigation show that there 

is a definite variation of the effective charge with current 

density during low field electrotransport of carbon in iron, an 

effect which deviates from the generally accepted electrotraas* 

port theories. It would be of great interest to determine whether 

this variation is peculiar to interstitial iron-carbon alloys, 

or whether it also occurs in other systems. In most investiga

tions where variations of effective charge with temperature have 

been reported, different specimen temperatures were attained by 

the simple expedient of varying the current density. It appears 

plausible that at least part of the reported charge variation 

(c.f. Table II) could be due not to the temperature change per

se, but rather to the accompanying change in current density.
18Huntington and Grone have found the effective charge to be 

independent of current density for self transport in gold. How

ever, the experiments on gold were performed at very high current
4 -2densities, in the region of 10 A cm , which is approximately 

an order of magnitude higher than the current density levels

employed in the present investigation. Figure 26 shows that at
4 4 —2current densities of 10 and 2 x 10 A cm the predicted values

of carbon effective charge are 1.45 and 1.3 respectively, &

variation too small to be detected by the present experimental
34measurements. Seith and Wever have encountered a non linear

variation of mobility with applied field in substitutional alloy
4  — 2.(Cu-Al) electrotransport at a current density of about 10 A cm

76



77
indicating that this phenomenon is not restricted solely to 

interstitial alloys, and may also occur at high fields.

A. SCATTERING CONSIDERATIONS

The apparent variation of the effective charge with field 

could be explained fairly simply if it is assumed that the 

scattering cross section of defects varies with applied field 

(c.f. Equation 1). This model has some credence for collision 

processes in plasmas. In ‘onised gases the scattering cross 

sections for electron-atom collisions (in inert gases) is small 

at low fields, increases rapidly to a maximum and then decreases
/ 9to a low value as the field is increased • This corresponds 

closely to the variation in effective charge as a function of 

the applied field observed in this investigation. Such a mecha

nism would readily permit the evaluation of the true charge from 

data at different fields, since as the applied field approaches 

infinity the scattering cross section (and this the momentum 

transfer effect) approaches zero, and the effective and true 

charges become identical. Unfortunately this rather facile ex

planation is not acceptable. Variations in the scattering cross 

sections for gases are related to variations in the particle 

velocities. In a solid metal the electrons are moving with a 

relatively constant mean velocity of 10** cm s“*, and the maxi

mum electron drift velocity due to the applied field is unlikely 

to have been larger than 10 cm s~*. Thus the applied field makes 

a negligible contribution to the mean electron velocity, and 

should not substantially alter the scattering cross section for
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electron-ion and hole-ion collisions. For similar reasons the 

possibility that the effective charge varies as a result of changes 

in th concentration of electrons or I.oles, or their effective 

masses, due to distortion of the Fermi surface by the applied 

field, is also discounted. The application of the field causes 

an asymmetry in the electron momentum distribution, which re

sults in the drift velocity, but the corresponding energy change 

is several orders of magnitude less than the thermal energy con

tribution, and it is unlikely this would result in a charge 

carrier concentration change through inter- or intra-band transi

tions.

B. JUNCTION EFFECTS

A very sensitive dependence of effective charge with applied 

field could arise from junction effects at the weld interfaces 

between the alloy and pure iron sections of the wire. This 

would be in the nature of a p-n effect requiring that a potential 

barrier be overcome before a current could flow. However, plots 

of voltage drops within the alloy (i V.) and across the weld 

( 4 V M  against current, measured on a typical specimen,, .ere 

found to be linear, as shown in Figure 28. Thus it is concluded 

that the electron current was in no way affected by junction 

effects, though this is no guarantee that the ion current was 

also unaffected. Moreover, from the slopes in Figure 28, the 

resistivities of the alloy and weld sections of the wire were 

calculated and found to agree within 0.6Z, which is an indication, 

of the soundness of the weld.



C. DIFFUSIVITY CHANGE CONSIDERATIONS
79

An alternative approach is to consider the possibility

that the diffusivity, through the activation energy or the

correlation factor, tray depend on the applied field* This

does not appear unlikely since the field will have a polarising

effect restricting the atom jump directions, and will also induce

vacancy motion which can accelerate the ionic diffusion process,
43Stepper and Wever measured extremely high effective charges

for several minor components in dilute copper alloys, which they

attributed to very small correlation factors and, in one case,

short cut diffusion by a dislocation pipe mechanism* For either

process acceptable effective charge values could be calculated

if it was assumed that in electrotransport the diffusivity was

much higher than in normal chemical diffusion. In iron self
44transport Hering and Never found similarly high electrotrans

port rates and calculated an ‘‘effective" electrotransport diffu

sion activation energy of about 30.5 kcal mol *, as compared to 

a value of about 70 kcal mol * for normal chemical diffusion 

transport*

In the present investigation it is unlikely that the varia

tion of effective charge is th^ iesult of a change of diffusi

vity with field, for the diffusivities were calculated directly 

from the penetration curvt* and the values obtained were found 

to be in close agreement with published data* Unless it is 

postulated that the electrotransport and chemical diffusion 

processes can occur independently at different diffusivities,

the apparent variation of the effective charge cannot be attri
buted to diffusivity changes*



0. PROPOSED TRANSPORT MODEL
80

The plot of ion velocity against applied field shown in 

Figure 31 suggests that the electrotransport of carbon may occur 

by two separate processes; one process causing the initial sharp 

increase in velocity with applied field saturates at fairly low 

field strength, while the further subsequent rise in velocity is 

due to a different electrotransport mechanism. This latter pro— 

cess appears to be the normal interstitial transport mechanism*

At fields greater than 0.028 V cm * the ion velocity is linearly 

related to the field, and therefore the effective charge for this 

process is constant, which is in agreement with theoretical pre

dictions.

Although the transport of carbon is considered to occur by 

purely interstitial motion, and this is undoubtedly the major 

mechanism in chemical diffusion, some transport will also occur 

as a result of vacancy diffusion. Carbon atoms may occupy vacant 

lattice sites, an energetically probable state since lattice 

strains are thereby reduced, and carbon motion may occur by the 

interchange of positions of the carbon-vacancy complex with an 

iron atom. The exact interchange may be a direct interchange 

affecting only one iron atom, or a rotational mechanism where 

several iron atoms move. It was noted earlier that iron ions
7 32will migrate towards the cathode in self transport of pure iron * *.
35and towards the anode in electrotransport of iron-carbon alloys 

36,37^ T^e raechanism of vacancy migration may be used to explain: 

this change in polarity of the electrotransport direction. Evi

dently in self transport the ionic charge and hole-ion collision
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processes result in a net force on the iron ions in the direction 

of the applied field. Thus the most probably .nterchange between 

an ion and a vacancy *s one which results in motion of the ion 

towards the cathode as shown in Figure 32(a). In an iron-carbon 

alloy the vacancy may be occupied by a carbon Ion. In this case 

both carbon and iron ions experience cathode directed forces.

It appears that the electrotransport force is comparatively high

er for the carbon ion than for the iron ion and the most probable 

interchange is one in which the carbon ion moves in the direction 

of the cathode, which necessitates iron travelling towards the 

anode, as shown in Figure 32(b).

The above interchange mechanism for carbon motion could 

give rise to the initial sudden Increase in carbon ion velocity 

with applied field. Generally most substitutional diffusion 

processes are considered negligibly slow compared to interstitial 

transport, but in iron, and particularly in the electrotransport 

of iron, this does not apper.i to be the case. Aluminum forms 

a substitutional alloy witti iron, yet its diffusion rate in iron

is only one order of magnitude smaller than the Interstitial
39 35diffusion rates in gamma iron . Frantsevich et al quote

electrotransport velocities for iron (in iron-carbon alloys) of 

2 x 10“6 cm s"1, which are comparable to interstitial electro

transport velocities for carbon. In iron self transport Hering 
44and Wever calculated the activation energy for self transport

to be less than one half the normal chemical diffusion activation

energy; diffusion by a dislocation pipe mechanism was considered

to be the cause of the low activation energy. Frantsevich et 
36at found that the transport numbers for iron and carbon
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electrotransport In irron-carbon alloys are of >:he same order of 

magnitude* Thus it appears plausible that transport by the inter

change mechanism may be comparable in magnitude to the rate of 

interstitial transport*

Figure 31 suggests that the carbon-vacancy-iron interchange 

mechanism is activated by a small field* but that once fully 

activated it is no longer responsive to further increase in 

applied field. Normally the probability of a diffusion jump . 

occurring in a given direction is an exponential function of the 

force on the ion in that direction. It is proposed that the 

interchange mechanism is extremely sensitive to the applied field; 

at fields as low as 0.028 V cm~* the probability of a carbon jump 

toward the cathode is almost one hundred per cent. Applied fields 

greater than 0.028 V era”* do not substantially increase this pro

bability* and the total contribution to the electrotransport 

velocity due to the quasi-substitutional interchange process is 

determined by its activation energy and the specimen temperature. 

In Figure 31 the intercepts v'(T) represent the contribution of

this mechanism to electrotransport. A plot of log v*(T) versus 

T shown in Figure 33* is reasonably linear. Assuming that 

v'(T) - A.exp(-Qv/RT)» the activation energy for this process*

Qv* was calculated to be 42 kcal mol“*. This value is about 

the correct magnitude for vacancy diffusion in metals (Honeycombe^) 

and supports the hypothesis that a vacancy interchange mechanism 

contributes to electrotransport. Presumably Qy comprises the 

activation energies for both vacancy formation and vacancy motion.

Several of the assumptions made in proposing a relatively 
fast vacancy transport tnechansim may be subject to criticism.
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In particular the proposed very sensitive dependence of such 

a mechanism on the applied field is difficult to explain satis

factorily. It is possible that the field might distort the 

spatial distribution of shielding electrons in the neighbour

hood of ions or vacancies, making the direction of the applied 

field a highly preferred direction for diffusion jumps. This

would result in very small jump correlation factors, as postu-
43lated by Stepper and Wever in explaining the very rapid trans

port they encountered in copper alloys.

The fraction of vacancies in metals at 1000°C is in the 

order of lo”* (or 0.001% of the lattice sites)*** which is con

siderably less than the concentration of carbon in the alloys 

used in the present experiments. Moreover, not all vacancies 

will be occupied by carbon atoms. Thus it could be argued that 

only a minute fraction of carbon atoms could move by the vacancy 

mechanism. This is a valid argument, and not one to be easily 

confuted. However, it might be suggested that the strain energy 

contributed to the lattice by interstitials may be reduced by 

the introduction of a vacancy in the vicinity of an interstitial 

atom, so that in order to lower the lattice strain energy an 

iron-carbon alloy may contain a larger equilibrium total number 

of vacancies than the pure metal. Unfortunately, exact data of 

this nature is not readily available and an accurate estimate of 

the vacancy concentration cannot be presented.

There exists the possibility that the relatively fast 

electrotransport at low fields is not attributable to a vacancy 

interchange, but rather to a completely different mechanism such 
as dislocation pipe diffusion (c.f. Hering and Wever**) or grain
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boundary diffusion. It is inte' sting to note that for grain

boundary diffusion of iron the activation energy is 40 kcal 
-1 47mol (Shewmon ) which agrees closely with the activation 

energy of 42 kcal mol * obtained from Figure 33* In the present 

investigation the grain size of the alloys was about 80 microns 

and at the high temperatures of the experiments it is unlikely 

that grain boundary diffu' on would have contributed substantially 

to the total diffusion transport. Moreover, it may logically be 

expected that carbon grain boundary diffusion would have an 

activation energy smaller or at least comparable to the inter

stitial activation energy of 29 kcal mol"*. It may. however, be 

postulated that the fast low field electrotransport could be 

related to grain boundary diffusion jl£ carbon and iron atoms 

move in synchronism (with an activation energy of 40 kcal mol *) 

by some field dependent interchange mechanism. Since grain < . 

boundaries may be viewed as an agglomeration of vacancies, grain 

boundary electrotransport would thus be only a more general case 

of the vacancy interchange mechanism discussed previously. The 

difficulties already encountered in attempting to explain the 

field effects in vacancy interchange electrotransport would be 

just as severe in the case of grain boundary transport.

E. EFFECTIVE CHARGE FOR INTERSTITIAL TRANSPORT

The model of carbon-vacancy-iron interchange seems the 

most plausible explanation for the relatively large electrotrans

port velocities occurring at very low applied fields. However, 

it is possible that some other short circuit diffusion process,
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possessing the properties of easy activation aid saturation by 

the field and having an activation energy of approximately 

42 kcal mol”*’, could operate and contribute to electrotransport* 

In any case there is little doubt that the variation of velocity 

with applied field beyond 0,028 V cm * may be attributed pri

marily to normal interstitial transport. For this region the 

ion velocity may be expressed as follows:

v - ,cleff(i) + V '(T)» for E “ °»028 V cm”1 (12)

where is tlie effective charge for purely interstitial
electrotransport and v'(T) is the intercept on the v-axis at 

E • 0 as shown in Figure 31 and represents the contribution of 

a vacancy mechanism to the ion velocity. The charge may be cal

culated from either of the following equations:

q er/I. - ££ * .{.V— r_.y-i.TI >. for E - 0.028 V cm”1 (13)eff(i) eD E

or
3 v. kT (14)

ef f (i ) “ "3T eD

Using Equation (14) the effective charges for interstitial

transport were calculated and are given in Table VIII; the errors

shown in Table VIII were estimated from individual evaluations

of 4 using Equation (13).eff (i)
These results are in fair agreement with those quoted by

10 36Darken et al and Frantsevich et al (see Table II). Moreover*

whereas the overall effective charge values showed little varia

tion with temperature (except, perhaps, for the values at highest; 
current densities), the calculated effective charge values for
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TABLE VIII

Effective Charge Values for Purely 
Interstitial Electrotransport

Temperature Effective Charge Probable Error

T°C
qeff (i)

920 2.45 -0.05

950 1.51 -0*02

980 0.57 ±0.10
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interstitial transport show a pronounced temperature dependence.

38Frantsevich and Kovenskii have found the effective charge of

carbon in iron to bee hyperbolic function of the factor

(T ♦ p / a )”*, and calculated a true charge value for carbon in o
gamma iron. A similar analysis is not feasible with the present 

results; more data than that available would be required to 

establish the exact relation between the interstitial effective 

charge and temperature. However, the calculated interstitial 

effective charges appear to be extremely sensitive to temperature.

perhaps more sensitive than a hyperbolic dependence would warrant.
9 o oBibby et al found the change in charge from 842 C to 902 C to

o obe much more pronounced than the change from 902 C to 950 C» as
12 36shown in Table II. Kalinivich and Frantsevich et al encount-

oered discordantly low values of charge at 1050 C. and Darken et 

a l ^  were unable to establish a consistent temperature depend

ence at all. Thus it appears plausible that though the effect

ive charge may be hyperbolical1y related to temperature over a 

relatively small temperature range, over a wide range the rela

tion may not be a simple monotonic one. It is difficult to 

analyze and compare results in the literature with confidence 

since it is seldom known whether the effective charges reported 

were affected by the field dependence observed in the present 

investi gat ion.

The pronounced variation of effective charge with tempera

ture (for interstitial transport) may result from changes in the 

electron/hole concentration ratio and the effective masses of 

electrons and holes. Such an effect was suggested earlier as 

a possible explanation for the negative effective charges found >n



9i
29 30p~conducting alloys (‘:.f. Kuz'menko et al * ) and the opposite

polarities o£ the effective charge o£ copper a t  temperatures ■>
P 31 33below and above 1000 C (c.f. Mever and Grone ).

The low effective charges obtained for carbon interstitial

transport (i.e. q < ♦ 4) indicates that the hole-ioneff(i)
momentum transfer is probably smaller than the electron-ion

9momentum transfer. Bibby et al arrived at the opposite conclu

sion; the large positive effective charge (q > ♦ 4) theye f £
obtained for carbon transport in gamma iron seemed to indicate 

that holes were the predominant charge carriers in the collision 

process. Presumably, where hole and electron momentum transfer 

contributions are identical a true charge of about +4 would be 

measured (c.f. Equation 1).

It is to be expected that at very high fields the overall 

effective charge should approach the interstitial effective 

charge, since at high fields v » v'(T) and jv/ 3 E ^  v/E. It 

is interesting to note that in Figure 26 the best fit lines to 

the high field points (E> 0.028 V cm”1 ) at 920, 950 and 980°C

intersect the q ,,-axis at about 2.5, 1.2 and 0.5 respectively, err
These values are comparable to the interstitial effective charges

4 -2shown in Table VIII. Thus for fields of the order of 10 A cm 

the interchange contribution is relatively small and little 

error is incurred in neglecting it in the calculation of charge. 

However, this will not always be the case, and it is quite 

possible that in some alloys short cut diffusion may occur caus

ing a variation of effective charge with applied field even at 

high field strengths. Where accurate measurements of effective 
charge are required the possibility of a field dependence should 
be carefully investigated.



CONCLUSIONS

The effective charge of carbon in gamma iron is a function 

of the applied electric field, but this field dependence is 

only appreciable at low fields.

Electrotransport of carbon appears to occur by two inde

pendent processes: the normal interstitial transport and a 

postulated vacancy interchange mechanism.

The interstitial transport velocity is proportional to the

applied field in accordance with accepted theories. An

interstitial transport effective charge may be calculated.

Vacancy transport is activated by a field of 0.028 V cm

but is field independent at higher fields. The maximum

contribution of this process to the total velocity varies

with temperature, and its rate appears to be exponentially

related to an activation energy of 42 kcal mol
-IAt fields of about 0.028 cm the carbon electrotransport 

is almost entirely determined by vacancy transport. As the 

applied field is increased the interstitial transport be

comes significant and may become dominant at fields larger 

than 1.0 V cm •

The interstitial effective charge is strongly temperature 

dependent, increasing as the temperature is decreased.

The low effective charge values for carbon interstitial 

electrotransport suggest that the electron-ion momentum 

transfer exceeds the hole-ion momentum transfer.



93

8. Diffusion coefficients calculated from carbon penetration 

curves are in fair agreement with published data and indi« 

cate that in chemical diffusion the only significant process 

was interstitial nigration*
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APPENDIX I

Analysis of Armco Iron

Impuri ty 
Element

C
Mn
P
S
Ni
Cr
Cu
Si
A1
N
0

Concentration 
wt %

0.012
0.06
0.012
0.013
0.04
0.03
0.08
0.020
0 . 0 1 0
0.007
0.033

The above analysis was obtained from Chicago Spectro 

Analysis Incorporated.
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APPENDIX II

Concentration Calculation 

The relationship between the hardness of iron-carbon 

martensite and the carbon concentration shown in Figure 11 

can be approximated by a straight line with the following 

equation:

CONC - 1.041 x 10“3 x VPH - 0.2977.

where CONC is the concentration of carbon in weight per cent, 

and VPH is the Vickers Pyramid Hardness number.

A simple computer program incorporating this equation 

was used to convert indentation diagonals to concentration 

values. The concentrations were expressed as atomic per cent 

values, these units being more suitable to the plotting of 

diffusion penetration curves. The positions of the indentations 

were given with reference to the welds and expressed in centi

meters.
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APPENDIX III

Conversion Table 

A conversion table relating indentation diagonals, hard 

nesses, and compositions was calculated. The following equa 

tions were used:

" .272.1Q5 
(DIA)2

VPH -

-3WPC - 1.041.10 x VPH - 0.2977

APC - 100.WPC
(WPC + 0.21504.(100 - WPC))

where DIA ■ Mean indentation diagonal at 500 gm load

VPH « Vickers Pyramid Hardness number 

WPC « Carbon concentration in weight per cent 

APC - Carbon concentration in atomic per cent

100
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APPENDIX IV

E v a l u a t i o n  of C e n t r o i d s  a n d  S l o p e s

One of the best methods of fitting a line to a set of experi

mental points is a regression analysis. In the present analysis 

only the hardness points falling within the concentration limits

%C and 3C /4 were weighted since this is the most sensitive o o
region of the penetration curve and the shift between anode and 

cathode curves would be most accurately measured in the vicinity 

of the Cq/2 concentration. Moreover at very hi^'i and very low 

concentrations the hardness measurements become less accurate 

than in the medium concentration regions due to the increased 

reading error (smaller diagonals) and distortion of the indenta

tions respectively.

Advantage was taken of the fact that over the region stipu

lated the diffusion penetration curve could be approximated by

a straight line without incurring large errors (see Figure 34).
48N e v i l l e  and  K e n n e d y  s ho w  that the s t r a i g h t  l i n e  a p p r o x i m a t i o n  

to a set  of e x p e r i m e n t a l  p o i n t s  is g i v e n  by a n  e q u a t i o n  of the 

t y p e :
EXY y -  o .x
I X 2

where (Y,X) are the co-ordinates of the points relative to the 

centroid (Y,X) used as origin. The co-ordinates of the centroids 

are the mean y and x values for all the points.
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n n
Y - X y 4/n» X - X x /n,

1-1 1 1-1 1

for a sample of n points.

For each set of data the centroids and the slopes of the

penetration curves were calculated. A trial run on standard
49diffusion data taken from Darken and Gurry indicated that the 

slope given by the straight line approximation differed from the 

maximum theoretical slope (at CQ/2) by a factor of 1.05. This 

factor was introduced as a correction in the evaluation of the 

slope. Computer programs were used in these calculations.

It must be emphasized that this technique is not considered 

to be a strict statistical analysis, but rather a simple approxi

mation. The centroids provided anchor points and the slopes were

used as guidelines in the region of concentration near C /2. Theo
rest of the penetration curve was drawn freehand as the best fit 

line to the data.
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APPENDIX V

Sample Calculation

Specimen #10 
Temperature (T) 
Time (t)
Field (E) 
Current (I)

950 C - 1223 K 
2.34 x 104 s 
10.58 V m" 1 

9.97 A

Diffusivity, mean (D) ■ 1.70 x 10-** m 2s”*
Electronic charge (e) - 1.592 x 10-19 coulumb

-23 -1Boltzman constant (k) ■ 1.38 x 10 joules K

Shift
Ion velocity (v)

-40.037 cm ■ 3.7 x 10 m 
3.7 x IQ" 4 
2 x 2.34 x 104

7.9 x 10" 9 m s_l

___ vkT 7.9 x 10 9 x 1.38 x 10 2 3 x 1223Effective charge (q ) - 5 7 7  -    rr-----
eff DeE 1.7 x 10 11 x 1.592 x 10“ 19 x 10.58

- 4.46

Current density (J)
9.97

(2.54 x 0.045)
_ . 4
2 rr

• 971 A cm  ̂ • 9.71 x 10^ A m-2

1/J - 1.03 x lO**3 cm2 A ’ 1 1.03 x 10”2m 2 A’ 1
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Resistivity (p ) - - « 10*58 x 10~2 x 1.03 x lo”^J

- 108.97 micro-ohm cm

■ 1.0897 x 10"6 ohm m

Diffusivlty, calculated.

0.564.C 0#282 2.0
D T  - ---..... —  . ii - 0.0647

Slope 2 8.71

-4Dt - 41.9 x 10

D „ 41 ?9 x 19.—  - 1.79 x 10“? cm2 s’1 
2.34 x 10*

- 1.79 x 10~11 m2 s"1
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