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ABSTRACT

A two-dimensional digital convolution filter (re-
ferred as Convolver) eaploying the Fast number theoretic
transtorm (FNTT) algorithm was built in the Department as an
external peripaeral to the SEL wini-computer for Imaqe Pro-
cessing. The purpose of this research is to analyse the de-
sign, suggest improvements, provide a working system and il-
lustrate the use 0f the conveclver through various examples.

‘The thesis describes the theoretical backgqround and
the nardware implementation of the convolver. A detailed
explaination ot the design considerations has been developed
to provide an easy and complete reference for the user.
Several coapdarisons have been presented, as part of analy-
513, to establisn the etriiciency of the techniques used in
the desigyn or tae convolver. Timing diagrams have been pre-
pared to fdacilitate the understanding of the processing ot
signals througqn the filter. Through-put rate calculations
are included to indicate the speed 0f processinge.

A systemdatic way to write the interfacing software
has Leen explained. A directory of the available software,
and a table oOf the main Integrated Circuits used ia the con-
volver is included. Software has been written to make the

convolver part of a user friendly 1mage processing system.

- jii -

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Two desiqn methods to improve the speed of processing are

proposed.

- iii -
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Chapter I

INTRODUCTION

1.1 OBJECTIVE AND OUTLINE OF THE RESEABCH WOEK

lfigh speed digital f£ilterinqg of two—-dimensional signals
is an essential element o0f contemporary research on signal
processing. The application areas include image processing,
pattern recognition, digital communication and robotic vi-
sion. The pre-processing of signals is also important for
images obtained trom space exploration photographs, radio-
qrapﬁs, nuclear aedical images, and geophysical data. The
filtering, or the convolution of images with a filter ker-
nel, can be achieved eitaner by direct computation or indi-
rectly, by the use of a transtorm having the cyclic convolu-
tion propertye.

One of the iadirect tecnniques for the convolution is
use oL the Discrete Fourier Iranstorm (DFT). The use of DFT
ror éonvolution became popular when Cooley and Tukey [23]
introduced the efficient Past Fourier Transforwm (FFT) algor-
ithm to compute DFT resultiag 1n a significant saving in
computation and performance improvement over the dircect
met hod. The FFT uses the cyclic property of the complex ex-
ponential function to reduce the number of uultiplications.

The speed of the FPFT and therefore the maxiaum data-process-—
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2

ing speed still remains proportional to the (complex) multi-
plication tiae. Attempts were made to reduce the multipli-
cation time, rfor example, Liu and Peled {257 proposed to use
a4 bit-slicing algqorithm and table look-up scheme to replace
the conventional multiplier. Also, tnere 1s a decinite
drawback in the use of DPT for machine implementation, that
there i1s finite precision representation or the transcenden-
tal multiplier functions. These approximations contribute to
the error noise in the output.

An alternative transform domain technigue vhich has at-
tracted consideranle interest in last few years is the use
or the Number Theoretig Transforn {NTT) « Fermat Number
Transtforms {(FNT) and Rader Transforms (RT), which are spe-
cific NIT's have been implemented {7,14]. A very attractive
method of implementation orf NTT's [or convolution is, howev-
er, over the riangys thdat are isomorphic to direct sums of
Galois Fields [ 131 This implies the use of the kesidue Num-
ber System (kNS), which itself is of parcticular interest in
digital signal processing [31] pbecause of the parallel na-
ture of its arithmetic. The alN3 was extensively investigated
by Szabo and Tanaka [3] in 1967 for use in the design of a
general purpose computer. Residue techniques, however, did
not receive wide-spread dttention because the rerrite core
memorlies used at that time were too expensive and bulky to

Justify thelr use to store the needed tables.
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Nith the current advances in semi-conductor @memory
technoloqy, the implementation of NTT's for sigynal process-
ing 1s a viable alternative to .conventional methods [7].
Thougyh the transform domain representation of NTT sequences
nhas no known praccical interpretation, its implementation
for convolution i3 meaningful. The only restriction to be
observed is that the data points are small enouqh (scaled)
so that the final result does not produce a data point
greater than the ring modulus. Also, since the transform is
defined over a finite ring, the results are exact. PFurther,
in RNS arithmetic implementation, a multiplication can be
replaced by a taole look—up operation, and thus the through-
put rate <can pbe expected to be high with relatively low
nardware cost. Tane number orf bits used for data representa-
tion, nowever, should be smdall so that amemories required for
look-up tables are commercially available. Jullien [5] sug-
gested a @method to implement multiplications which results
LL tremendous aemory saving and reduces memory requirement
to a viable size, still using look-up tables.

The transtform domain technliques are only attractive
wvhen one or the fast algorithms are employed in their compu-
tation. Fast Fourier Transtorm type algoritnms can be ap-
plied to compute the NTT. The heart of sucn fast alqorithm
is a computational unit called a "Butterfly". One or multi
dimensional butterrlies have peen used to compute the trans-

forms [10]. The ordered-Input-ordered-Output (OICO) alyor-
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U4
ithm (4] is of particular interest since it eliainates the
data pre-shufflinge. This further requires unity twiddle
factors at the last stagqe of phe butterrfly coamputation.
Hence, the transrorm of the coeificients can be multiplied
by the transform of the data points at the last stage of
butterfly computation instead of the multiplication by tae
twiddle factors. This results in saving in the total number
of computations.

For its practical use, any RNS arithmetic structure re-
quires Binary to Residue (B/R) and Residue to Binary (R/B)
converter units. Several hardvware techniques [3] are availa-
ble ror a B/& converter. The separate need of such a B/R can
be avoided 1f the A/D converter used gives the binary output
which also is a residue. This can be a4 case vwhen the ring
modulus is larger than the possible maximum value of any
data point. The crinal outputs obtained from a two or more
moduli, however, have to pe combined to obtain the result.
The Chinese Kemainder Theorem (CRT) 4is one of tne methods
{31, but 1t surfers Lrom the disadvantage that it needs a
mod M adder, where M is tne dynamic ranqge. The other method
is via the use of a Mixed Radix Conversion (MRC) techaique.
The multiplication needed in this method can be i1mplemented
using look-up tables. This method has computational advan-
tagqes over the CRT wnen fewer aoduli are used.

Hardware realizations are normally fixed for a specific

size of image operated on by a particular algorithm. Multi-
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ple use of the sume piece of hardware and use of over-lap
techniques can be used in processing of images of larger di-
mensions [ 18] than that of the basic block size. Such algor-
ithms are attractive when working in a limited memory sys-
tem, such as tnat of a mini-computer.

A special purpose digital siqnal processor is a dedi-
cated pliece or hardvware whose function is to perform a spe-
cific set of processing alqorithms (in real time) as a selfr
contained subsystem. Obviously all the siqnal procesing al-
gorithms can be 1impleaented on a general purpose computer,
however the speed of such i1mplementations on general purpose
computer$ are not particularly attractive. Many industrial
needs have only one application in mind, for example, faul-
ty part detectiof 1n an assembly line. Secondly, most gen-
eral purpose computer architectures can not normally handle
simultaneous computations. A dedicated piece of hardwvare,
however, is designed to hdandle a large number of computa-
tions, and employs a parallel ©processing and pipelining to
achieve speeds several orders of wmagnitude faster than gen-

eral purpose computers.

This research 1s an extensive investigation
into the processer architecture of a Fast 2-dimensional Di-

gital Convolution Filter using Number theoretic transform
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6
techniques. The processor vas built by Dr.H.K.Nagpal for the
Signals and Systems group, Dept. of Electrical Engineering
at the University of Windsor {291« Although different hard-
vare structures ror the realization of Fast Fourier Trans-
forms have been proposed, - processing images and other inhe-
rently two-dimensional siqnals using a Fast Number Theoretic
Transtorm (FNTT) with a two-dimensional buttecfly structure
is a relatively recent method. The various components which
make up the complete processor are examined in this thesis.

In the realization of digital systems using special
purpose hardware, the concepts ot barallelism, multiplexing,
and pipeling are o« great importance in achieving a maximua
value of performance-cost ratio for the particular applica-
tion being considered. The theoretical considerations use-
ful with respect to 'speed and cost trade-oiffs' are reviewved
in this wvork.

The memory architecture needed for implementation of
twvo-dimensional oOrdered-Input=-0Ordered-Qutput NTIT algoritiam
is investigated in 1liynt of the speed/cost trade-off. The
implementation of such 4 butterrly is descriped in detail.
The use of table look-up ftor mathematical operations, 1in
particular multiplication, by a sub-amodular approach, is in-
vestigated.

Several design aspects used 1in implementation of the
processor are conpared to establish the efficiency of the

convolver. For example, computation saving by the use of a
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two~dimensional butterfly is compared with that of one-di-
mensional butterfly. Several other comparisons are made to
support the architecture used in the convolver. For ins-
tance, the use of the Hixed Radii Conversion method is just-
ified compared to the Chinese Remainder Theorem in the im-
plementation of Residue to Binary converter. The
implementation of multiplication py sub-modular look-up ta-
ble and by the use or direct UOM multipliers is compared.

Timing considerations are made for serial sequential
procesing (used 1n the convolver) and cascade processing,
and speed/cost {erticiency) consideration for these methods
are investigated for video-rate processing speed. Two
structures, naamely, 4 three-memory buffer structure and use
of & 'complete! buttertfly structure, have been proposed to
improve the processiag speed. The timing diagrams with re-
3pect to regqgister contents in the butterrfly of the convolver
are presented.

several examples of image filtering are presented to
illustrate tne application of the processor. The examples
are taken rrom well defined images. A sinple and approximate
method to obtain the coerticients of 4 two—aimesnsional fi-
nite impulse response filter is described. Several standard
filters are used tor Image Smoothening, Inmaye Enhancement
and other feature extraction on images. The results ob-
tained £rom three ditferent metuods in software, namely di-

rect use of convolution, using the FFT and using the FPNTT.
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The use of block—-mode filtering is investigated in fil-
tering of very large sequences, in a liaited main-memory
system. The choice of the basic-block size is a trade-off

with speed. Theoretical comparisons for this trade-off are

presented.

1.2 THESIS ORGANIZATION

Chapter-2 provides the theoretical backqround on the
application of Fast Number Theoretic Transtform techniques in
digital filtering of two dimensional sequences. It details
the modular arithmetic, alqebraic constraints to be observed
1n the use of the NTT and the restrictions imposed from
practical point orf view. Further it describes the concepts
of the 2-dimensional OIOO-NTT algorithm, and the method of
Mixed Radix conversion used in the residue to binary conver-
sion. The design considerations used in the convolver are
detailed in this cnapter.

The iwplementdation of tae transform computational ele-
ment, the putterfly, and the multiplication in the butterfly
usinq.the sub-modular approacn, are described in Chapter-3.
A number of comparlisons wvwita respect to speed, c¢ost and ne-
mory storaqe are included in this part to describe the per-
formance of tne processor. Various timing diagrams are also
included in tnis part.

Chapter-4 deals with the hardware and the functional

details of the imdqe processor. In particular, both the me-
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mory architecture and the butterfly operation are described.
The High Speed Device (HSD) interface of the Pilter with the
mini-computer SEL and the control logic are examined. The
discussion on the software of thé HSD is included in the ap-
pendix. The steps for the use of the convolver are described
in this chapter.

In the next part, Chapter-5, we detail the results of
filtering by the use of several standard filters on test im-
ages. The applications in mind were Image Smoothening and
Edgqe Enhancement. This final part considers the processing
of largqe arrays (larger than can be processed in one block)
by block-mode filtering. The time of processing, which de-
pends on block size has been conmpared. Chapter-6 presents

the conclusions of this research worke.
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Chapter: II

DIGITAL FILTERING USING FPAST NUMBER THEORETIC
TRANSFORN TECHNIQUES

2.1 INTRODUCTION

In digital image processing, as well as in other areas,
it is desirable to filter a two-dimensional discrete siqgnal
Xx(i,j) by convolving that signal with the two~dimensional
digital pulse response of applied filter h(i,j) producing an

out put signal y (i,j).The two-dimensional convolution is de-

fined as
Y(i,3)= x * n
M=l M-}
= Z 2 x(k,1) .h(i-k,j-1) (2-1)
R0 40
i'.i:' O,1,--...--H"1
where the segquences X, h and v are assumed to have

square shape of dinrension (NxN), (LxL) and (4x4) respective-
ly, 4 > N+L-1.

Processing signals with a digital computer or with spe-
cial purpose digital hardware involves the i1mplementation of
computational schemes on sequences of numbers. For example,
Eqn. (2.1) can be implemented by dctually taking the sum of
products as defined or by indirect methods. The indirect

method consists ot taking the transforms of sequences x and

- 10 -
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h, wmultiplying the two transforms and taking an inverse
transform of the product. The indirect methods are attrac-—
tive, because with viable restrictions on the length of se-
quences, computationally etficient algorithms can be devel-
oped vhich have advantages over direct methods in terms of
speed and thus the cost of filteringy. The most common tech-
nique to reduce the computational cost of convoiution is by
the use of the Discrete PFourier Transform computed via use
of Fast Pourier Transform (FPT) algorithm.

It 1s interesting to note that the FPT has been used to
compute convolhtions and many hardware structures have been
implemented [4,24] with sliqht variations to the Lasic al-
gorithm sugygested by Cooley and Tuckey [ 23] Each structure
looks at the hardvare/speed trade-off associated with both
the computational eiements and the supporting structure.
However, this procedure 1is time-consuming on mini-computers
even with multiplication nardware installed, due to the
larqe numpver of complex multiplications required. PFurther
there is considerable build-up of round-off error because of
the tinite precision in representing real numbers on digital
computers. Filter designs using ROM oriented aNS arithmetic
units [11]) and implementation of the FPT witn the use of Re-
sidue Number Systea [31] have been suggested for improved
efficiency. Since for convolution we are only interested in
the Cyclic Convolution Property (CCP) of the transform, it

is natural that alternatives to complex multiplications in-
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volved in PPT twiddle factors have been investigated. Number
Theoretic Transforms (NTT), which are defined as part of
Generalized Discrete Fourier Transforms (GDFT), use integer
twviddle factors and have gainéd considerable interest for
several years as a class of siqnal processing algorithas.
The hardware of the Image convolver uses Number Theoretic

Transform for employing the indirect method of filtering.

2.2 DEPINITION OF NUNBEB ITHEORETIC IRANSFORH
Number Theoretic Transforms are defined as part of a
class of Generalized Discerete Fourier Transforas and are

comnputed over finite fields [13],

Ix_ e

}{k=

M

x = N X, €

'“k[ (2.2)
M

where N is the sequence length and 4 represents the modulus
of the field arithmetic; the generator & is an Nth root of
unity (E**N=1; &%*N1#1 mod M for 1KN1<KN) and ¥ exists. It
has been suggested that NTT's be implemented in rings which
are isomorphic to a direct sum of Galois fields:

rl r2
Ra.GF(pl):.;.GF(:pz I+ ¢ 00 o (2.31

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



13
vhere the pi are primes and r represents the degree of the
extension fields. The results of the operation can be recov-
ered by either using the Chinese Remainder Theorem or a mix-
ed radix conversion [3] algoritnm. This amounts to imple-
menting the NTT using the Residue Number System (RNS) and
the inherent parallelism of RNS implementation can be made
to advantage to obtain faster speced of processinge. We
rirst discuss some of the basic concepts of RNS frowm oumber

theory relevant to the NTIT in the next section.

2.3  MODULAR ABITHMETIC

DEFINITION-2.1: Twvwo inteqgers a and b are said to be congr-

uent mod 4 if

a = b + k.M (2. 4)
where k is some integer and ¥ is the modulus. The b is resi-
due of a mod M when

0 < b« ¥
and 1s written as

a = b (mod )

DEPLNITION=-2.2: All inteqers are congqruent mod M to sonme
integer in the tinite set (0,1,2,0c00e+,8-1) and let the set
ot elements pe combined by two different operdations '+' and
1.% both mod 4 . Then tnis set 1s called the ring of integ-
ers mod M and is denoted by Zm. Sucn a ring is a commutative

ring with identity [9].
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DEFINITION-2.3: If 1in a ring of integers multiplicative
inverses exist for all nonzero integers, this rinqg is known
as a Field . It can be showun that Zm is a field if and only
i1f M is a prine. The set of all invertible elements of a
ring is a group with respect to the operation of multiplica-

tion and is called a "multiplicative group™".
The following basic aritnmetic operations are defined

in modular arithmetic.

1. Addition: Example, 7+12=2 (mod 17)

2. Negation: cxample, =710 (mod 17)

3. Subtraction: Example, 7-12=7+(-12)=7+5=12 (mod 17)

4. Multiplicatron; Example, 7x12216 (mod 17)

5. HNulciplicative Inverse: Multiplicative Inverse of an
integqer b 10 Zm exists if and only if b and M are re-
latively prime. In tnat case b 1is an inteyer such
that be' =1 (mod M). It @may pe however noted that
when M 1s a non—-prime integer, not all members of the
set nave multiplicative inverses.

gxample: 5,55 (mod 17)
for 7x5=1 (mod 17)
3’25 (mod 14) as 3x531531 (mod 14)
but fq (nod 14) does not exist.

6. Divison: x/y exists ir and only 1i1f y has an inverse
and x/y 1s contained in the ring. In that case x/y
=x.y .

Example: 12/6=12x3=2 (mod 17)
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DEFINITION-2.4: If pi is a prime, the elements
{0,1,2,e«--p1-1} form a field vwith addition and multiplica-
tion modulo pi. In any finite field the nuaber of elements
must be a power of a prime (pl1**ri), where ri is a positive
integer and an element (primitive root) wmust exist, powers
of which can generate all the non-zero elements of the
field. Such a tield is commonly denoted by the symbol
GF (pi**ri) and is called a Galois Field [9].
DEFINITION-2.5: The Residue representation of an inteqger in
the BENS takes the roram of an L-tuple

X = (Xx1,X2,)e0ccee,Xl)
of the least positive residues with respect to the set of
moduli

(R1,m2,cecceeeml)
The range of numbers'vhich can be uniquely coded in RNS are

U £ £ K r% ni = Y4

(s

A signed integer sysgem cdan be developed attaching a posi-
tive sign to numbers in the range {V,1,ceceae/2-1} for M
even or {0,1,eecae {4-1)/2} tor 4 odd, and a negative siyn to
the number in the range (1/2,4/241 0. N-1} or
{(M+1)/2,eccue -1} respectively. The operations in RNS can
be carried independently tfor eacn oL the moduli. The correct
answers would be obtained regardless of intermediate over-
flows of an arithametic computation 1f tne result is witnin

the range of the nuapver systen.
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As nmentioned in iantroduction, for the existence of
transforas with the DPT structure 4given in 2qn. (2-2) and
having the Cyclic Convoluticn P;Operty (CCP), it is neces-
sary that an integer exist that is an Nth root of unity. We
will consider this problem using wmodular arithmetic.
First Buler's function J(M) is defined as the number of
inteqers in 2Zm tnat are relatively prime to 4. Obviously
then for M a prime numper d(M)=M-1. If M is a composite num-

ber and its prime tactored form is denoted by

cl r2 rl ‘;7
d4=(p1) < (P2) ceeee.(pl)

then the gencral expression rfor ¥ is [9)

dD(M)=4(1-1/pP1)« (1-1/P2) e (1-1/pL) .

= ﬁ (pi-1) (2.53)
EHEOuEm—2.?: Euler's theorem states that for every & prime
to 4
(M)
& =1 (mod H)

For 4 prime this reduces to Fermat's theoren.
THEOREM=~2.2: Fermat's theorem states that <for M a priae
nunber,

(4-1)

o =1 (mod H)
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which holds for all nonzero elements of Zm since they are
all relatively prime to M if M 1s a prime.

There are certain roots of unity that are of particular
intervst.If N is the least positive inteqer such that

N N1

& =1 (mod M) ; & #1 (mod H); 1ENILKN (2.7)
then & i1s said to pe a root of wunity of order N, or & is a
primitive Nth root of unitye.

It the order of & is equal to J(M), then & is called a
primitive root. If 4 is a prime and ¢ is a primitive root,
the set of integers

k .
L = (& (wmod M), k=0,1,2,...,4-2} (2.8)

is the total set or nonzero elements in Zm, and all nonzero
elements in Zm can be generated by powers of the primitive
root.Tnis, thus candracterizes the entire field. The nonzero
classes of Za form a cyclic multiplicative group of order
M=1 {1,2,eeeeeii=1}, with multiplication modulo ¥, isomorphic
to tne audition group {0,1,.....id-2} wath addaition modulo
1-1.

Buler's theorem implies that 1f & 1is of order N then N
mdst divide 2 (M), denoted by N|d(M). If ¥ is a prime it can
be showh that roots of order N exist if and only if N| (H4-1)
and the roots are given by

(4—1) /N

&=&o0 (2.9)
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vhere &0 denotes a primitive root. More yenerally if 6 is a

root of order N then
g*%xx 1s of order N/k if k|N
&*¥x 1is of order N if N and k are

relatively prime.

This implies that the aumber of roots of order N is

given by & (N) and, thererore, the number of primitive roots

is @a(o(M)). These relations allow one to calculate all of

the roots of all possible orders from one primitive root.

Example:
Let 4=7, 2w={0,1,2,3,4,5,6:2'+1,1?
2(1)=1 2(2)=1 a(3)=2
Q(4)=2 (5 =4 a(6)=2

D (7) =6

«'}

Consider raisingy eacn element of Z7 to powvers from 1 to 6

(mod 7), Tab-{2.1).

Table- (2.1)

This illustrates several very interesting features.

the various roots of order N, Tab-{2.2).
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Table- (2.2) Roots of order N

. G > — D D D G U S Y VD S D T WD D S T P . VD = W S —— S W = W A

T - — S G D WS P TS O VS S CED U G S S S TND D DD en GED S D b D Wl i S W S = — —

Only those N that divide & (d)=29(7)=6 have roots that belong
to them. The numper of roots is given by o (N) and the num-
ber of primitive roots 1s d3(d({M))=2 and they are 3 and 5.
Note that both of the priaitive roots generate all the non-
zero elements.
D (H4) -1
For a nonprime M, & nas an inverse given hy & if & and
4 are reldatively prime. It can be noted tnat for M a compo-
Site rather than a prime number, 4m is not a field since all
elements will not have inverses. There is no primitive root
that will gyenerate the entire ring, only subsets with (M)
elements. Let ¥ nave tne following unigque prime factoriza-
tion.
ol 2 rl
M =(P1) «(P2) eceececeeas(pl)

When the arithmetic has to be performed mod 4, it can
be performed modulo eacn priuae power (pi)**ri separately [9]
and the final result mod ¥ can be obtained using the Chinese
Remainder taeorea { 3 7. When the arithmetic mod (pi¥**ri) is
performed in rinite fields, then every field with N ele-

ments is isomorphic to every other field with N elements.
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Now we return to the discussion on the desiqn of the
NTT processor. We notice the following requirements for the
CCP to exist and the NTT to be defined over the finite
field.

THEOREM=-2.3: A lenqth N transform having the DFT structure
will implement cyclic convolution if and only if there ex-
ists an inverse of N and an element &, a root of unity of
order N, i.e.,N 13 the least positive integer such that

ExkN =1

This is a very general result applying to both rings
and rields that are fiaite or infinite and it has been de-
veloped ﬁrom a4 variety of points of view [25]. For ¥ a com=~
posite number as represented in Equ. (2-5), we can obtain the
results of opedtion mod 4 by combining the results oktained
from the operation mcdulo each (pi**ri).

Therefore, the length N number theoretic transform hav-
inqg the CCP in 2m must also have the CCP in &{pi¥**ri} for
i=1,2,eee+1le Tnis requires that & (mod pi**ri) bpe an inteqer
of order ¥ and must exist in Z (pi**ri}, 1i.e.,il is the least
positive integer such that

E*¥N =1 (mod pi**ri), i=1,2,cce.la
Purthermore, since the inverse traansform requires N ; the
inverse of N should exist in 2 {pi**ri}, or, N should be re-

latively prime to M. Now we find that by Euler's theorem

Njd (prL**rCi), 1i=1,2,ecece.le
ri-1 ri-1
or N|pi (pL-1) because d(pi**ri)=pi (pa—-1) .
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Since N is relatively prime to M (or its factors)
N| (pi-1) i=1,2,ce00eele
Nigcd {(p1-1,p2-1/4ceceepl=1}
We define O(H) as the yreatest common divisor (qcd) of the
(pi-1)
0(M) =qcd {p1-1,p2=1, e .pl-1}
therefore, NIO (M)
This gives us
THEOREM=-2.4: A lenqth N transform having the DFT structure
will iaplement cyclic convolution mod M if and only if
N{O (M)
and thls establisnes thne maximua transform length in Zm as
Nmax=0 (1)
This is a very important theorem that states exactly what

the possible transrform lengtas for a given modulus are.

2.3.1 An Example of convolutjon using NIT whep M is a
prime

consider two seqguences
x=(2,-2,1,0)
n=(1,2,0,0)
whose convolution is desired. From overtflow consideration,
it is sufficient ir we define the transforas over GF(17)
=17 N=4
Now since 4=17, the integer 2 is of order 8
therefore (2%*2)= 4 1s an & oL order 4.

The transformation matrix T is ygiven by
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1 4
T = 1 g*x2
1 Jx%3

or,
1 1
1 4 16
T = 1 16 1
1 13 16
since 4 =-4 (mod 17) =13
Transformation Matrix is

1 1 1
1 13 16
T = 13 1 16 1
1 .4 16

1
4 %2
4*xy
T

(mod

16
13

1
4ax3
yxxg
Ux%x9
(mod 17)
17) and

The Transtorms oOof x 4nd h are given by

11
1y
X = Tuox = 1 16
1 13

= [ 1, 10,

similarly H ={3,9,16,10]
and thus Y = XH

=73,5,12,5]

5,

1
16
1
16

9 1

& OO w -

{nod 17)

Taking the inverse transtform of Y,

Yy = (2,2,14,2) (mod 17)

2
15
1
0

(mod 17)

the
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According to our assumption, integers are supposed to lie
between -8 and 8. Therefore
y = (2,2,-3,2)

which is the correct answver.

2.4 PRACTICAL CONSIDERATIONS IN CHOOSING &,N AND M FOR AN
NTT

Although the class of all possible number theoretic
transforms seeus very large at first consideration (in fact,
infinite), closer examination shows that very few seem to be
attractive for use in signal processing. Agarwal and Burrus
[6] summerise the criteria which would make a particular NTT
to be attractive 1in éomparison to other Limplementations of
convolution. Tney list that for NTT to ope computationally
efricient three requirements are:

1. (a) N should be highly composite (preterably a power
of 2) for a fast FFT-type algorithm to exist and
(b) N snould be larye enough for practical sequence
lenths |
2. since complex multiplications take most ot the compu-
tation time in calculating the FFT, 1t is important
that nmultiplication by powers of & be a simple opera-
tion. For machine implementation, this is possible
if the powers of & have binary representations with
very few bLtS; preﬁerably also a power of two, where

~

multiplication py a power & reduces to a word sunift.
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3. In order to facilitate arithmetic mod ¥ <for machine
implementations, ¥ should have a binary representa-
tion with a very few bits and should be large enough

to prevent overflovw.

Unfortunately the conditions yiven by above theorems in
sec-(2.3) do not give a systematic way of determining the
"hest" choices. Usually M nas to be selected first and N
and & are determined suitably. When the modulus M4 is chosen

to be a Fermat Nuwber as

t
2
4 = Pt =2 + 1 {2.10)
b
=2 + 1 ¢y b=2%%x¢t
then a promising class of NTT's <cdn be obtained [8]. Such

transforms are called Fermat Number Transform (FNT). A spe-
cial class of such transform 1s when the value of & is cho-
sen &=SQRT (2.) . These transforms are described by Rader and

are known 4S8 Rader Transforms {9 ].

2.5 ESIGN CONSIDERATION FOR NTT USED IN CONVOLVER

e ——— St

As ve mentioned in section-(2-4), it is usually but not
dlways the case tuhuat a value of ¥4 1s chosen ficst and suita-
ble transform length N and the gencerator & is determined. We

Wwill follow the same approachne.
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2.5.1 choosing M
In the rinqg of integers aod M, conventional integers
can be unambiquously represented only if their absolute va-
lue is less than M/2. If the input integer sequences x(n)
and h(n) are so scaled that |y({(n)| never exceeds M/2, ve
would get the same results by implementinqg convolution in
the ring of integers modulo H as that obtained with normal
arithmetic. In most digital filterinqg applications, h{(n)
represents the impulse response and is known a priori; also
the maximum magnitude of the input signal is usually knowne.
In this case, Wwe can bound the peak output magnitude [7] by
N-|
ly(a) 1. & lx(a)max * > ju(n) |
One possible solution to this overflow problem involves
seqgqmenting the words into shorter blocks and convolving them
separately [ 3 ]. Andther approach to solving the sequence
lenqgth vs word leangth constrain is to use block processing
where the sequence of length N is broken into smaller blocks
and the results arc combined. However a better alternative
to this problem can be arqued when hardware implementation
of digital filters using the FNTT is desired. The method
works as follows:
| The convolution is implemented modulo two different
primes pl1 and p2 where pl ana p2 are chosen such that cyclic
convolution in Zpl and Zp2 is edasily impleanented on the same
machine. BY exploiting the inherent parallelism of RNS ar-

ithmatic, the processing mcdulo pl1 and p2 can be percforumed
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in parallel and the results combined to gqive the correct and
exact solution by use ot either the Chinese Remainder Theo-
rem or a Mixed Radix Conversion method .

In our implementation this latter technique has been
employed; the value of pl1 and p2 nave chosen to be 641 and
769 which are prime numbers. The operations with respect to
prime moduli are generally represented by pi and we will
follow the same convention. The prime moduli chosen are of
the form pi=¥4i=q.2%*p+1, where (2*%¥p)=128. These numbers are
chosen for several reasons. First, both the numbers, 641 and
769, support 128 point transforms and are the largest two
pcimes ( K 10-bits) |, tnat support this transform lenqth.
Secondly, the design of the Convolver vas aimed for Imaqge
processing where 128 or 256 levels are sufficient for image
representation. Tanus the input data array will have no nun-
ber greater than 255 and hence the residues with respect to
mod pi 1Ls same as the data itself. This will save us the
hardware cost 1Ln the sense that a binary to residue convert-
er cdnh be avoided. Further since,

M= r[pi i=1,2,¢...1
in our case we optain H=gu1x769 < 2%%19 (19-bits). Also by
simulation results operated over several images using the
Past Nuwber Theoretic Transform, 1t was found that the con-
volution result never exceeded a4 17-bit Dbinarcy representa-
tion. In 4 sense, we have thus provided a ‘'cushion' of

2-bits which 1s reasondaoly surficient. Also, i1t was essen-
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tial from the point of view of Euler's Tneoren (sec—2.2)
that Nmax = O(M) = gcd {p1-1,p2-1,euece-,Pl-1} and since the
sequence length was decided as N= 128 for 2-D processing ot
(128x128) images, the choice of pl=641 and p2=769 was most

suitable for hardware implementation.

2.5.2 choosing N ang §

For the implementation of NTT's for digital imaqe pro-
cessing, it is essential that an FFT-type algorithm be uti-
kized to compute the NTT of sSequences in order to achieve
the best speed/cost ratio. This requirement implies that
the sequence length N should be a highly composite number,
preferably a power of two. Gongalez [ 16] descibes that for
almost all image processing afpplications iwmages represented
by dimensions in the range (128x128) to (512x512) are suffi-
cient when 8-bit representation is used for each data-point
(gray level). Thus the choice is limited to have N= 128,
250 or 512. Now since the prime moduli 641 and 769 support
a 126=-point transfora, tnhe segquence lenqth was chosen to be
128, The hardware cost was another ractor in deciding tiae
size of the basic block to be (128x128). Furtner this com-
plies with the requirement of EBuler's Theorem.

Once the value of i and N have been fixed the value of
& is determined by finding an Nth root of unity in each
tield as described previously. The main restriction on the

paraneters is the value of N so that a FNTT can be utilized.
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The other parameters are chosen based on N. Since the imple-
mentation of multiplication is through the use of look—-up
tables, the restriction on &i is an alqebraic rather than

hardvare related.

2.6  ORDERED-INPUT-ORDERED-QUTPUT-NTT ALGORITHM

The traditional FFT-type algorithms require pre-shur-
£ling or post-ordering of the data which results in a re-
duced througnput rate and increased hardware cost. Using a
hardware implementation, various structures have been sug-
gqested [ 1] where pre-shuffling is performed at the host-com-
puter or by providing.additional logic circuitry. The con-
volver, however, uses an Ordered-Input-Ordered-Output (0I00)
algorithm for implementing the FNTIT. The algorithm was pro-
posea by Corintnios (6] and was originally described for a
1D-radix-2-FFT employinqg use of serial-sequencial pipelining
using a single Butterfly Unit (BU). In our implementation,
the oriyinal idea was extended and modified [10]. For exam-
ple, we utilize a 2D-radix-2 Butterfly for the FNTT and the
operations are performed in parallel for the two moduli.
The development of the two-diaensional UIOO-NIT algorithm is
outlined in Appendix-{(Ad).

It is seen f£rom the Egn. (A-6) that the computation of
the HTT of the vector it can be divided 1nto n-stages where
each stage performs the operations specified by the opera-

tors WY.R; . The operators of any stage operates on the
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output of the previous stage and the operator W,Rn of the
first stage operate on the vector £, Since the two-dimen-
sional operators ‘. and Ri of a stage have been defined as
the Kronecker product Of the 1-D operators, W, dg. S
, the output of a stage can be computed by sequential appli-
cation of the opeators along each dimension of the input to
the stage. Thus a stage consists of the sequential applica-
tion of an r-point NTT, permutation and twiddle factor mul-
tiplication operations to the points in each dimension of
the two-dimensional representation of the input to the
stage. An analysis of memory organization and saving in

computation is given in the next chapter (sec-3.5).

2.7 RESIDUE TO BINARY CONVERSION

54— S

The use of an NTT computed over several Galois fields
allows us to use Zesidue Number System concepts. The input
data is converted to the corresponding residues before coa-
putation with tue NTT processor. DBy the use of a sigqgned re-
presentation, numbers in the range {-p/2, p/2-1} can be uni-
quely coded. A ccmbinatorial logic <circuit for such
conversion 1s given in [3]. dowever, the input array can be
suitably scaled so that numbers are in the range 0 and 255
(8-bit). Since the moduli are larger than the maximum possi-
ble value in the input data, tne residues of the sequence is
the sequence itselt. Thus we avoid the need of a kinary to

residue converter unit.
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The siqgnals obtained after processing are the residues

too, and have to be converted to their correct binary repre-
sentation. This is done ty either the Chinese Remainder
Theorem or by the use of a {Hixed Radix Conversion Method.
For the reasons descriped in sec-{(3.9) it was preferred to
use the Mixed Radix Conversion (MRC) to obtailn the final re-

sult from the residues.

2.7.1 Use of MRC in obtaining the final result

The mixed-radix system is a weighted number system whe-

re a number x 1s represented a4as <dl,<....,a2,a1> where

nel
X an Tl Riteeeeaos.ta3.R2.R14+a2.R1%a 1

=1

where the Ri's are the radices and ai's are the mixed radix
digits 0§ ai<dki. VNumbers in the range [O,ii Ri-1] can be
represented by this .manner. By choosing the radices to be
the moduli (pi=fi) whnen pil are prime numbers,

n-|

X = an[] piteeececee.ta3d.p2plital.pl+al (2. 25)

{=1

whicihn is also equivalently represented by

X = KINlyjewwesesl2,C1>

residue Of X we.rL.t. different moduli
The ai's can be determined sequentailly in the £f£ollowvwing

manner, starting with al, since

al = x (mod pl) =residue of x w.r.t. pl =ri
a2 = {(x-al)/p1} (mod p2) = |[x/p1]] (mod p2)
a3 = {(x-al1-al2.p1)/pl.p2} (mod p3)

iI[x/pl.p2]l (mod p3)
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ai = |[x/Plepleeec-pPi-1]| (mod pi)
Once the mixed digits are known, then by application of

Eqn~(2.25) the value of x can be determined.

Example: Let pl1=13 p2=17
then pl (mod p2)= 4

LE the given x= <r1,r2> = <8,9>
then x would be obtained as followus:

Moduli 13 17
x=<r1,r2> 8 9 al=8
x—-al 0 1
[(x=al)/p1}
mod p2 4 a2y
hence
X = alZ.pl+al

= 4,713 + 8

= 64

which is the correct result.

The method of Mixed-radix conversion thus can be uti-
lized to find the binary representation by performing opera-
tions in a serial pipeline fashion and is advantageous over

the Chinese Remainder Method of coanversion in our case€.

2.8 CONCLUSION

In this introductory chapter, we have presented the
théoretical backyround necessary to understand the processor
architecture used in tae convolver. The modular arithmetic
necessdary to develop tne concepts ior use in the implementa-
tion of Fast Nuwmber Theoretic Transforms for digital filter-

ing nas been discussed. The theoretical and practical con-
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siderations to choose an NTT are outlined. The
Ordered-Input- Ordered-output (0I00) alqorithm has been con-
sidered. Finally the use 0of a Mixed Radix Conversion method

for kresidue to Binary conversion is presented.
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Chapter III

IMPLEMENTATION OF BUTTERFLY AND ANALYSIS ON THE
CONVOLVER

3.1 INTRODUCTION

In the previous chapter we developed tiae theoretical
backqround necessary ror iaplementation of Fast Number
Theoretic Transform techniques to use them in digital fil-
tering of two-dimensional sequences. In particular, an
QIO0O0~-NTT algorithm was considered for the 2-D-radix-2 but-
terfly structure.

This chapter has two parts. The first part discusses
the structure and implementation of the butterfly unit. In
particular, the impleanentation of multiplication in tne.but-
terfly unit by the use of a sup—-modular look-up takle ap-
proach is discussed in detail. ©Next, this chapter describes
various topics related to the convolver as part of the ana-
lysis. ~ This part includes the timing diaqrams, throughput
rate consideratioas, and various comparisons in terms of
computational requirements. Two design extensions are also
suggested to achieve a higher processing rate. Finally, the
two popular methods of residue to binary conversion imple-

mentation are coapared.

- 33 -
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3.2 EFFICIENT IMPLENENTATION OF BUTTERPLY

p——% e o — — LT — AL

As stated in sec-(2.2) NTT's could be implemented over
a ring which is isomorphic to a direct sum of Galois fields.
This amounts to implementing the transform using the RNS.
Since in RNS arithmetic the number of different elememts and
the result of any operation (+,.) is bounded by a maximum
number (the modulus of the operation), it is possible to
precompute the results of all possible operations and store
them in ROM arrays. “henever an operation has to be per-
tormed on two operands, the operands are concatenated as a
sinqgle address to a ROM and the result obtained as a table
look-up. This results in tremendous speed, 1limited only by
the access time of the RGM. As wmemory prices continue to
decrease and as the advances 1n semiconductor hiqh density
memory systems multiply, the look-up table approach for
mathematical operation Ln RNS becomes more and more attrac-
tive. In fact, the table-look up appraoach by use of KOM (or
EPROM) arrays could be considered as the "hest!" soclution
[21] tor high speed realization and hence ror higa throuqh-
put rates.

Implementation of multiplication 1s particularly at-
tractive by this method, since iaplementation of mod M mul-

tiplication 1is ditficult with the conventional binary multi-

pliers. The multiplication in the butterfly unit is
implemented throuyh the table-look up approach for faster
operation.
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The basic idea of implementing an efiicient Butterfly
Operation (BO) was described by Jullien [5] for a 1D-radix-2
by substituting the conventional multiplier by the use of
Look-up Tables and thus achievinq increased throughput rate
« Since the oputtertfly operation is basic to any transtform
domain implementation, the design suqqgested in [5] was im-
plemented in the convolver with little modification. The ac-
tual implementation was extended to a 2-D-radix-2 structure
and data were pre-multiplexed to obtain an efficient hard-
ware configuration and to ensure an OIOO-NTT algorithanm.

A butterfly operation can be performed having either a
Decimation in Tine (DIT) or Decimation in Frequency (DIF)
structure. The DIF structure suqgests [1,2] that the multi-
plication by twiddle tactors is applied arfter the addition/
subtraction operatioﬁ over the data points participating in
the butterfly. A 1D-radix-2-DIF butterfly is descrited by

A= (a+b)
B= {(a=D) .&¥**g (3.1)
wnere a and b are the inputs to the butterfly at stagqe n-1,
A and B are the outputs (input to stage n), and the index k
depends on the location of the butterfly. Similarly, in the
case of a 2-D-radix-2 butterfly [2] there are four data
points aoco,aol,alo,d as input and the output 4A,B,C,D is as
given below:
A= (a+b+ct+d)
B= (a-b+c—-d) .&**1i

C= (a+b-c-d) .&*%7j
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c + > C
©. L1+
d > D
a = x(s.t) A = X(s,t)
| \ \
b = x(s + . t) B = X(S + = t)
. :2' | r,2
N N
c = x(S, t+ %) C = X(s, t+ =)
Wz r
d=x(s+N—2-,t+-N-2-) | D=x(s+N,t+N—2-
r r r r

Fig. (3.1) A 2-D-radix-2 Butterfly (0I00.algorithm).
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D= (a—-b-ct+d) .&%* (i+7) {3.2)

where the input/output relations hold for a complete stage
of butterflies and the indeces, 1 and j, depend on the exact
location of the butterfly in a particular stage of the oper-
ation (Fig-3.1). There are two basic arithmetic operations
in such an implementation, namely, multiplication and addi-
tion . The use of ROM-array structure over conventional ad-
ders for addition Jdoes not significantly improve the compu-
tation efficiency. For example, a 16-bit addition <can be
performed in less than 100 nsec by the use of fast adder
circuits. The memories used in look-up tables have the same
order of access time.. However, multiplication can be made a

faster process through the use of look-up tables.

3.2.1 Igplementing Multiplication using the sub-modulac
approach

By the use ot look-up tables, the multiplication can be
performed as simple and a4s fast 4s the addition. The compu-
tation time is given by the sum of ROM-access time (ta) plus
latch settling time (tl). For example the throuput rate of
operation tarough currently available 8Kx8 bit PROM's (such
as the Intel 2732) is in excess oi 9 MHz. Suca a multiplier
scheme was considered in [21] £for buttertfly pipelining fre-
quently used in signal processing. To add further to the
speed, and to decrease the net memory requirements for large
dynamic range, a sub-modular approach to multiplication was

sugqested by Jullien [5]). We will show the tremendous saving
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obtained through this approach. First, let us consider the
alqgorithm.

It was shown in sec-(2.3) that if & is a primitive root
of the prime, pi, then a mapping given by
Xn = &%*Kkn

kn=0,1,2,c00cee,pi-1
will generate all the non-zZe€ro elements of the set given by
Zpi. Also there exists an isomorphism between a multiplica-
tive gqroup x having elements {xu}l= {1,2,340ccccuaa,pi-1}
with multiplication modulo pi, and the additive qroup Kk hav-
ing elenments {xn}= {0,1,2,eceee.pPi=2} with addition modulo

pi-1 when pi is a prime. Thus,

‘kn+k.|
= e Jlp

i-1 (3.4)

wihich sugqgests thdat multiplication can be performed in three
steps:

1« Find the 1ndex ki ror each number

2. Add indices, mod (pi-1)

3. Pertform the inverse index operation

The above steps can be iamplemented directly using an

all kOM—-array structure with a pipe-lining arrangement. The
memory requirement of order {(pi*#*2) xN-bits} in the second
step, when addition is performed mod (pi-1), is equivalent
to directly performing lock—-up for multiplication and 1t
seems that no improvement results. ilowever substantial sav-

1ng accrue becdause we can perform addition in a modulus oth-
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er than the prime modulus. We can compute addition by de-
composing the modulus into two relatively prime (sub-)moduli
u and v, and performing the addition in Zu and 2v. The re-
sult is reconstructed using a look-up table which incorpo-
rates the submodular reconstruction, modulus overflow cor-
rection and inverse 1index-look up. The choice of u and v
should satisfy u.v > 2.pi. We here describe the steps in-
volved in sub-modular approach ot multiplication with an ex-

ample.

3.2.2 calculating the entries in the Look—-up tables

The steps in calculating the entries in the look-up table
are as follows:
1. Generating Submodular Index Tables:
Once the primitive root & is decided for the mo-
dulus pi, a table based on x=|&**k|pi is constructed.
By inverting the table with respect to 1ts address
and contents of this table, we have a table of indic-
es which is reduced to two 1index tables modulo u and
Ve For example, Lor pi=19 with {u,v=7,8} and'8=2 we
form a table of mapping x=|2¥%k| (mod 19) and rearc-
range it to obtain [k} (mod 7) and |k| (mod 8),
Fig-(3.2) .
2. Submodular Addition Table Construction:
The addresses of these tables are found by con-

catening the two-input sub-moduli residues to be ad-
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Fig. (3-2)

Submodular Index Tables.
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ded. The contents of the table address is the submo-
dulo addition of the input residues, Fig-(3.3). At
certain locations corresponding to unused addresses
in the table we store a code (say, 8) to represent
the invalid operation of iinding the index of zero.

3. Reconstruction Taonle:
As 1indicated above, the reconstruction table
will incorporate the followings:
(a) Submodular weconstruction: This is obtained us-
ing the Chinese Remainder Theorem for the residues r1
and r2 with respect to u and v and the table entries

are computed tQ correspond to a value r; given Ly

(b) Modulus Overflow Correction: Tue overflow of

the modulus (pi=-1) <can be corrected by the rollowing

operation on r as

ri= |1} (mod pi-1) (3.5)

{¢) Inverse Index Look-up: An inverse mapping cor-—
responding to

yi= |&%kri| (mod pi) (3.0)

is employed on the corrected value of ri to cbtain

the entries tor the table.
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Let us take, for example, {pi=19}, {u,v=7,8}, then u.v

> 2.pi. Let us nmultiply 7 by 10 (mod 19). We £ind

=1

-.

1 _ [y
ulv I?‘S =1

r, =2; r, =7 (from step 2)

o
u

or = |r1.8.1 + r2.7.7|56 = |16 + 343|56
= 23
= 123|18| = |9 =
and vy |2 19 !2 |19—13
The interconnection employved in this all Y“ROM" struc-
ture for multiplication 1s shown in Fig. (3.3) and the in-

termediate results for the example just worked out are circ-

cled.

3.2.3 pmemory saving by the use of syb-modylar approach

It is onserved that the memory requirements using the
submodular approach are greatly reduced. To calculate the
memory requirements and to make a comparison of umemory sav—
ing by the sup-modular approach of multiplication as comn-
pared to the direct table look-up, we define tne Hemory Sav-
iﬁq Batio (MSR) as,

Yem (dir)
MSR = =  —==—r————- (3.7)

Mem (sSub)
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where Mem (dir) represents the memory requirement by direct
multiplicatioon using look~up and Mem (sub) represents the
memory requirement by use of sub-modular approach. Here we
consider a case when one modulus 1s broken into two sub-mo-
duli.

Let N be the number of bits by which each of the moduli
is represented, ¢ 1s the number of bits by which each of two
sub-moduli is represented, and b is the number of bits at
the output of the result.

1. a direct iaplementation of multiplication by ROM-look
up would require (for each modulus),
Mem (dir) = (2%%N)x(2¥*N)xb Dbits (3.8)

In case of convolver, this will be

(2%*24) x 10 bits

160 Hega bits !
which is 1mpractical and the cost un-justified.
2. an 1i1nplementation using sub-modular approach would
require (for each modulus),
In step a) for generating submodular residues of indices
Mem (sub-a) = (2%*N)x C bits/sub—-modulus
In step b) for performing the index addition
| Mem (sub=b) = (2¥%*c)x(2*%*Cc)x ¢ bits/sub-modulus
In step c) the reconstruction of the result is obktained.
The memory required is

Mem (sub-c) = (2%*C) x (2%*C) xD bits
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Thus the total memory requirement using the sub-modular ap-

proach is (for each modulus),

Mem (sub) 2xMenm (sub—-a) +2xMem (sub-b) +Men (sub-c)

2X (2%*N) xc + (2%*c)x (2%**c)x2Cc + (2%%c)x (2%*c) xb
and the Memory Saving Ratio (MSR) is
(2%*N) x (2%*N) xb

MSB = == mmm e e e e

2C. (2¥*XN+2%*2C) +h. (2%*2C)

b. (2%%*2N)

= e e e e n e (3.9)

(2%%2C) (2c+Db) +2Cc. {2%*N)
which for N=2c=b approximates

MSR = (1/3) - (2% %))

The MSR for various values of b corressponding to N=2c
is listed in Table-(3.1). A memory saving ratio of about 341
is outained in case of the convolver (for each modulus). It

is observed that larger the dynamic range, nigher is MSR.

4]

This 1s an expected result.
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Table- (3.1) #Memory Requirements by Direct and
Submodular approach of Multiplication and the
Memory Saving kKatio (MSR); 1K= 1024, 14= 1024x1024

. - T WA S —— D S A D W W S D S P T W) SuD W ) D VED PSP WD G WES D W T~ WD CEE G D WP WD TP U UMD D D W Gm . S G T P DD D T W . —

| | Memory Requirements (bits) | MSR |
=TT e T e s e T e T T T T T e T e e S e e s e o= l
| N=2cC |} direct method | sub-modular appr. | ]
e i
| for b=38 i
| = = e e e e e e e e e e |
] 8 | 3384 K | 6 K | 64 |
i 10 | 8 H | 28 K |  292.57 |
i 12 | 128 H | 128 K | 1024 i
| == e e T e e T T T S S e e T T T e e S e e e s e s e s m s — I
| for b=10 |
e e e e e e e e e e e e e e e e e e e e e e e e e e S e - e i
| 8 | 512 K | 6.5 K | 78.77 |
{10 i 10 94 l 30 K | 341.33 |
| 12 | 160 M | 136 K | 1204.70 |
e e e e - ===
| for b=12

oo T T T T T e e e T T T T T T T T T T T S e e e T S ST T
| 8 | 768 K i 7 K 1 109.71 |
| 10 | 12 M | 34 K | 361.41 |
| 12 1 192 o | Uy K § 1365.30 |
| |

3.2.4  further reduction in memory requirements

We can further reduce the memory requirement by provid-
ing an obvious simplification when the objective is to per-
form NTT where 4 multiplication by a twiddle factor of the
form &*%*]1 is involved. Since multiplication in Eqn. (3.2 )
is between some arbitary data and (&6*%1l) where 1 depends
ubon the position of the butterfly in a stage, the sequence
{6*¥*1} can be prestored with the mapping already applied.
This will reduce the memory requirement in step a) of sub-
modular approach by half. This excludes the memory required

to store the reduced seguence ({§**1). The memory regquired to
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store the twiddle factors in any case is small and depends
simply on the number of points 1involved in the traansform at
a time ,e.qg, in our case 128~-different twiddle factors would
require 128xcx2= 128x12 = 1536 bits/modulus =
1.5K-bits/modulus.

3.3 TIIMING CONSIDERATION FOR THE BUTTERFLY

Next, we describe various topics which are related to
the convolver as part of its analysis. In this section, the
timing diagram for the putterfly unit is considered.

The working of the butterfly has been described in de-
tail in sec- (4.7 ) and the stage-wise description is given
there. Here we present a timing-analysis of the butterfly so
that we can estimate the through- put rate. Fig—-(3.4) shows
the butterfly computational unit. The register-contents of
the butterfly is shown in Fig—-(3.5). with the first clock
[ pPAipclkS] register R11 receives the first data point (al),
which 1s buffered in R12 when the next data (b1) is latched
in Rz2 at the second half of [pipclk5]J. The result of the
addition, (al+b1), is then moved to R13 at the next clock
when data (c1) arrcives in H11. The next half of the clock
ailous fourth data sample (d1) in R®22 while ({al-b1l) is
latched to R23. The next clockpulses allow addition,
(c1+d1), and subtraction, (cl1-d1), while data points (a2 and
b2) for the second butterfly are received in the unit.The

results (c1+d1) and (c1-d1) are latched in R34 and RU44 in a
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sequential fashion. When [pipclk1] occurs, the result of
the second addition (al+b1+c1+d1) and (al+bi1-cl-d1) are se-
quentially stored in R15. The other two data points, c2 and
d2, are received in the unit. The operations after R15 for
each of the butterflies are straigyht forward and occur with
each basic clock pulse. The data 1is divided into two chan-
nels corresponding to two sub-moduli. The data goes to next
register (Ri6, 1=1,2) after error correction and index
look-up. The added indices are then latched in R17 and R27
at the next clock pulse. Meanwhile, (al+bl1+c1-d1) and
(a1-b1-c1+d1) are calculated and input for next butterily
computations are received in the pipeline. At the next
clock pulse, the result from the index add look-up table is
sent to the Reconstruction EPRO#s and are latched in R18.
Thus a rate of (1/t) data per sec is maintained where 't?
is basic clock period or half of the period of [pipcklS5]e.

It is noticed that a Jelay of 9-cycles 1is introduced
(fiq-3.4) between an input and the correspondinyg ocutput of
the butterily of that stage. The butterfly operation pro-
ceaeds for 14 staqges takinyg into account the forward and the
inverse transforms. At the final stage of the forward trans-
fdrm, the NTT of the filter coefficients is used as multili-

er instead of multiplication by unity twiddle factors.
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3.4 THROUGHPUT BATE CONSIDERATIONS (OIOO0-ALGORITHN)

3.4.1 serial sequentijal processing

The Ordered—-Input-Ordered-Output {(0I0O0) algorithm has
been discussed in sec—(2.6). The mathematical development of
the algorithm is given in Appendix—- (A). The algorithm can be
characterized by the following:

1. Let NxN be the size of the input matrix and r be the
radix of the butterfly operation. Then the input ma-
trix is divided into «r**2 blocks and each block is
further divided into «r**2 sub-blocks. If the data
is accessed sequentially, then the address seperation
between the data points at any stage of operation,
along any dimension, is always (N/r*x*x2), except at
the first stagye. The data unust be seperated by (N/r)
words for the firét stage of operation. A 8-point
transtform structure 1s shown in Fig—-(3.6). To use
the same hardware confiquration for the first stage
as that of other stages, the input matrix is permuted
while loading the matrix into the input memory buf-

. fer.
2. A butterifly computation (0IOO-algorithm) consists of
| preweighting (aadition/subtraction) followed by
weighting (multiplication by twiddle factors). At tae
nth stage of operation, the twiddle factors are all

unity and tne weighting is not required.
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Fig. (3.6)" (a) Graphical Representation of the Ordered-input Ordered-
output algorithm for the case N = 8 (1-D-radix-2)

(b) Fig. (a] with Permutation of Sequence While Loading
in the Memory Buffer.
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The above characterizations can be used to calculate

the throughput rate.

MAXIMUM THROUGHPUT-RATE POSSIBLE:
Let tp be the time of performing prewveighting and tm be
the time of performing preweiqhting followed by weightinge.
Since the n-th iteration involves only preweighting, the to-

tal time required in the forward transform is

Tc = (np=1) e (NeN/CerC)tm + (N.N/r.r).tp {3.10)
where n is the number of stages. In hardvare implemen-
tations, the multiplication by the twiddle factors can be
made as ftast as aadition through the use or a look—-up table.
In that case, we can simplify eqn- (3. 10) by substituting tm
= 2.tp, and
Tc= (d.N/r.r).(n-1/2).tm {3.10a)
Using the relation (3.10a), it is possible to calculate the
time required in computing a torward transtorm. ‘If addition
can be performed in 300 nsec. (i.e. tm= 300 nsec.), then tne
transform of a matrix of size (128x128) can be performed in
Tc= 7.98 msec. (3. 10b)
which implies a sampling rate of 2.051 MHz. If fast adders
are employed in tae circuitary (say tn= 70 nasec) then the
time for a transform would be given by,
Tc= 1.86 msece. (3.10¢)

which supports a sampling rate of 8.2 MHz.
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To compute the convolutions, the filter coefficients is
multiplied to the preveighted output from the final staqe of
the torward transtorm, and the inverse transform of the re-
sulting sequence is obtained. The multiplication by the fil-
ter coefficients can assumed to be equivalent to weighting
at the final staqe of the forward transform. Since, there is
no need of weiqhting at the final stage oi the inverse
transtorm, the total time to compute convolution 1is given

by,

T (conv)= (N.N/r.r).{n.tm + (n-1).tm + tp} (3.11)
Assuming tp = 2.tm as above, we have
T (conv) = (N.ﬁ/r.r).(zn + 1)« tm {3.11a)
Using tm = 300 nsec for a matrix of size (128x128), the tine

required to compute convolutions is

T(conv)= 17.8 msec. (3.11b)
indicating a sampling—-rate of .919 MHz. The use of fast ad-
ders and memories ( using tm = 70 nsec) will give a fprocess-—
ing time of

T (conv) = 5 msec (3. 11c)
which supports a sampling rate of 3.76 MHzZ.

VIDEO-RATE PROCESSING:
In signal processing, a process is said to operate in
real-time if tane data-fprocessing rate is hiqgher than or

equal to the data sampling ({(input) rate. Thus, depending on
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the particular application, the '"real-time processing time"
may be different.

In many applications, it is desired that the processing
speed supports a4 video rate. Such hiqh speed procesing re-
quirement is essential in digital tele-vision transmission.
Many Robotics applications also require a very high process-

ing rate. The video-rate is

Vvc= 30 pictures per sec {(3.12)

1 picture every (1/30) sec

i

33.3 msec per picture

.492 MHz, for a 128x128 pixel picture.
dased on the calculations (eqn.3-11), it appears that the
application of tane 0IOO-algorithm, with the basic tinme of a
mathematical operation as tm = 300 nsec, supprots a video

rate.

3.4.2 Speed consideration in the Copvolver

The use o0f a4 2-D-radix-2 0OlOO-algorithm requires that
the four data points participate in any butterfly ccamputa-
tion (Fiq—3.1). The mathematical operations required by tne
butterfly comnputation (eqn-3.2) can then be implemented by
the use of 8 adder/subtracters and 3 multipliers. These re-
quirements can be simplified if a sacririce in speed 1is
agreed. In that case, a "quarter" of the butterfly is used
to process the data. The data input to the butterfly is in a

sequential fashion, one data at the occurrence of every
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clock pulse. This type of arrangement saves the hardware
cost required to implement a "complete" butterfly unit. In
fact, the convolver desiqu uses only a quarter of the but-
terfly and the data flow is in a sequential fashion. The use
of pipeline arrangement lets a data with every clock pulse,
and there 1is delay of 9 clocks betvween the input and the
corresponding output at every stage of computation. Thus,
the total time of convolution derends on

1. the total number of data points

2. thne time of a basic clock

3. the delay oetweecn the input and the corresronding
output

Tne total time of convolution is then given by,
T (conv)= 2.n [ (N.N).t + 9.t ] (3.13)
where t is the basic clock period. The basic clock used in

the convolver is o0f 300 nsecC.. Thus an 1image of size

(128x128) 1s processed in a total time of

T (conv) = 8.8 msec. (3.13a)

which implies a sampling rate of 0.24 HMHzZ.
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Table- {3.2) Comparison of Time required for
convolution by different methods of Processing.

- —— D y— . D AP G A S D D —— - ————— R} L D U = VD T T T —— U —— — T — — T S S T A W S S — — = W — -

T P T T . i —— D D = T W P W W T D W WS WS T T W Y D T Y VIS D GRS D EED Ge D W FED W GD W WD D D WD WAY Y P b WY D WS G <D W= ——

Serial Seqe. | 4.60 ) 18.43 | 73.72
{ Processing ! | l
ettt = - === [
{ Processing | - | 68.8 | - ]
| 1in Convolver | ) |
j=— | == ———— =—————————— | ===
| 7-stage Cascade | 0.62 | 2.63 i 10.53
| Processing [ | i
l ————————————————————————————————— A S T — T T W W W - = -
{ t= 70 nsec
l ————————————————————————————————————————————————————
|} Ser.Seq.Process. | 1.07 i 4.30 | 17.20
|m=====m—=—mo———o—- | === = mm o | =====——m—m - | === |
| Proc. in Convolv.|, - | 16405 ] -
=== j————————— | | ==
| 7-st.Cascade i 0.15 i 0.62 | 2.45

| | l

| Processing

3.4.3 Cascade Processing

A cascade processor may prove to be prohibitively ex-
pensive. Neverhteless, instead of using an input buffer me-
mory and oscillating data succassively betweeen two meno-
ries, . i1f we provide a number of memory arrays and
butterflies equal to the number of stages, then the fprocess-
ing speed can be increased by a factor of n, where n 1s the
number of stages. The convolution computation time, in that
case, is given by,

T(conv) = 2. [ (NeN/r.r).t + D ] (3.14)
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where D represents the delay between the input and the cor-
responding output data point. This delay is very small and
can be neglected 1n calculation of speed of the processor.
With t= 300 nsec., the convolution time for a matrix of size
(128x128) is 2.45 msec. (a sampling rate of 6.5 MHZ). A
further gqain in speed by a factor of 4 can be achieved
through the use of a "complete" butterfly.

The convolution time obtainable through the different
methods of processing is given in Table-{(3.2). The 1/0 time
between the SEL computer and the convolver for a picture of
size (128x128) bytes (through the use of HSD interface) is
approximately 15 msec, and requires an overhead time of 5
msec.. Since the use of convolver was intended in conjunc-
tion with the SEL aini-computer, efforts to use very high
processing rates may not be supported. Thus tae use of cas-

cade processing is not recommended.

3.5 THREE-MEMORY STRUCTUBE FOR FASTER PROCESSING

In this section and in the next section we consider two
of the design improvements for faster processinge. The I/0
rate between the SEL minicomputer and the convolver is 1.2
usec/32-bit word (througn the use of the High Speed Data In-
terface). An image of (128x128) bytes is transferred from
the computer to the rilter in 5 msec. by multiplexing 4 data
points to form a word. The filtered image is received in an

array of 16—-bit per data point, and thus the data transfer
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time is 10 msec.. The total I/0 time, including the overhead
of about 5 msec., is 20 msec.. The processing time to filter
an imaqge is 68.8 msec.(sec—-3.4). 1In processing of an image,
the two times do not over-lap. This is because, the convol-
ver design does not allow any communication betveen the host
computer and the filter while the processing is in progress.
Also, there are only two memory buffers, HEM1 and MEM2, 1in
the tilter. The data oscillates back and forth between these
two buffers at the various stages of operation to compute
the convolution. A three-memory structure is suggested
(Fig.3.7) which can reduce the I/0 1dle time.

Whether the data .,is sent from a video-digitizer camera
or from the host computer where the images have been stored,
two of the buifers store the input and output of the in-
termediate NTT stages. The third buffer can be employed to
collect the sampled input for a second image while the fil-
ter processes the [irst imagqge. Similarly, tne final result
can be collected 1in cne of the two buffers involved in the
processing of that image and can be transferred through the
I/0 channel while the processing of the second 1mage 1is in
progress. All three amenory structures are required to be
identical. Assume tnat MEM1 stores the input for the first
image. Now MEM1 and MEM2 are used to store all the intermed-
iate results or tae putterfly stages for that image and the
final result is available in MEM2. While the first image is

being processed, tne second image 1is written into memory
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MEM3. At the completion of filtering of the first image,
MEM3 and HE&1 are used to store the intermediate results for
the second imaqe. At the time when the processing of the
second image begins, the output multiplexer gates the al-
ready processed image through the output channele. This is
possible because the input and output of the NTT alqorithn,
as given by the OIOO~-NTT alqorithm, have the same addresses.
At the begining of a new computatién, the buffer selection
is changed and during the computation of convolution, the
I/0 channel is utilized to perform the input and output op-
erations.

As noted earlier, the total time required for the input
and output of an image (through the use of a HSD interface)
is approximately 20 msec., and the actual processing time
for an imaqge of size (128x128) is 64.8 msec.. Througqh the
use of three-memory structure outlined above, it is possible
to have 100 % over-lap ot I/O0 time with the processing time
(FLg.3-8). This implies that if images are processed in suc-
cession, then the processing time can be reduced to about 48

msec.. This is an iwmprovement in speed by 28 %.

3.6 USING A COMPLETE BUTTERFLY FOR FASTER SPEED

The convolver implements a 2—-D-radix-2 butterfly
(0OI0O-alqorithm) for the computation of transforms. In nard-
ware, the processing is performed in a serial sequential

fashion,. It was observed in sec-(3.3) that we use a multi-
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plexed ""quarter" putterfly to compute the transform of the
sequence. ¥e <can, Lnstead, use a fYcomplete" butterfly
structure to obtain a four-fold increase in speed. The pos-
sible structure or a scheme to use a complete butterfly is
shown in Fiqg-{(3.9) .

The implementation of a 2-D-radix-2 butterfly requires
the implementation of eqn. (3.2). The (preweigating) operda-
tions of addition and subtraction can be obtained through
the use of eiqant adder/subtracters, each with two data as
input. The method will involve two levels of operation to
avoid the use of 4 inputs adders. The implementation also
requires 3 multipliers as shown in Fig. {3.7). This is be-
cause the multaiplication by unity may not be performed. The
data ftlows back and forth betvween the two memory butffers.
Once the input sequence has been permuted, the addresses re-
quired for the input and the corresponding output are the
same. This means tnat the same address generation logic circ-
cuitary can be used for the control oif data flow by the use
of a delday equal to the time required for processing Oof one
data point.

This 1s an arrangement wnere there is a simultaneous
processing of 4 data points together in a pipeline tlow. The
time of convolution by this method i1s given by,

T(conv)= 2.n [ (NeN/CLa.r).t + D ] (3.17)
where D is the delay between the input and the corresponding

output and r£=2, tae radix of operation. The time required to
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compute convolution by this method (for an image of 128x128
pixels) is 18.45 msec.. This supports the video rate.

It is interesting to note that the hafdware requirement
for the butterfly increases py a factor of more than 3
(nearly 4). However, at the same time it is possible to use
the rest of logic circuitary with little modifications. This
implies that the total cost of the entire filter structure
does not increase by a tactor of 4, while the speed gain is

four-fold.

3.7 A BRIEF COMPARISON OF FFT AND FNTT BUTTERFLY
IMPLEMENTATIONS

A comparaison of'FFT and FNTT butterfly implementation
involves several variables. Here we make a brief comparison
petween a FFT and a FNTT butterfly isplementations taking
into account the following variables only:

1. Speed
2. Hdardware coumplexity
3. Accuracy

There are two distinct operations in a butterfly compu-
tatién: addition {(or suktraction) of the data points and
multiplicatidn by the twiddle factors. A FFT buttefly re-
guires complex arithmetic. When the arithmeitc unit is of
general purpose nature, a complex aadition takes twice the
time that of a real addition and, a coaplex multiplication
takes four times-the time required by a real multiplication

- Use can be made of the fact that the input data are reale.
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This results in a saving of 50 percent if one neglects the
overhead involved. Thus, the additions in the butterfly in
the two implementations can be made equivalent in terms of
speed. The multiplication by the twiddle factors through
the use of a FNTT outterfly will be efficient on a general
purpose arithmetic unit. However, the mathematical computa-
tions in the use of PNTT require mod 4 operations. A mod M
operation on a general purpose computer is computed by per-
forming integer division, which is a time consuming process.
Thus the efficiency of a FNTT implementation over a FFT ium-
plementation is dooued.
Again, 1t is possible to use special purpose hardwares
{1971 to handle the putterfly computations. The hardware conm-
plexity increases 1in case of FFT butterfly because of the
complex nature of the arithmetic involved in the computa-
tion. The need or binary to residue and residue to binary
converters in the use of the FNTT butterfly increase the
hardware requirement. Also, it is possible to use a table
look-up approacn to implement nmultiplication for a faster
processing. The look—-up tables entries required by the FFT
puttertlies are Subjected to error due to the finite preci-
sion representation of the transcedental multiplier func-
tion. In general, these tables require more memory [257 than
the corresponding look—-up tables in the FNTT butterfly in-

plementation.
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Further, the results obtained throuqgh the use of a FNTT
algorithm are exact if the dynamic ranqe of the machine is
large enough so that no number in the final result is great-
er than the tne machine dynamic range. But in case there is
an overflow, the resulting sequence dJdoes not represent the
transform. Because of the error due to finite precision re-
presentation of the transcedental multiplier functions, the
results obtained through the use of a FFT alqorithm are ap-
proximate. Thus it is difficult to establish the superiori-
ty of one implementation over other. Several other factors,
sucn as the type orf data to be processed etc., must also be

considered to compare.the two implementations.

3.8 COMPARISON OF 1-D—-RADIX-2 AND 2-D-~BRADIX-2 BUTTERFLIES

For this comparison, we will dJefine the complexity
based on tne numper of multiplications required in the im-
plementation of a 1-D-radix-2 and a 2-D-radix—2 butteflies
to process a luwatrix. The multiplications involved in the
implementation of butterflies are the multiplications by the
twiddle tactors.

For an wm-dimensional-radix-r butterfly, it was shown
[10] that the total number or multiplications with twiddle
factors is

[ (c)**n -1]

as it combines [ me. (r)**{m-1) ] composite twiddle factor mul-

tiplications. If a one dimensional radix-r transform opera-
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tion vwere performed along all m dimensions in a sequential
fashion, then the number of twiddle factor multiplications
would be equal to {fm.f () **m— () ** (n—-1) ]} Thus the total
number of multiplications is given by,

M = (r)y**n-1]. (n) -« (MeM/r.r)
Where 'n' 1s the number ot stages. Hence the ratio of mul-
tiplications (kM) between 1-D-radix-r and m-D-radix-r but-
terfly implementation is
m.[ (£)**m — (r) **(m-1) ]

rRM
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{c)**m - 1
and the percentage saving in computation is equal to
m.] () **m=(r) ** (n-1) | =[c**n-1]
————e————mmmmm e e — e m e e——————= ¥ 100 (R)
m.[ () **@-(C) ** (a-1) ]
(3.15b)
To compare a 1-D-radix-2 and a 2-D-radix-2, we substitue m=2
and r£=2 in eqn- (3.15). We obtain
RM = (4,3) = 1.3333
and a saving in computation of 25 % 1s obtained, Ta-
ble-(3.3) .
It is interesting to note a 2-D-radix—-2 structure is
computationaly tne same as a 1-D-radix-4 structure, which

has been described as optimum [1,2].
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Table- (3.3) Comparison of butterfly Computational

Requirements
| Method ] no. of complex multiplications |
| | (in thousands) |
| Pic.Size, lN= 64 128 256 |
| e e e e e e e e e e e e e e e s — |
i 1-D-radix-2 | 24.57 114. 68 524.28 [
| | |
l ————————————————————————————————————————————————————
| 2-D-radix-2 | 18.43 86.01 393.21 l

———— o—

3.9 COMPARISON OF B/B CONVERSION METHODS

Residue to 8inary (B/B) conversion is implemented oy
elther the Chinese Remainder Theorem (CRT) or by the use of
the M4ixed Radix convefsion (MRC) method, sec-(2.7). The

Chinese HRemailnder Theorem e€xpresses the relationships bet-

ween the number and 1ts ®NS representation as,

X = z ximi

g2> |-

i'm,
1'M

where xi are tne residues (mod pi) and o= TT pi. On the oth-
4
er hand, the Jdixed-RkRadix conversion method requires two
steps. In the L[irst step, the residues are transferred to
Mixed-Radix (welghted) digits. The second step converts
these digits into a fixed radix form (e.g. opinary). Repeat-
ing the relations from sec-(2.7),
CTNgyewse o3, L2,C1> = X = AN, ,eswe,a3,a2,al>

n-\

=an.[| pit....ta3.p2.plta2.pltal
L=l
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(3.16)
where ri's are the residues (mod pi), ai's are the mixed di-
gits and pi's are the prime moduli. The block diagrams for
the methodé are shown Fig-(3.10)and Fig-(3.11). The number
of computational elements required by the two methods are
can be compared. Let a(n) represent the number of adder/sub-
tracters, and b(n) represent the number of multipliers. Then
1. For a(n) *'n' moduli representation, the CRT requires
2n multipliers and an adder (hod M).

2. For a(n) 'n' moduli representation, the MRC requires

n

a (n) (n=1) . (n/2) +1 adder/subtracters

b (n)

b(n=-1) + b(a-2) multipliers

where b (1) is an operator, »n(0)=1 and b(1)=1 and n > 1.
The regquirement tnat a modulo M adder be used in the CRT al-
goritham, restricts its use in nardwvware implementations. Ta-
ble- {3.4) shows the requirements oI adders and multipliers

for various values of 'nt'.

Taple- (3.4) Comparison of CRT and 4ARC implementation
{a) Number of adders (b) Number of multipliers

D T S S D — T TP ML WD TR EE D Ve WP Sn W D S P G-t S GED Gm WD D D S PP S WS T A W R WG S D S Amp W T W -  w

| | no. or moduli
| | n=2 Il n=3 Il n=4 Il n=8

|

|

|========= | | =========] | ========== | | == ——mm——m oo
|

I Hdethod | (a) (b) 11 (a) (b)II (a) (b) 11 (a) (b)

R Bl B I et e e el B Rl 1

| Chinese i 1 i 4 /] 11 6 i 1 1 8 Il 11 10 |
| BRem.Theo. |mod ] (2) Jimod#] (3)|imod M| (4)|imodM} (8) i
| | l i | Il | | l |

Mixed | 21 2

- . D T A S D S S D A W TP Ul G AED NED M P D D S WD S SUD MED A VED TE GE WD GED WS D TED VD G W SR M WD SED WA W GED D YD WP AN LD D WD P S D W S N WD S D e mAn
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It will be noticed that for small n (n<4), it is beneficial
to use the Mixed-Radix-conversion method to compute the re-
sults of Residue to Binary operation. Also, it is possible
to combine various fixed arithmetic operation for a particu-
lar implementation. The requirements after such combination

is indicated by putting the numbers in brackets in the ta-

ble.

3.10 CONCLUSION

In this chapter we have discussed various aspects of
the convolver. The wain focus was the butterfly unit. Pirst
we discussed the efficient implementation of butterfly and
then we evaluated the performance of the filter with respect
to speed, memory requireaents and computation cost. This
was followed by a coﬁparlson petween the Lmplemented filter
and other techaniques of digital filtering, 1in terms of com-—
putational efficiencye. The timing considerations in the
plpe-line structure was evaluated, and the through-put rate
determined. Two design iaprovements for faster processing
were suggested. Finally, the two methods of implementation

of Residue to Binary conversion were compared.
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Chapter 1V

HARDWARE AND FUNCTIONAL DETAILS OF THE CONVOLVER

4.1 INTRODUCTION

For several problews in Image Processing, linear fil-
tering ot images prior to the applications of other alqor-
ithm 1s extremely important. Filtering of discrete signals
can be implemented on a gqeneral purpose digital computer of
reasonable size. Tnis is a time consuming process, and when
speed of filtering is'moce important a hardware implementa-
tion is the only viable sclution. The speed and cost con-
siderations are basic to filter hardware design and a com-
promise has to pe achieved between the two depending on the
particular application 1n mind. For exaample, the speed of
filtering i1s the wain consideration when real-time process-
ing of siynals i1s desired [4].

In this chapter we describe the hardware and functional
details of the convolver. It is suggested that the user of
the cqnvolver refers to reference |[2Y] for specific detaills

about the hardware circuitarye.
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4.2 OVERVIEW OF THE HARDWARE

The Convolver hardware has been assembled on four Augat
Wire Wrap boards. One of the boards contains the interface
betweem the HSD and the convolver, and the control logic;
two boards support the memory buffers and the 2-D-radix-2
But terfly unit; and the fourth board has the Residue to Bi-
nary (R/D) conversion unlit. A conceptual diagram of the
Convolver organization is given in Fig-(4.1). The main com-
ponents of the hardware are described in detail in the fol-
lowing sections. An overview is presented here.

The convolver implements a 2-D-radix-2 Fast Number
Theoretic Transform (ENIT) wusing an Ordered-Input-Ordered-
Output algyorithm [o] where the multiplications in the but-
terfly are performed using the sub-modular approach [ 5]. The
host computer sends the image input and the indices of the
transformed coefficients and the necessary control signals
to start the rfiltering operation. The data stored in the nme-
mory buffers are processed with tne butterfly unit for a
7-stage sequential 1l1wmnplementation. when the input to the
butterfly is troa the memo:y.butfer—l then the output is
written to the memory butfer-2 and vice versa. At the final
stage of the forward transtform, the output is multiplied by
the transform of the filter coetficients usiny the twiddle
factor multiplier. At the end of the 1nverse NTT stage the
data is processed by a Residue to Binary converter, vhich

then transmits the data back to the host computer.
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TABLE (4.1)

THE IMAGE PROCESSOR (BASIC BLOCK)

INPUT DATA ORGANIZATION:

MODULI:

ALGORITHM FOR BUTTERFLY:

128 x 128 (BYTES) FOR IMAGE
128 x 128 x 24 BITS FOR COEFFS.
641, 769

2D-RADIX-2
0 I 00 - NTT ALGORITHM
DECIMATION IN FREQUENCY

OUTPUT: 128 x 128 x 16 BIT-BLOCK OF
FILTERED SECTION OR IMAGE

TIMING: BASIC CLOCK 300 ns
I[/0°TIME = 5 msec + 10 msec = 15 msec.
BUTTERFLY COMPUTATIOM TIME = 68.8 msec
TOTAL PROCESSING TIME = 85.0 msec

TECHNOLOGY: MSI and SSI Standard TTL and MOS Static Memory,
EPROMs

PHYSICAL: PACKAGED ON 4-AUGAT WIRE WRAP BOARDS 9 x 16 x 1.5 INCH
POWER CONSUMPTION: 5V DC

e ———
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TABLE 4.2 Main Integrated Circuits Used in the Convolver

IC TYPE

745124

745138

748139

75138

74574

745175

IM3l1

745163

745253

745257

745163

745283

MANUFACTURER

Texas Instrument (TI)

TI
TI
TI

TI

TI

National

T

TI

TI

TL

TI

FUNCTION/USAGE

Dual Voltage Contrxolled
Oscillator (1 Hz-60MHZ);
Generation of Clock

Decoder/Demultiplexer
(1 of 8); Stage Decoder

2 to 4 line Decoders/Demultiplexer;
Stage Decoder

Quadruple Bus Trans-receiver
(8-line) ; Trans-receiver driver.

Dual D-Type .
Pogitive Edge Triggered
Flip-Flop; Delay

Quadruple D-Type
Flip-flop with clear delay.

Voltage Comparator;
In control of circuitary
for Interface; Reset Logic.

Synchronous 4-bit counter;
Butterfly and stage counter

Dual 4 to line Data Selectors/
Multiplexer with 3~-state output;
In control circuitary for
address generation.

Quadruple 2 line to 1 line
Data Selectors; Multiplexing
of Data at output of residue
to binary converter.

4-bit Sync. counter;
Memory address generation for
data input

4-bit Full Adder with Fast
carry; Adder-subtractor
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IC TYPE

2118

AM2964B

AM 2966

2732A

AM2517

9319

96S02

MANUFACTURER

Intel

Intel

Fairchild

TI

74

FUNCTION/USAGE

RAM Memory (16384 x 1 bit)
16KX1l; Memory Buffers;
Coefficient Memory

Dynamic Memory Controller
(for 16 K and 64K MOS RAM)
R/W address control

Octal Dynamic Memory Drivers
with 3-state output; Tristate
buffer for memory

EPROM (4Kx8 bit)
Twiddle Mem/Look-up tables

Arithmatic Logic Unit
Butterfly - ALU, Function
Generator A+B, A+B, A°B, etc.

Decode Sequencer (1 of 10
sequential output)

Generation of different clock
from the main clock

Dual retriggerable
monostable multivibrator;
In correct sequencing.
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The basic block for filtering by this method is an im-

age of (128x128) bytes. The various components of the fil-
ter are described pelow. The main features of the filter are
sumsmerised in Taple- (4.1). The main Integrated Circuits
(IC's) wused in the convelver and their functions are ex-

plained in Table-(4.2).

4.3  SISTEN CLOCKS AND RESET LOGIC

The filter desiqgqn is based on a synchronous architec-
ture and is driven by the system master clocke. A dual vol-
tage controlled oscillator IC-748124 has been used to gener—
ate a 20-MHz clock which 15 divided by the Decade Sequencer
IC-9319 to generate six non-overlapping clocks with a period
of 300 nsec. These clocks are inverted to generate two sets
of system clocks: One set of the system clocks is used by
the Interface 3oard and the other set is used to generate
memory and pipe-lining timing signhals.

The Voltage Comparator IC-LM311, driving a dono-stable
circuit has been used to generate a power—-on reset pulse.
This pulse is logically 0Od-ed with the I/0O-reset pulse
(selior] from the HSD to generate three dirrferent Resets
[ filreset, filreseti, filreset2)] which are used to clear

various registers and to initialize the interrface logic.
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boi HSD/CONVOLVER INTEBRFACE

The HSD/convolver interface is an essential component
of the convolver as vwell as the Image Processing systen.
The High Speed Device (HSD) interface loqic links the HSD
nandler (in SE8L-32/27 couputer) and the filter. The HSD in-
terface logyic is very gJgeneral in nature and apart from con-
volver, devices such as the video digitizer can use the sanme
HSD-interface loygic. Tae HSD-interfdce (Figy—4.2) has the
frollowing main components:

1. Line Drivers/recelvers

2. Hdultiplexers (Accumulators)

3. I/0 data counter (NTT stayge/ butterfly counter)
4. control logic for I/0 operations

5. Control loyic for data input from Video-digitizer

The interface logqic is controlled by the signals trom
the #SD handler. The Pilter function reqister is loaded from
tae HSD to specify the next filter function (sec-4.5). iWhen
an L[/0 filter-iunction is srecified tne data transiers at a
rate of 1.2 us (1200 nsec) per 32-bit word. Four pixels are
transferred at a time from the SEL to the convolver as input
data, and taese are demultiplexed at the basic system clock
rate of 300 nsec before writing the pixels byte into the me-
mory burfier. Thls ensures a continuous traasfer of data.
The I/0 data counter keeps the record of the number of data
transter and once the specified number of data-transfer has
taken place, it resets and Lis then available for other

counting functions.
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4.4.1 Line Drivers/Recejvers
The Line Drivers/Receivers consist of 12 TI-75138 IC's
and are connected to the HSD via two 50 pin flat cables. The
driver part is controlled ty the strobe signal [selinstb],
and is enapnled whenever the data-status is to be sent to the

HsD.

4.4.2  NIT stage/ butterfly counter

The NTT Staqe/ Buttefly Counter (NSBC) serves a dual
purpose. During tae data-transter between counvolver and HSD,
it counts the number of pixels and during the convolution
operation it serves as a _stage and butterfly counter. This
is also rererred to as tne I/V0 Data Counter.

This 1d-bit NSBC 1s a synchronous counter and is made
up ot Live IC-74S163. During an I/0 transfer this counter is
controlled by tae intertface logic and indicates when the
specified nuamber orf data have transrferred. Jhen the tilter
is set to pertorm the convolution, i.e., wnen [filon=1], the
butterfly counter is used to Jenerate the count for the
14-staqes (7 Lor forward and 7 for inverse) a of 123x128
transform.

When used as the NSBC, 1t generates a 6-bit column ad-
dress, a o=-bit row address. and 4 2-bit word auadress. These
Address pits are used to compute the Read/drite addresses of
data items frow and to ¥EM1 and MEM2 for the current but-

terfly operation. The rewaining U4-bits are used for the

stage count (1-14).
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The NSBC forms a modulo (2%*14+9) counter, and
generates the addresses 1n a sSerial fashion such that data
are always (N/r**2) apart as required by the 0OIOO-NTT algor-
ithm. The additional count of 9 is required to coamplete the
Read/Write operation at eaca stage. Out of the 4-bits used
for the stage «c¢ount the 4SB determines whether the forward
(0) or the inverse (1) operation is beinqg percformed. At the
end of the filtering operation, a4 signal [clrruntf] is gen-
erated to clear tane [iilstart] Llip-flop and to terminate
filtering [filon=0]. At this time the filtered image 1is
available in M4EM1,to be transrerred to the SEL via the HSD.
During the transter of either Image data or Coetficient
data between the daD and the convolver, the counter gener-
ates the address of MEM1/ TCOFMEM to store or retrieve tae
data from M4EM1/ICOFMEM. This process proceeds in a sequen-
tial «rashion and at tne end or the data transfer of
(128x128) points a signal [ filindatacoap] is generated which
inhibits turtner transfer ofperations between tue HSD and the
couvolver¥ Tne NBSC 13 cledared at the begining of each

transter operation from the signal supplied by HSD.

4.5 INTERPACE CONTROL LOGIC

The iaterrace control logic yenerates tae signals re-
quired for data transfer between the HSD and the convolver.
Two kinds oOf signais are recoghized: FILFUNCkDY, PILFUNCACK,

FILINRDY and FILINACK control the data transtfer from the HSD

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



30
to convolver while FILOUTRDY, FILOUTACK, FILSIATRDY and
PILSTATACK control the transter of data from the convolver
to HSD.

Whenever a new filter function 1is specified, the
{filfuncrdy] qoes nigh and with the next [mclk50)] the six-
bit function is loaded in the filter-function reqister.

Tnree of the six oits specify one of eiqgqht possible func-

tions:

1. NoOP (000) No Operation

2. LDIMG (DO1) Load Image data in (Buffer 1)

3. LDCoOF (010) Load transfer of filter coeff in
(Tcoefif Mem)

4. LDDSP (011) Load memory rfor displaying image

5. SDPILDT (100) Send filtered imagqe to HSD

6. SDCAMDT (101) Send digitized image trom camera
to HSD

7. CLEMCNT (110) Clear buttertfly Counter and send

Filter status to HSD
8. NOP (111) left for future use

The fourth bit [filfunc3d] determines whetner or not tae
convolution process has been requested and, at the end of
the filtering operation, clears [filstart] at which a new
filter-function wmay be loaded ¢to the ril-func-reqaster.
There is no provison ror external Interrupts, and once the
filtering begins, there is no data transfer between the HSD

and the convolver until the end of the filtering operation.
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This ,however, does not atfect LDDSP and SDCAMDT since the

operations they control can be perrformed independently.

4.5.1 LDING operation

Wnen LDIMG is true, the sequential loading otf the image
data 1s enabled. After the {filinrdy] sigynal 1is active,
and i1f no previous function is being served, then a 40 nsec
pulse is generated whicn enables asynchronous data transfer.
The data from the SEL-bus are transfered to the filin-reqis-
ters (32-bit) and from there the data is demultiplexed and
written into 4EM1. The counter starts counting at the begqin-
ing of the data transfer and is sychronised with the rate of
data transter. Tae demultiplexing and writing into memory is
completed berore the next data arrives. The 4-byte data 1s
dalvays written to memory in the seguence Most Significant
Byte to Least Sigaificant Byte (bits 31-24 to bits 07-00).
The signal [ filinack] 1s sent to tne HSD to acknowledqe the

completion ofdata transter.

4.5.2 LDCOF operation

When LDCOF is true, the least significant 24-bits of
the data are transfered in the same rasnioh as above for
LDIMG. The 24-bpit word is formed by reducing the indices of
the transtform of coefficients corresponding to the set of

sub=-noduli 62 and 63, as indicated in sec-(4.6.6).
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4.5.3 CLBNCHT operation
This is a special type of <function performed by the
filter to inform the HSD status of the filter. Whenever sta-
tus i1ntformation 1s requested the CLRMCNT signal is made true
by sendinqg the signals from the HSD. The filter then tran-
smits a 5-bit data pack on 32-bit lines indicating FILON,
NTTR,ISTAGRO,ISTAGR1,ISTAGR2. This intorms the HSD as to

whether or not an I/0O operation is to performed.

4.5.4 SDFILDT operation

When SDFILDT is active low, the data from the MEM1 is
sent to the HSD. The.tiltered output for each data point is
a 16-bit word and is multifplexed to form a 32-bit word for
fast I/0 operation. The counter Keeps track of the number of

pixels sent to the HSD.

4.5.5 SDCAMDT operation

This function implies a transifer of data from the fil-
ter to the HSD when the data is obtained from a camera (Vi-
deo-digitizer). Tne camera output is a 8-bit word. The caa-
era multiplexer [rpcammux] multiplexes four 8-bit outputs to

form a 32-bit word for fast I/0 operation throuqn the HSD.
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4.6  MBMORY BUFFEBRS
The block diagram of the memory bufrfer arrangement used
in the convolver is shown in Pig-(4.3). The f£iqure shows the
main memory bufifers (MEM1 and MEM2), The Twiddle Factor Me-
mory (TFMEM) EPROMs, the transform of the coerficients memo-—
ry (TCOFMEM), and the associated logic for the generation of
Read/write addresses.

1« MEM1 and MEM2 are organized in 16Kx20 bits each and
store tne input data and the intermediate results of
the butterfly operations.

2. TFMEM EPROMs store the indices of 128 residues of
{(E%%k) for k=0,1,2,cceces 127 corresponding to the
set of sub-moduli, 62 and 63.

3. TCOFMEM is organized as 16Kx24 bit and stores the
128x128 indices of NTT of the given rilter xernel

corresponding to the set of sub~-moduli 2 and 63.

4.6.1 Memory Write Address Generator

The output of the Butterfly counter 1is also used to
generate addresses for Aead/Write operation £from and to
MEM1, MEM2 and TCOFMEM. Because of the pipelining structure
of the Butterfly unit, there is delay of Y pulses Lketween
the input and tae correspondiny output. This means that out-
put of the butterfly counter must subtract 9 to generate
correct meaory addresses. As required by tne OIGO-NTT algor-

ithm, data are always written in a block of 64xb64 with a
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configuration F((0,0), (0,64),(64,0), (64,64)}, {(0,1),
(0,65), (64,1) ,(64,65)}eeeeses] and this confiquration is ob-
tained by using the signals

[ IROWS-IROW0,ICOL5-ICOLU, INCRD1-IWORDO ].

4.6.2 Memory Read Address Generator

The addresses of the data points participating in a
butterfly computation depends on the block address within
the image (there are 4 Dblocks) and a sub-block address
within the specified block. The stage-decoder and the but-
terfly counter are used to control the ﬁemory-add:ess gener-
ator. The [ mem~ad-geg] nmultiplexes the output of the But-
terfly Counter in suca a way that a correct memory read
address 1s generated during each stage of the NTT and tae

INTT operations.

4.6.3 Twiddle Factor/Trans. of Pilter Coeff. Addr.
Genrcator

!i

Tane TF/TFCOF Address gyenerator yenerates three types of
aadresses:
1. TCOEMEM address required for storing tne NIT of the
filter coefticients into TCOFPYEN
2. Address required for accessing the twiddle factors
from tne memory during tne NTT and the INTT opera-
tioans
3. Address required for accessing the transform of tae
filter coefficients from TCOFMEN during the final

stage of tae forward NIT computation
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Butterfly

unit, a delay of 6 clock cycles between the output of the

counter and the output required by the address qenerator for

TCOFMEM must be introduced. Also, due to the the 4access time

of tne TF EPEOMS, the TF address must be generated one cycle

ahead of tne TCOFMEM address. The transform of the coeffi-

cients 1s pre-shuffled and is loaded in TCOFMEM in

such a

tashion that they can be addressed sequentially for multi-

plications by the traansticrm of the image.

The OIOO-NTT alyorithm reguires three different values

of the Twiddle factors for each butterfly operation depend-

ing on the row index.i, the column index 3j, and
{L+7) and the staye of tae butterfly. These indices
erated by masxing the output of the stage decoder
then multiplexed to generate the correct addresses

Twidule Factors.

4.6 4 Memory Address Multiplexer

the sunm
are gen-—
and are

for the

while MEM1 stores the input 1image, the filtered output and

the intermediate stage results, YEM2 only stores the results

from intermediate stages. The Memory-add-multiplexer selects

the memory bufrer and the operation (Read or Write)
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4.6.5 Nemory Buffer MEN1 and MEN2
The wmemory buffers MEM1 and MEN2 are organized as
16Kx20 bits where bits (19-10) are reserved for residues
corressponding to thne modulus o641 and bits (9Y-0) are re-
served for residues corresponding to the modulus 769. The
Dynamic Memory Controller (DMC1) generates the row/coluan
addresses tor MEM1 and maintains the proper timing signal
during read/vrite and refresh operations. Since only one of
the tvo mnmemories, ﬂéu1 or MEN42, gives the output at any
time, tﬁe tvo outputs are wire ORed to [mem—-reqg]. The input
data to ME41 is written oyte by byte through the [filin-mux]
from the HSD at —cthe.begining of the convolution process.
MEM2 is controlled by DNMC2 and the necessary addresses for

this puffer are generated by the [nmem—add-mux].

4.6.6  Memory Buiter TCOPMEN

The memory buffer TCOFMEM is organized as 16Kx24 bits
and stores the indices of the residues of the NTT of the
coefrticients. The indices of each residue are computed with
respect to sub-moduli 62 and 63 in soltware and cowmbined to
form a 24-bit word as snown below:

The TCOFHMEM 1is also controlled by the dynamic memory
controller. Tae data i1nput to this buffer 1Ls through
[rilin-mux] trom tae HSD. The output of this buifer is con-
nected to the TFCOP legister and 1is wire ORed with tae TP

EPROMs, since only one of the two is enabled at any time.
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| 63 | b2 | 63 | 62 |
| |

| i |

4.6.7 Twiddle Factor EPBONMs

The TF EPROMs store the indices of the powers of the
generator for the set or moduli 641 and 769. The format for
storing these indices 1is same as that for indices 1in
TCOFMEM. Tne EPROMs used are IC-2732A. The addresses 0-127
and 128-255 store thé indices corresponding to the various

values of &5%¥*K dand &**¥-Kk respectively.

4.7 THE BUTTERFPLY ONIT

The Butterfly Unit (BU), Fig-(4.4), consists of btinary
adders/substracters (Am2517), Look=-up tables (EPROMs), and
standard 8-bit Schottky 1TL registers. The transrcorm opera-
tions, corresponding to aoduli o641 and 769, are pertormed in
pafallel. The residue representation and tne operations ot
addition and subtraction are perrzormed in 2's complement bi-
narye. Thus, a residue Letween (0, {(pi-1)/2} has the same
representation 4s binary and the values between {(pi+1)/2}
and {(pi-1)} are represented as {(2%%10-X1) waere X1 is the

residue.
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As discussed in sec-(3.2), the implementation of tae
butterfly requires the iaplementation of the rollowing equa-

tions:

A(i,i)= [a(i,L)+a(L,]j) *a(j.1)+a(j,i) ]
A(i,j)=[a(i,i)-a(i,j)+*a(j,i)-a(i,]) ]e (E**m)
A(j,i)= [a(r,i)+a(i,i)-a(jsi)=-a(dr,3) )e (E**nD)

A(l,N=[a@,1)-a(l,9)-a(j,i)+a(j,]7) ]. (6**(m+n)}

1=0,1,2,+..63; i=64,65,...127
where m and n depend on the stagqe and the loca-
tion ot the butterfly beinqg performed.
The butterriy operdtion is performed in 8 stages and
these can be reduced to three basic steps:
1. Pipeline stage 1 and 2
Stage one (register K11) 1s used to buffer the
input to the Ist adder/subtracter and stage two (re-
gister R12) delays the first data by a clock pulse
while the second data is stored in register R22. The
re;ult of aadition/substraction is computed (11-bits)
and is stored into 3rd stage reygisters 813 and k23.
2. Pipeline stage 3, 4 and 5
These pipeline stages provide butrfering of tae
data between the Ist and 2nd adder/subtractor. Stagqge
3 and 4 store the result of the pair or additions and
subtractions. The registers (R14-RU4) in stage 4 act

as burrer and the desired output is obtained Ly con-
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necting the inputs at this stage to two inputs of the
2nd adder/subtractor unit. The output of these opera-
tions is obtained in stage-5 register (K15) which, in
turn, feeds stage b.

3. Pipeline stage 6,7 and 38

These stages form the main computation unit
(multiplier) using the submodular look up approach.
In stage 6, the EPROMs perform the error correction
and compute the index corresponding to the sub-modu-
li 62 and 3. The data for these EPROMs have been
generated using tne sotftware on the SEL =-32/27.These
indices are added to the 1ndices of either the Twid-
dle Factors or of the Transtform of the coetficients
in staqe 7 through the use of Index—-add-look-up ta-
bles. The output orf these EPKROMs is stored in reqis-
ters (R17 and R27) at stagqe 7 and 1s fed to stage 8
to obtain the reconstruction througyh tue use of the
Reconstruction/correction table. The EPRONs at these
sStdayes nave been programmed using the sofLtware pro-

grams (ECILUT,TABLE, and &ECON1).
At the rising edge of the MCLKO0O the BU output bpecomes
available at stage-8 regqgister (R18) which is then stored in

either MEM1 or 4EM2.
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4.7.1 Pipeline Timing
The basic timing signals and tne éipeline clocks are
derived from the system clock MCLKOO. The MCLKOO is buffered
and tne delayed <clocks are obtained as MCLKO10 through
MCLK050. These clocks are used to stobe the data into pipe-
line stages 8,7,6, and 5. The MCLKO50 is used to generate 4§
non-overlapping clocks PIPCLK1,PIPCLK2,PIPCLK3 and PIPCLKY
having a period of 1200 nsec through the use of a decade se-
quencer and delay units. The PIPCLK's are also used to gen-
erate two other clocks PIPCLKS and PIPCLKS5 which are used to
select difrferent pipeline registers in stages 3 and 4, and
also to coantroil the Ist and 2nd adder/subtractor stages. A

timing diagram of these clocks 1s shown in Fige=(4.5).

4.8  RESIDUE TO BINARY CONVERTER

The output obtained from the putterfly unit is in the
KNS representdation (mod 641 and mod 709) with each residue
represented in 2's complement form. A desidue to Binary
(i/B) converter, Fig-(4.6), is used to obtain the final re-
sults. It utilizes the Mixed-Radix conversion method [J3]
for R/B conversion (sec-2.7). The design uses a plpelining
approach such that the final result can be transterred to
the HSD at the maximum possiple rate (1.2 usec/32-bit word).
The auders/ subtractors used are binary adders and the fixed
multiplicdation is perzformed via look—-up tables. The output

of the R/B 1is a 16-bit nunmber.
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The R/B converter uuit is made up of 4 pipeline stages
and it receives input from the butterfly unit output stored
in MEM1. The pipeline timing pulses are generated from the
delayed clock MCLKOO. The stagqe 1 reqisters (R11,R21) are
used to buffer the output of MEM1. 1In stage 2, the residue
mod od41 is substracted trom the residue mod 769. The result
is then stored in stagye 2 register (R12). Also an EPROM is
used to convert the 2's comlement representation of the re-
sidue, a1, for modulus 641 into a positive binary represen-
tation (16-bit). The result is stored in register (kK22). In
staqe 3, a look=-up table is used to convert the 2's comple-
ment output OL the pPrevious stages into a positive residue
with respect to the modulus 769. This residue, a2, 1is then
aultiplied by o641 to generate a 19-bit product. The nost
signiricant 15-bits are taken as the result (in register
R13) . These stagqe 3 steps are combined together and the
result is optailned from the EPROMsS. The EPROMs are prograam—
ned using the software program RSBCN on the SEL computer.
Also, tﬁe content of royister R22 is transferred to the re-
gister 223 in staqge 3.

Stage 4 of the R/B converter computes tne value of
(a2*p1+al) by adding the output of stage 3 via the adders.
The addition is pecformed by adding the 1b-bit output for al
to the 15-bit output from a2*pl. The result is then sent to
[cbcam-mux] to multiplex two consecutive lo-bit words into a

32-bit word and is finally sent to the HSD. The final result
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is a positive numper in the range {0, 769*641/4} and a cor-
rection is applied 1in software to obtain the true 2's coa-

plement representation.

4.9 USING THE CONVOLVER

We have described the nardware and <functional details
of tne convolver in this chapter. This section describes the
steps in using the filter. The expldination of the various
software available ié given in Appendix- (C)&(P).The following
steps must be carried out:

1. Desiqgqn a two-dimensional finite Impulse Response
(FIR) filter ,with a relatively smaller kernel size
than the dimensions of the image to be filtered. [It
was mentioned in sec-(2.2) that to avoid the wvwrap-a-
round erroc, the transform length must be chosen to
be ¥ » N+L-1, where N and L are dimensions of the in-
put scequence and the cfilter kernel respectively. In
the use of the coanvolver, which performs a 128-point
transtform, the wrar—around error can be completely
eliminated if and only ir, the sum of non-zero Se-
quence lengths at the input is less than or equal to
129. However, 1f the use of the convolver is intend-
ed on an 1mage oL size (128x123), then it is advanta-
yeous to have a filter kernel as small as possible
(to have smaller wrap-around error). Alternatively,

the actudl image must be reduced to a smaller size by
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substituting appropiate number of rows and columns by
zeros. ] Store these coefficients in a rfile. Let us
call tnis file as COEFF. Note that the available
software is written for an 1image size oI (128x123)
and an tilter size of (17x17). The software can be
modified to include other sizes of the filter kernel.

2. Use the program SCLCOF to achieve a proper scaling
factor and multiply the coefficients with this scal-
ing factor so that the NTT of the coefficients is
represented by 12-bits or less.

3. Use tue program NITCOEF to find the NTT of the coeffi-
cients using the moduli 62 and 63 and store the out-
put in a rile, say NTTCOF.

4. Use the proygram CONFIL to do the rfollowing:

a. Transmit the imaqge to the filter
p. Transmit tne NIT of coefficients to the tilter
C. Receive the filtered i1imaqe arter processing

5. Jse the program DSPSIMG to display tne original and

the £iltered i1mage on the Aydin Graphic terminal.
de have combined all these steps in a sSingle Command
Pile "FILTER" and a newvw user can simply type the following
on the console (when in FILTER directory) to use the convol-

vers:

TS4> FILTER IMNAGE CCEFF OUTPUT <cr>
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where IMAGE is the name of the image to be filtered, COEFPF
is the coefficient-file name, and OUTPUT is the output file
name in which the filtered image is stored. The processing
takes place as described above. The software referred above
is available 1in directory 'FILTER' on the SEL hard-disk, and

the hardcopy of the programs is available in [ 29].
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Chapter V

FILTERING APPLICATIONS AND FILTERING OF LARGE
MATRICES

5.1 INTRODUCTION

The filtering of Images and other inherently two-dimen-
sional signals is an important part of image processing and
pattern recognition. In most applications, filtering is
used rtor pre-processing of the images from which certain
1eatures have to be extracted. For example, by the use of a
boundary enhancement filter, certain reqions in an image can
pe isolated and the features such as area, centroid, etc.
can be calculated for that particular region. Similarly, in
the case of dJdetection or a faulty part in an auto—-assembly
line, a teaplate matching algorithm 1is applied to the fil-
tered image. The filtering of the images, thus, plays an
important role in image processing and pattern recognition.

In this chapter, vwe 1llustrate the application of fil-
tering on test 1mages. de present a simple and approximate
frequency domain designing tecnnique for Finite Impulse Res-
ponse tilters. We also obtain filtered images using the
same filter Kkernel by three Jitferent software algorithams,
namely, direct coavolution, filtering using tne FPFT and £il-

tering using the PNTT. Next, we describe the filtering of

- 98 -
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images of dimensions larger than the pasic block size in a
limited memory system. This block-mode filtering alqorithnm
is discussed in detail. The choice of the basic block size
arfects the filteriny speed and theoretical comparisons for

this trade-off are presented.

5.2 PILTERING USING TBANSFORM TECHNIQUES

The use of transtorm domain techniques in digital fil-
tering is attractive only when a fast algorithm is employed
to compute tane transtform. The transform aust have the Cyclic
Convolution Propercy (CCP). The use of transiorm techhique
for filteriny involves tne following steps:

1. Taking the transrtorm of the given sequence
T: X(k1,k2)= ZT x(n1,n2).{W**(niki+n2k2)} (5-1)
2. Taking the transform of the given rfilter-coeffi-
cients, h(nl,n2) =————-=> H(k1,k2).
3. Multiplying the two transtform domain representations
point by point to optain

Y(k1,k2) = X(k1,k2).H(k1,k2) (5« 2)

'4. Taking the inverse transtorm of the result ¥ (kl,k2)
to obtain the filtered output
o y (n1,02) =4E2Y (k1,k2) . {a** (-n1k1-n2k2)} (5.3)
The sequence lengths in above calculations must be
large enough to avoid wrap around ecror (sec-2.1). We ea-
ploy a filter kernel of (17x17) size on tne pre-stored imay-
es or {128x128) and obtain the results of processing through

the convolver.
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53 A SINPLE TECHNIQUE TO DESIGN 2D-FIR PILTRE&S
In this section we consider a technique to desiqgn sim-
ple FIR filters in the rrequency domain. The design assumes
"hrick-wall" type filters with a cut-off based upon the re-
quirement of transmitted or rejected signal enerqgy [17].
Whenever a time domain representation is required we find
this by 1inverting the frequency domain design. He stress
here that this would only give an approximate filter kernel
(truncated to a certain size). We choose such an appoach be-
cause the purpose in this thesis 1is to show the application

of filtering ratuner than design techniques.

.

5.3.1 determination of cut-off based on epergy
transmissions [16]

It is possible to compute the Enerqy content of an im-
age by taking i1ts rourier transform, and computing the mag-

nitude square orf tae coefficients,

E(k1,k2) | X(K1,Kk2) |**2 (5.4)

[ Re (L} ]**2 + [ Im (X} ]**2
S50 that the total enerqy (Parseval's theorem) would be pro-
portional to
Et = 2 2 £(k1,k2) (5. 5)
1 2
Assuming that the transform has been centered, a circcle of
radius r with origin at the center of the frequency square

encloses ¢ (%) oOrf total enerqy, where

q(%) = WO S E(k1,k2)/Et] (5.6)

TV
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and the summation is taken over the values of (k1,k2) which
lie inside, or on the boundary of the circle.

Conversely, Lf the desired amount of <filtered enerqgy
(pass or stop) is specified, it is possible to determine the
radius r which encompasses tnat amount of energy. This radi-
us can be used as the cut-off frequency to desiqn a stan-
dard filter. We define a standard filter such as a Butter-
worth High Pass filter (sec=-5.3.3) througn an explicit
mat hematical expression. The time domain representation is
obtained by taking the inverse Fourier transtfora of tne
coefricients. This filter is truncated to a reasonakle size,
which introduces some cerror (Gibb's oscillation). For the
purpose oOf illustrating the use of the filter, this error is
acceptable.

Also, 1in all cases described below, the filters are
functions which affect the corresponding real and imaginary
components of the Fourier transform in exactly tne same man-
ner. Such filters are referred to as Zero Phase Shift fil-

ters because they do not alter the phase orf the transfornm.

5.3.2 Low Pass Filtering

Edges and otner shdarp transitions (such as noise) in
the grey levels of an contribute heavily to the hignh fre-
quency content of its Fourier transform. It follows, there-
fore, that plurring can te achieved via the rfrequency domain

py attenuating 4 specified range of higan-ftrequency compo-
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nents in the transfora of a given image (passing the low
frequency components). The rilter coetfficients can be ob-
tained by specitying the cut-off and the nature of the curve

(Fige5—-1) to fit 1n one of the following standard filters:

1. Ideal Low Pass
1 1f D(k1,k2) £ Do
H{k1,k2) =
0 if D(k1,k2) > Do (5.7)
where Do is the distance from the center to
cut-off frequency 1locus, D(k1,k2) 1s the distance
from point (k1,k2) to the origin of the frequency

plane, i.e.,

D(x1,x2) = ~qu1**2 + k2*%2}
This is a rfilter with sharp cut-off.

The sharp cut-off frequencies of an ideal low-
pass filtef cannot be realized with electronic compo-
nents, althougqh they can be simulated The choice
oL a4 saall Do results in pronounced blurring and
ringinge.

2. Butterworth Low Pass

H(K1,K2) = —=————— e — e e (5.3)
1T + 0.414 * [D(k1,k2) /Do j**2n
where n o is the order of the filter, and the cut-off
1s derined at (1/. 2) of the maximum value of

H(k1,k2). This is a smootn filter.
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Fig. (5.1) Radial Cross—-section of Low Pass Filters

(a) 1Ideal (b] Butterworth (c) Exponential
l-l
1t
171 0.5¢ 0.5 ¢}
D D
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Fig. (5.2) Radial Cross-Section of High Pass Filters
(@) Ideal (b] Butterworth (c) Exponential
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3. Exponential Low Pass

H(k1,k2) = exp [-{(D(k1,k2)/Do} ** n ] {5.8a)
This is smooth filter and the n controls the rate of

decay of thne exponential function.

5.3.3 High Pass Piltering
Since edges and other abrupt changes in gray levels are
associated with higyh-frequency components, Jimage sharpening
can be achieved in the trequency domain by a high pass fil-
tering (Fig.5-2). The methcd of generating the coefficients
for a high pass tilter is same as in the case of low-pass
filtering:
1. Ideal Hign Pass
0 if D(k1,k2) £ Do
H(k1,k2) =
1 if D(x1,k2) > Do (5.9)

2. Butterwortn digh Pass

H{k1,k2) T =—ememc e e e = (5<10)
1 + 0.474 * [Do/D(k1,k2) ]**2n

3. Exponential High Pass

H(k1,Kk2) = exp [-{Do/D(k1,k2)} ** n ] (5. 10a)
where the symbols have tne same @eaning as in the last sec-

tione.
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5.3.4 Homo-morphic Piltering

The illumination-rerlectance model [ 16] of an imaqge can
be made the basis for a frequency-domain procedure that is
useful for improving the appearance of an image by simulta-
neous brightness ranqe compression and contrast enhancement.
The illumination component of an image is generally charac-
terized by slow spatial variations. The reflectance compo-
nent, on the other hand, tends to vary abruptly, particular-
ly at the junctions o0f very dissimilar objectse. These
characteristics lead to associate t17] the 1low frequencies
of the Fourier transforw of the algorithm of an image vith
1llumination, and the high frequencies with rerflectance.
Although this is a rcugh approximation, it can be used to
advantage in image enhancement.

The cross-section of the filter function for use in ho-
momorphic filteraing is shown in Fig-(5.3). Tne mathematical
characterization of the algorithm is as follows:

1. Find the natural logarithm of tne input image
2. Compute the transform of the Lmage

. 3. Multiply the transriorm with the filter coeftiicients
4. Compute the inverse transrtorm

5. Pind the exponential of the result.
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Fig. (5.3) Cross-section of a circularly symmetric
filter function for use in homomorphic filtering.

Fig. (5.4) The convolver hardware unit.
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5.3.5 Examples of the Image Filtering
The examples of Image filtering included in this thesis
are obtained by the application of the following filters on
the original images saown in Fig-(5.5) to Fig-(5.8):

1. Fig-(5.9) to Pigy—(5.11) have been obtained by the use
of a Buttervorth high pass filter.

2. Fiq=(5.12) has been obtained using the filter coeffi-
cients of a high rass filter availaple in the depart-
ment {29].

3. PFPig-(5.13) to Fig-(5.15) show the result obtained by
applying the same filtgr coefficients through the use
of the convolver, the FNTT algoritanm in software and

the PFT alygyorithm in sortware.

4, PFig—=(5.16) to Fig—-(5.18) show the result of low-pass
filtering oy‘the application of a Buttervorth low
pass filter. These fiqures also include the filter-
ing obtained through the use of other algorithms in
software.

5. Pi1g-(5.19) snows the result obtained using a Homo-
morphic filter whose transfer tunction is shown in
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Fig. (5.5) ZImage I. Fig. (5.6) 1Image 2.

Fig. (5.7) Image 3. Fig. (5.8) 1Image 4

Fig. (5.5) to Fig. (5.8) Original Computer Images.
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Fig. (5.9) Fig. (5.10)

Fig. (5.11) Fig. (5.12)

FPig. (5.9) to Fig. (5.12) Processed Images (High Pass Filtering)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



/70

Fig. (5.13) Fig. (5.14)

Fig. (5.15)

Fig. (5.13) to Fig. (5.15) Original [Right top] and Processed Images
(High Pass Filtering) through the use of the
convolver [Left top), FNTT algorithm in software
Right bottom] and FFT algorithm in software
[[Left bottom].
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Fig. (5.16) Fig. (5.17)

Fig. (5.18) Fig. (5.19)

Fig. (5.16) to Fig. (5.18) Original [Right tOp] and Processed Images
(Iow Pass Filterlng) through the use of the
convolver [Left top], FNTT algorithm in soft-
ware [Right botto i and FFT algorithm in
software [Left bottom]

Fig. (5.19) Application of a filter function for use in
homomorphic filtering as specified in
Fig. (5.3).
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The time of processing of an image of size (128x128)
with a filter kernel of size (17x17) by three different

methods {(applied through software) is given in Table-{5.1).

Table- (5.1) Approximate Computation Time *
using different methods of convolution in software
for image-size of (128x128), 256 levels.

. — P G D G T T T D D WD S} D D ED D G NS GED WP D WD WD ST G D TG b b Gt e A A SR D WD D D G S ED G WD S P S e D

i Hethod | Processing Time, sec |
l ————————————————————————————————————————————————————
i direct convolution | 1500 |
o e e e e e T e e e e e e e e e e e e e e e S e S e - |
i convolution using ) 70 |
| PPT i i
| T T T T e s S S sSS e S |
I convolution using | 193 |

| FNTT (in softwa:ey | |

* RKeported ualnq SEL computer (Programming in FORTRAN -77
and excluding File~-I/0 time)

5.4 PILTERING OF IMAGBS OF LARGER DIMENSIONS

Next we consider the filtering of larger images. A
common problem 1in signal filtering is that of <riltering a
signal of very long or indefinite length by an impulse res-
ponse that is of a short 1length. For image processing in a
limitéd main memory sSystem, such as a mini-coaputer, it is
necessary to employ special tecaniques to iaprove the compu-
taional efficiency when the whole 1image to ope transformed

can not be accomodated in the main mewory. A straignt for-

ward method is to store the data on a disk, find the trans-
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form of rovws, transpose the result and then find the trans-
form of columns using the same computational element. Since
the processing is perrformed taking one darray at a time from
the disk such a wmethod is I/U0 bound and is very slow ovwing
to the relatively slow disk accesé time. A mnore efficient
method is to section the input 1image into smaller blocks
that can be accomodated in the memory of the computational
element and then either use the overlap-save or overlap-add
technique. This method, referred to as block-mode filtering
[18], provides a very erficient means to compute two-dimen-
sional convolutions wnen the dimensions of the filter kernel
are swmall. An alternate method has recently been proposed
by Kraats and Venetsanopculos [ 19] that 1s computationally
nore erfficient in certain instances, specially when the fil-
ter kernel size is comparable to the pasic block of the in-
put data. Since almost all cases orf two-dinensional filter-
ing employ a much smaller filter kernel (N>>L), block-mode

filtering is prererred.
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5.§. BLOCK-MODE FILTERING

The two-dimensional convolution is defined (egn.2-l) as
j 3
y(3, k3 = } I h(j-m , k-n) £(m, n) (5.12)
n=0 m=0
We begin by proving a fundamental property of-two-dimensional
transforms and convolutions.

LEMMA,. Given two matrices £(m, n) and h(j, k), both of dimensions

D. by D, let-the transforms of these matrices be

1l 2
o D,-1 D,~1 —
F(r, s) =} ! £(m, n) exp|-i2w [%‘3‘- + 5_“} ,
n=0 m=20 1 2/ |
D,~1 D -1 o]
H(r, s) = Z Z h(j, k) exp{-i27w {51 + B—] .
k=0 3J=0 1 27 ]

Then the inverse transform.of the product of these transforms, that is

D,-1 D.-1
1 2 ! rj sk
y(i., k) = > b X Z H(r, s) F(r,s) exp iZw{B—- + .__) s
1 D3

172 s=03=0
is equivalent to the convolution form

X .
¥(3, k) = Z : % h(j -m, k=n) £(m, n)
n=0 m=0

“D,=1 D3;=1
2}: lz — m,k+ D

h(j +D -n) £{(m, n)

+ 1l 2

n=k+l m=j+1
(5.13)
PROOF. The proof is similar to the proof for i1-D cases . We

substitute for H(r, s) and F(r, s) in the relation defining y(j, k) and have
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y(3,x) =} D) ¥  h(p, 1) £(m, n)

* b lD 2 2 exp | ia2mw [r(J_m"P) 5(k—n-q)]

(5.14)
However, the double sum on the exponential can be written as
Dl-l g ) Dz-
1 . r{j-m- s(k~-n -
z exp |i2T P Z exp | i2n ¢ ) .
D, Py, r=o0 Dy s=0 D,

172

This is a product of two fi_.nite sums. Both sums have the orthogonality

property demonstrated by Helms [22], that is,

D, -1 _ D if j-m-p=tD
1 ___ r(i-m-p) 1 1
Z exp | 127 ‘ D ==
r=0 1 0 otherwise,

D_-1 D if k -n-q=tD

. 2
2 s(k=h -q) 2

0 Dz _ 0 otherwise.
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All the indices in the <first summation above are de-
fined over [ 0,D1-1] ; all the indices in the second summa-
tion are defined over [U,D2-11. As a result, in the two
summations we see that t=0 or t=-1 are the only possible va-
lues of t. As a result we can use (j-m—-p=0) or (j=-m-p)=-D1
to eliminate the summation on p in Eqn. (5-14); ve can also
use (k-n=q)=0 or (k-n-q) =-D2 to eliminate the summationkon
q in Bgn. (5-14). Egqn. (5-13) is the result, and the theorenm
is proved.
2qna (5-13) shows a convolution summation wWith two
terms. The first term on the right-hand side is the desired
convolution in the form of Eqgn. (5-12). The second term is
the so-called wraparound-~error term, the term that results
from the inherent periodicity in the use orf discrete Fourier
transtforms. The problem of convolution with discrete Fouri-
er transforms is to force the wraparound error to be zero.
The problem of block-mode filtering is to deconmnpose the con-
volution of Eqn. (5-13) into a large number qf smaller convo-

lutionse.

5.6 BLOCK—MODE FILTERING ALGORITHN

The following is the algoritham for block mode filter-

1. Choose two numbecrs D1> J and D2> K.
2. The matrix n(j,k) is extended by the addition of rovs
and columns Oof zeros to form a matrix hc(ij.k), de-

£ined as

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



116
h (§,Kk) 0<9§,k<j-1,k-1
hc(j,k) =
0 J,K<j,k<D1-1,D2-1
3. Let b(m,n) be a block that is coamposed of the first
D1 rows and D2 columns of L (m,n), that is,
b{m,n) = £{m,n) for 0<m,n<D1-1,D2-1
4. Compute the transforms of size D1 by D2 of hc(i,k)
and b (m,n). Form the product of the transforms and
then compute the inverse transform of the groductse.
Call this inverse transform a matrix c(j,k) of size
D1 by D2.
5. Part of c(j.,k) ,contains the wrapround error. We save
as valid data the submatrix of c(j,k) defined by the

range of indices

3 J=1,J/eee,01-1.

k = K-1,K5ee.,D2-1. This is a subma-
trix of size D1-J+1 by D2-K+1. The rest of c(j,k) is
discarded.

6. The procedure now splits into two alternative choices
for the construction orf the next block.

Form a4 new plock b(m,n) from f£(m,n) of size D1
by D2 and such that the first J-1 rows of the new
block are the same as the last J-1 rows of the old
block. That is, row D1=-J+1 of the old block is row
0 of the new block, «row D1-J+2 of the old block is

rovw 1 of the new block,

and so on; or,
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Fig. (5.21) Construction of Blocks in Black-Mode Filtering Algorithm.
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Form a nev block b(m,n) from f(m,n) of size D1
by D2 and such that the first R-1 columns of the new
block are the same as the last K-1 columns of the old
block. That is, column D2-K+1 of the old block is
column 0 of thne new block, column D2-K+2 of the old
block is column 1 of the new block, and so on.

7. Repeat steps 4 through 6 until either one of the fol-
lowing conditions arises.

Row M-1 of the picture f£(m,n) is included in the
nev block. Add rows of zeros to the new block, if
necessary, to maxe 1t of size D1 by D2 and repeat
steps 4 tarouqan o. Now discard the first D2-K+1 co-
lumns of the picture I (m,n) and redefine the column
indices of the picture by subtracting D2-K+1 from the
column index n ot f£{(m,n). This defines a new picture
of size ¥ Dby N-D2+K-1. Go back to step 3 and pro-
ceed. Or,

Column N-1 of the picture Z(m,n) 1s included in
the new block. Add columns of zeros to the new
block, if necessary, to make it of size D1 by D2 and
repeat steps 4 througn ©b. Now discard the 4first
D1-J+1 rows of the picture f{(m,n) and redefine the
row indices of the picture by subtracting D1-J+1
from the row index m of £ (m,n). This defines a new
picture of size ¥-D1+J-1 by N. Go back to step 3 and

proceed.
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8. Steps 3 through 7 are repeated as directed until the
entire picture has been processed with the overlap-
ping blocks. The juxtaposition of all the submatric-

es saved in step 5, where the juxtaposition is formed

in the same sequence as the construction of the over-

lapping blocks, constitutes the filtered picture.

5.6.1 W§rap-around Ecror Conmsideration for Pirst Block

It the first J-1 rows and the first K-1 columns of the
picture contain important informaticn that must be filtered,
then the picture must be enlarged by 'paddinq" éo that the
discard operations of ,step 5 would not result in discarding
Lhformation that it was desired to filter. For example, a
new plicture can be constructed by the following procedure.
Let £ (m,n) ope tne extended (or padded) picture of size

J-1+M by K-1+N. The picture fc(m,n) i1s constructed as

C . 0<n,n<kd=-2,K=-2
tc{m,n) =
£f{(ma,n) J=1,K=1<m,n<J=-1+4, K-1+N
where C is any constant. This extended picture is now used

in the eigyht-step procedure above, that is, Wwhenever f(m,n)
is stated above, we repluyce it by tc(m,n). Similarly, we
would replace M and N in the eight steps above by H4'=J-1+H

and N'=K-1+N, respectively.
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5.6.2 Number of Blocks to be Processed
Because the blocks must be overlapped, the picture is
not processed in blocks of size D1 by D2 . Successive
blocks are overlapped in both rows and columns. From tne
construction in step 6a, 6b, and 7a, 7p, we can se€e that the
total subset of the picture that is processed on any one it-
eration through the ei1qht steps is a submatrix of size
D1-J+1 by D2-K+1. Tnerefore, the total number of blocks to

be processed 1is given by

fal= |  ==—ce—ee-- —e——————————
"(D1-J+1) * (D2-K+1) (5<15)
fhe symbol {a] stands for the smallest inteqer qreater
than a. We use the smallest inteqger yreater than the ex-
pression saown because a iraction of a block must be pro-
cessed as one rull block by paading out the fractional block
(step 7a or 17b). If we had used an extended picture, as
discussed 1n the previous section, then we would replace 4

and N in Eq. (5) by M'=D1-J+1+M and N'=D2-K+1+N.

5.7  IIMING CONSIDERATION IN PROCESSING LABGER INAGES

The number of arithmetic operations required in thae
processing of eacn plock is proportional to the number of
computation involved in the 2-D transform dJomain technique
of tiltering. The total time tfor processing depends upon the

number of blocks to be processed multiplied by time required
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for each block-processinge. Also the number of operations
required depends upon the radix of the algorithm and the na-
ture of the butterfly.

We derived relations between a 2-D-radix-2 and a
1-D-radix-2 transform algoritham in sec-(3.8) and it was
shown that a saving of aprroximately 25&% occurs vwhen the
former implementation i1s used. The derivation in this sec-
tion are for a 1-D-radix-2 structure and the correction fac-
tor can be applied to oktain the computational efficiency
Wl1th respect to other butterfly structurese.

Assuming a 1-D-radix-2 algorithm for fast transforms, a

sequence of D1 points.can be transformed with a total of

N (4) (Db1/2) .10y D1 nultiplications

N (A) (3.D1/2) .1log D1 additions

vhere nultiplications and additions are complex when the FFT
structure is considered and are of real type vwhen the FNTT
structure is considered for a single modulus. Use can be
made of the ract tanat the data are real, and thus in the use
ot the PFT structure a 50 percent saving in time can ke ob-

tained. The transtorm Of an image or size D1xD2 requires,

N (d)

(D1.D2/2) . {log D1 + loy D2}

N {A) (3.D01.D2/2) . {log D1 + log D2}

Since for convolution results, thnere are two transfcrams (n-
staqe) and one pairwise product of matrices (of transform of
coeffs with image transform), total number of computation

would be

NC(M)= D1.D2.f{log D1 + loy D2 + 1}
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Nc(A)= 3.D1.D2.{log D1 + log D2 + 1/3}
If (t1) is the time for an addition and (t2) is the time for
a multiplication then the total time for processing is,
t(b)= Vc(4). (t2) + Oc(A). (t1)
and since there are B such blocks, the total convolution

time is,

T (conv) = B.t (b)

D1.D2.[ (log D1+log D2+1).(t2)
+3. (log D1+log D2+1/3).{t1) ]
*Intq[ (M.N)/(D1-J+1). (D2-K+1) ]
(5.18)
This estimation only.considers the computation time. The
time required in tetching tne data is not taken into account
in this calculation.
1t can be seen ftrom the relation that it is possible to
vary D1 and D2 such that total filtering time may be cont-
rolled. However D1 and D2 must be integer power of 2. Final-
ly, D1 asd D2 must pe canosen sucin that matrix (D1xD2) fits
into compﬁter memory as a basic block. The best way to
choose D1 and D2 i3 then to evaluate Egn. (5.16) for various
combinations and to choose (D1xDZ2) such that T(conv) - 1s min-
imized subject to the condition tnat the data fits into sonme
allowable amount of computer memory. Such a tabulation is
presented in Table- (5.3) for (t1)= 1 usec., (t2)= 5 usec. ,
M=N= (256 and 1024), and J=£=(17 and 25). It is observed,
as expected, tanat the larger the size (D1xD2), thne smaller

the tiae T (conv).
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Table-(5.3) Processing Time by the use of
different size of Basic Block (time in sec)
M=N=1024, J=K=25, t1=1 usec, t2= 5 usec

I b2 |
sttt et |
{ D1 32 o4 128 256 512 1024 |
=== = e e oo |
| 32 1442 630 526 509 519 S41 |
| 64 630 274 227 218 221 230 |
| 128 526 227 187 179 181 187 |
| 256 509 218 179 171 172 177 )
| 512 519 221 181 172 173 177 |
| 1024 541 230 187 177 178 182 |
| |

Table-(5.3b) Processing Time by use of Different
size of Basic Block (time 1n sec)
M=N=256, J=K=17, tl1= 1 usec, t2= 5 usec

- T D S S S W SHD YD S P TS Sm TR D RS S S AP W D G W T S W D WD P TN W AT S P GMD WD TS S G S S D WD A D A D W AP W .
.

) D2 :
| D1 32 b4 128 256 |
e e T T T T T T T T T T T T T T T T T S e e T T T T T e e s |
| 32 2245 16.4 15.3 15.4 |
| b4 To.d 11.9 11.0 11.0 |
i 128 15.3 11.0 10.1 10.1 |
I 256 15. 4 11.0 10. 1 10.0 |
| |

In tanis chapter, we have trirst described a simple aad
approximate method of 2-D Finite Impulse Response filter de-
sigyn. The test images have been processed by four ditferent
methods to obtain image smoothing and image enhancemnt. The
steps in the use of block- mode filtering algorithm, used
for riltering ot larqe imayes, have been described and the
processing time for typical cases have been tabulated with

reference to ditferent sizes or the basic processing block.
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Chapter VI

CONCLUSIONS

The objective of the research work described

in this

thesis was to present an elaborate explaination of

theory, hardware implementation, use and analysis of a two-

dimensional digital rilter. Tne filter hardware utilizes a

fast number tacoretic transrform algorithm £or high

processing of two-dimensional signals. The main area of ap-

plication of this filter is in Image Processinyge.

Che conclusions of this study dre summarised oelow:
1. Design considerations of a two-dianensional
tion filter nadas peen described.

This includes the following:

convolu-

a) Tne theoretical backxground necessary to un-

derstand the archlitecture or the convolver (topics of

interests from the Residue Number System, the Number

Theoretic Tramnsform, Fast algoritha for the

2D-Orderea-Input- Ordered-Output NTT alqorithm

butterfly iaplemcentation) has been described in de-

tail.

D) The nardwdre Lmplementation orf the filter has

been descriped. Particular attention has been paid to

the inplementation of the butterfly unit.

- 124 -
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c) Tahe functional detail of each of the units in
the convolver has been described.

d) A systematic way to write the interfacing
software has neen described taking the example of the
High Speed Device (HSD) aintertface to the mini-compu-
ter SEL-32/27. Also, the user has peen rererred to
the available software to obtain the processing

throuyn the filter.

2. The steps in the use of the convolver f£ilter has been
described. A new user can design his own 2-D FIR fil-
ter, store the coetrficients in a file and can operate
this filter over any image of size {128x128) pre-
stored in a file. Further all the steps in use of the
convolver have been combined together so that a new
user can use the rilter through a simple command in

the format (in FILTER directory):

TSM> FILTER IMAGE COEFF OUTPUT <cr>

where IMAGE is 4input imaqge file, COEFF is the
coerficient file and OUTPUT is the output file.

The software has been Wwritten and modified to
make the convolver a user friendly device. A airecto-
ry of the available software is included in the ap-
pendix. The use of the convolver has been illustrat-

ed through various exdaaples.
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3. Various efficiency analysis on the convolver have
been presented. This includes the rfollowing:

(a) 1-D-radix-2 and 2-D-radix-2 butterflies have
peen compared in terms of their computation require-
ments

(b) Thne memory requirement in multiplication by
the sub-modular look-up table approach has been cal-
culated.

(c) The Chinese Remainder Theorem and the Mixed
Radix Conversion method for implementation of a Resi-
due to Binary Converter have been compared in teras

of their hardware regquirements.

() Timiﬁq diagrams to illustrate the working of
the puttertly in a pipeline implementation have been
prepared.

(b) Througaput —rates obtainable by the use of
serial sequential and cascade processing (0ICO-algor-
ithw) were compared. The processing speed of the con-
volver has also peen calculated.

(c) Two desiyn scnemes to 1improve tae speed of
filtering have been proposed.

(d) A table of main IC's and their usage in the
convolver has been prepared.

5.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



127
{a) A sinmple and approximate technique for de-—

siqgqn of a 2-D Finite Impulse Response filter has been

discussed.

(b)) The block-uode filtering algorithm used for
processing of larqge matrixes has been described in
detail. Theoretical comparisons are made to illus-
trate the trade-orf betveen speed and the size of a
basic block when larqe mnmatrixes are filtered through

the use of plock-mode algorithm.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX A : /3 f

TWO~-DIMENSIONAL OIOQO-NTT ALGORITHM

in [10] a multi-dimensional algorithm for computing a claan of unitary

ransforms is derived, following the development suggested :n (=5, 12].

Since tee NIT has the same structure as the DFT, the Gereral ‘eriwvazion [10]

can be aéplied when the transforms are defined. in a ring 2{M) of integers

modulo M for a two (or multi-) dimensional array for (nl n.) of size N
» . 2 - - b o -

in each dimension.

2
N-1 'N-1 izi nyks
F(ky, ky) = Z—o 2_0 £(n,, ny) a (A.1)
nl—- D2— M

vhere 0 is the primitive Nth root of unity in Z(M). When the olements of
input and output arrays f and F are arranged in a lexicograzhical order,
the NTT of eqn. (A.l) can be written as

F=]|r- £l o ta.2

where T is a (N2 x Nz) matrix performing a Number Theoretic Transformation
' : . . 2 - -
cn the (N2 x 1) input vector £ and yielding a (N x 1) cufyut vector T,
The transformation matrix T can be factorized into Kroneckar

products‘of one-dimensional transformation matrix TN [|°] and eqn., (A.2)

could be written as

F (TN 5] TN] - £l (A.3)

where @ represents the Kronecker product and TN' is of size (NxN) with

elements t,, = 0.1].
1]

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



n
When N = r is a composite number conditions [ ] faa zhown

that the transformation matrix TN can further be expressed aa jrc'uct of
submatrices as,
e
r r
Ty = T'T'ui si~) (A.4)
i=])

where r is the radix of factorization for Ty+ When radix-r iz :=plied, we

drop the super-script r to write

n
TN il ll ui Si 4 {A.5)

and then egn. (A.3) is expressed as

n
F = Y. R . £ : L (A.6)
iy 01 M
where wi = U, 8 By
R =S, 8 S; (A.7)

and r, the radix of factorization is implied.
To see what eqn. (A.6) implies, let us define [13] a *wn-dimensional

permutation operator Gi as,

8, = q; B q

and q.

1=In-i@Pi (A.8)

r r
where I denotes the identity matrix of dimension K'aad 2. is the ideal shusfie

base~-r permutation matrix operating on a vector of dimension K. Inegn. (A.Q)

to (a.7) » H; is the weighting or twiddle operator specifyins = ultiplica-

tions by the twiddle factors and is given by
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ui(r) =u, =1 @D, , i=2,3 (A.9)
where

]
n/rk’ Dt Toge ceee T

= si d4i I
DN/K qua ag[

and

v

Lm = dia(o, m' zm' ceey (N/rk—]_) m)

where an element t of the diagonal matrix L, represents the actual

(r)

element, at, and S is a pre-weighting r-point transfora cperator given by

(x)

s =S=I. 8 T_ (A.1Q)
0 © 0 == === 0 -
0 N/r . 2N/x = = = = = {(r-1) N/r -.
0 2n/r 4N/xr - = - = = 2(zx=1) N /r
=4 - . y . (A.11)

W N T R SR P ey
0 r-1) - 2(r=-1) - . (r

t
where an element of t or T, represents the matrix element, a,

= * = 2. 3 s e e n -
now si—‘l S qi i ’ ’
S =85
n
and “1 = ql = TN

then for i # 1
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¢ = S q.
° Sl~1 q;
= (IN/r 8 Tr) 9
-.1. g
= 4q; 9 (IN/r Tr) 9
= AL12)
q; (Ty)p2 8 r_ 8 T,) (:
thus
Sj-y = 93 S’ - i=2,3, ...,n
when
r ' .
ST = IN/r2 8 Ty ® I,
and, Ry , =S, , 8 s, , i=2,3 ..., n
= (q; s’) @ (qa; s')
- ) I}
= Gi hd (S’ 9 S,) i = 2, 3' - o o p n ('\.13)
R = S 0 s
= S g S ' : (;\-14)

1l

i i i ator R T
N/r2 words apart. In the first iteration, however, the operator R opesrates

which shows that the operator.Ri_ (i # 1) always operates over data which are

on data which are N/r words apart.
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Appendix B
PROCEDURE TO USE AN HSD DEVICE ON SEL
MINI-COMPUTER
EXAMPLE: NIT-Convolver

The two-dimensional NTT-Convolution filter is inter-
faced with tne SEL-32/27 Mini-computer througi a High Speed
Data (HSD) interface. The data I/0 rate through the use of
the HSD are considerably high {1.2 usecy/ 32-bit wvword) and
the interriacing procedure 1is dirferent than that of an
RS-232 port.

The HSD handler is a software component which rrovides
general device support for user devices connected to MPX-
pased series-32 coanputers. The hdandler design is based on
tne notion that the HSD (hardware) acts as a controller. The
4SD handler provides a software interiace between MPX-32
Tasks and tae {dSD. Tne I/0 requests could be accepted in
either of two foraats:

a) Pile Control Block (FCB) Format

b) STARTIO Format

FCB Format
The PCB interrface 1s designed to permit a device con-
mand and/or a data transfer to be initialized as a result of

a4 user request. An FCB is created with the address of data

- 132 -
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and the transfer count is mentioned in the FCB. EXPANDED FCB
must be used and such could be done using M.DFCBE in-built
subroutine. A call is given to IOCS H.EXEC module in form of
'Service Call (SvVC)'. The handler coanstructs first con-
structs logical IOCL, takes care of crossing of map blocks
and then converts them to physical IOCL. An exaaple is il-

lustrated below:

Making an FCB Pormat I/0 request to HSD handler

EXECUTE ASSEMBLE (in assembly language)

BOUND 4 , FCB to start at word boundary
Ho DFCBE HSDFCB,NAHE, O'XARRAY' Y NHT"DFI" """'NHNHT'ERN ‘I

LA 1,HSDFCB Load address of label in Reg-1

sSvC 1,X'an? Service call number
where
HSDFCB is the label given to cxpanded FC3
NAME is the Logical Pile Code (LFC) to which I/O

is to be performed
XARKAY is tne name or data array
NdT,...2tc are the available options for NOWAIT,EREOR PROCESSING,. .

STARTIO Format

.In this format the user can create his own IOCL by me-
ans of data statements. Information can be stored into these
IOCL's later by separate instructions. Using his own IOCL,
the user <creates an PCB and uses EXECUTE CHANNEL PROGRAM
format for this FCB. The address of IOCL 1s given as input
in the FCB. A STARTIO nas to be issued then to request Ser-

vice Call. An illustrative example is given below:
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EXECUTE ASSEMBLE

® VY OO0 NS P800S ® eSS

IOCL GEN 8/X'A2',8/Xx*30',16/0 (1010 0010 0011 COCO0 00...)
GEN 32/W(DATA)
DATAD O

BOUND 4

M. FCBEXP HFCB,NAME,IOCL,0,,ss¢,EBROR

LA 1,HPCB Load add. of HFCB
SVC 1,X1'25!¢ Channel prcqram no.25 is for EXECUTE
CHANNEL PROGHKAM Request of the Handler.

These calls also can be made using FORTRAN statements
'CALL H.IOCS,n' wnere n stands for the operation process

nuaber.

A Sample procedure for Data-transfer between
SEL and Convoclver
The various possible transfers are :
1. Transtfer of NTT of Filter Coefficients to the Coavol-
ver
2. Transrier of Image data
3. Transfer of Comménd
4. Transfer of Filtered image or Camera input from Con-
volver to SEL
We will describe the atove transfer and tne handler di-
rectives. These 1i1nterfacing programs have been written in

Assembly Lanquage.
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1-TRANSPER OP NTT OF FILTER COEFFICIENTS

It may be noted that the filter coefficients are multi-
plied by a proper scaling factor and are made integers. Tuae
NTT of the filter coeff. is taken and is reduced tc modulo
62 and 63 (6-bits each) and a 12-bit word for each moduli
(total 24-bit) is sent to Coefficient Memory of the Filter
through the subroutine LDCOEF. The following is the descip-
tion where a vord of 32-bit (with 48-MSBs as zero) is sent to
the convolver.

CALL LDCOEF(IDAT,IER1,IER2,IOCHN)
where ILDAT is ndmenéf the Data-array
IER1 is the status of the handler posted in PFCB
IER2 is the status of device posted by handler in
IOCl
IOCM i1s tae paraaeter to indicate I/O operation com-

pletion

The IOCL used for this purpose is given as tollowus:
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EXBCUTE ASSEMBLE

IOCL GEN 8/x'A2',8/x'30',16,/0
GEN 32/W (DATA)
DATAD 0
GEN 8/x%02',8/,/x'20',16/x'4000"
GEN 32/0
DATAD O
GEN 8/x%a8',8/x'00*, 16/0
GEN 32/W (DATA)
DATAD O

where

HSD command 'A2' means INPUT TRANSFER , DEVICE STATUS REQUEST

and COMMAND CHAIN
UDD command '30' means CLEAR NMAIN COUNTER OF PFILTER
GEN 32/W (DATA) is to generate dumny data address
HSD command '02' means OUTPUT TRANSFER and COMMAND CHAIN
UDD command '20' means LOAD COEFF. INTO PILTER
GEN 16/x'4000? gives data count in HEX (16K words)

HSD command 'A8' ameans INPUT TRANSPER, DEVICE STATUS REQUEST
and INTERRUPT AFTER COMPLETED PROCESSING IOC

UDD conmand *'00' means NOP

2-TRANSFER OF IMAGE TO THE CONVOLVER

The subroutine used for this purpose is LDIMG and is called

as follows:
LDIAG (IDAT,IER1,IER2,IOCH)

the parameters have sSame explaination as above. It may be noticed
that tne transfer of NIT of Coerrs. and that Image data is very nmuch
the same. There are two differences, namely, the numker of total

words to be transferred is '1000' (HEX) i.e. 4K words, and UDD

command is '10*' instead of '20' to load the IJAGE in the proper
memory location ( '20' describe a PILTER FUNCTION to load COEFFs.) «

Thus the IOCL would be:

I0OCL GEN 3/X'A2',8/X'30',16/0
GEN 32/W {DATA)
DATAD O
GEN 8/X'02*,3/X'10!',16/X*1000°!
GEN 32/0
DATAD 0O
GEN 8/X'A3',8/X'00',16/0
GEN 32/W(DATA)
DATAD O

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



137

3-TRANSFER OF COMMAND AND STATUS

This is achieved throuqh the use of subroutine
CALL CLSRT

wvhich is used for clearing the main counter of the filter
and starting the convolver processing and for reading the
status ot the convolver.

The IUCL posted in this case are similar in part
as used for above two data transfer. This time there is no
contlinuous data transfer, rather only the UDD command transfers

4-TRANSFER OF FILTERED LMAGE FROM THE CONVOLVER TO SEL
The Subroutine used for this purpose is called as
CALL STFIMNG(IDAT,IER1,IER2,IOCHN)
with the parameter descrigtion as described above. The IOCL used in
this subroutine is as follows:
EXECUTE ASSENBLE
IOCL GEN 8/X'A2',8/,X'30',16/0
GEN 32/4 {DATA)
DATAD O
GEN 8,/X'82*,8/X*10',16/X12000"
GEN 32/0
DATAD O
GEN 3/X'A8',8/X'00', 16/0
GEN 32/W(DATA)
DATAD O
The HSD and UDD commands dre similar as in the previous cases
with the rollowing differences:
HSD commaad '42' means READ DATA and COMMAND CHAIN
UDD command *10' means nEAD PILTERED IMAGE FROM CONVOLVER
and the transfer count is '2000*' (HEX) which is 8K words.
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FILE
CONFIL
CONTMP
ECILUT

FILRTD

FILTSK

FLTSK1

GTOPRM

HXTOIN

INSBLK

LOGBOOK

NORMAL

NTFLCFEF

OULPWORD

SCLCOF

APPENDIX - (C)

DIRECTORY « ¢« « « « « PILTER

DESCRIPTION

Program to filter a given image using the NTT convolver.
Program for template matching using the NTT convolver.
Program for error correction and index look-up table.

Program for two dimensional convolution using number theoretic
transform. (A simulation of the hardware.}

A separate task for NTT convolution. Can be activated by
another task in a multi-task environment.

A sample task to activate the task for convolution using
NTT convolver.

Program to store the input and output to the butterfly unit
at each stage.

Program for reading data from the PROM programmer.

Program for converting hexadecimal values into integer values
used in transfer of data from NOVA TO SEL.

Program to insert a blank in the first column. used in transfer
of data from SEL to NOVA.

This file gives us the name and description of all the programs
in the DIR filter.

This program normalizes the output of the convolver between
levels 0 and 255.

Program to find the NTT‘of filter coeffs.

This program filters 256 * 256 image using overlap-save method
of convolution and the NTT convolver.

To scale the given filter coeffs. so that no overflow occurs.
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APPENDIX ~ (C} (Continued)

SDOPRM Program to send data to the PROM-Programmer.

XFERHXNS Program for transferring HEX data from NOVA to SEL.

XFERNS Program to transfer ASCII data from NOVA to SEL.

FALFA To find the cyclic group generator Alpha for a given
modulus.

FMINU To find the multiplicative inverse of a given number with
respect to a given modulus.

FFTTMP Program for template matching using fast fourier transform.

NTTTMP Program for template matching using number theoretic transform.

(Software) .

RIDCAL Program for an iterative thresholding.
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APPENDIX (D)

A User Session With the Convolver

A user of the convolver is assumed to be familiar with SEL-32/27
computer and how the programs are executed. An image of size (128 x 128)
with 8-bit representation is assumed to be prestored in SEL computer
in Directory "IMAGE'". Based on the specific requirement, a two-dimen-
sional filter of relatively smaller kernel (say, 17 x 17 size) is
designed and stored in a file in Directory "FILTER". Let us call the
image file as "IMAGEA" and the coefficients file as "COEFFA".

When SEL computer is logged-on it prompts with Task System Manager
(TSM). The user must change the directory by executing
TSM ) DIRE = FILTER ) .

Now tﬁe user is in "FILTER" Directory, A program named "FILTER"
is a command processing‘fiie in this directory. If this command processing
file 1is to bé used to obtain the filtefed image, one must issue the
following command - TSM)» FILTER IMAGEA COEFFA OUTPUTA )

The processing follows the following steps:

1) The filter coefficients are scaled by execution of program "SCLCOF",
Tﬁe input to this program is file "COEFFA" while the output file is
""SCOEFF".

2) Tﬁe NTT of the filter coefficients is obtained by the execution
of program "NTTCOF". The input to this program is the file

“SCOEFF" and the output file is "NTCOEFF".
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The files "SCOEFF" and "NTCOEFF" are temporary files and are scratched
at the end of their use, One may not need to worry about them,
3) The filtering operation is achieved by executing the program
"CONFIL", The files "IMAGEA" will be taken as input image and
the file "NTCOEFF" will be taken as the file containing NTT of the
filter coefficients. The IMAGE and NTT of coefficients are sent
to the convolver, aﬁd at the end of processing the filtered image
is sent back to computer where it is stored in a file named

"OUTPUTA".

The above steps can also be executed in a serial fashion without
the use of the command processing file "FILTER". 1In this case one
must be in directory "FILTER". This could be done by executing

TSM > DIRE = FILTER )

One must then create files "SCOEFF" and "NTCOEFF" by issuing the
following command.
TSM > CREATE SCOEFF )

TSM> CREATE NICOEFF)

Next the file "COEFF" is assigned as logical file Code = 1 and
the program "SCLCOF" is executed as:
TSM» AS 1 = COEFFA )

TSM> SCLCOF )

Now, the NIT of the coefficients is obtained by issuing the following
command :

TSMD NTTCOF )
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The filtering is obtained by execution of program "CONFIL". The
file having the image to be filtered and the output file are assigned

and filtering command is issued:

TSM> AS 1 TO @ DP1 (IMAGE) IMAGEA )
TSM> AS 2 = OUTPUTA )

TSM> CONFIL )

Note that since the image was stored in "IMAGE" directory (which
is different than the current default directory), it was necessary
to represent it by @ DPL (IMAGE) IMAGEA where "@ DPI (IMAGE)" lets
the computer use "(IMAGE)" Directory. The file "OUTPUTA" 1is stored

in "FILTER" Directory. This file is the filtered output.
The filtered image can be displayed by issuing the

following command:
TSM> AS 1 = QUTPUT )
TSM > DISPIMG )

The program "DISPIMG" displays an image of size (128x128) on the
Aydin Color Monitor. To display the input image, which was assumed to be
"IMAGE" dirgctory, the following commands have to be issued:

TSM> AS 1 TO @GDP1(IMAGE)IMAGEA )
TSM > DISPIMG )

As described earlier, the first command lets the computer search

the input file in “(IMAGE)" directory., °
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