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ABSTRACT

In this thesis, we propose a new algorithm for detecting and tracking multiple 

moving objects in both outdoor and indoor environments. The proposed method measures 

the change of a combined color-texture feature vector in each image block to detect 

moving objects. The texture feature is extracted from DCT frequency domain. An 

attributed relational graph (ARG) is used to represent each object, in which vertices are 

associated to an object’s sub-regions and edges represent spatial relations among the sub- 

regions. Multiple cues including color, texture, and spatial position are integrated to 

describe each object’s sub-regions. Object tracking and identification are accomplished 

by graph matching. The inexact graph matching technique enables us to track partially 

occluded objects and to cope with object articulation. An ARG adaptation scheme is 

incorporated into the system to handle the changes in object scale and appearance. The 

experimental results prove the efficiency o f the proposed method.
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CHAPTER 1 

INTRODUCTION

1.1 Problem Statement

The efficient detection and tracking of moving objects is currently one of the most 

active research topics within the areas of computer vision and digital video processing. It 

has many applications in:

Video surveillance

Video indexing and retrieval

Human-computer interaction

Video communication

Traffic control

Vehicle navigation

There are two key steps in object tracking: detection of interesting moving objects 

and tracking of such objects from one frame to another in an image sequence. Motion 

detection aims at segmenting regions corresponding to moving objects from the rest of an 

image. Tracking moving objects over time typically involves matching objects in 

consecutive frames.

The major challenges encountered in object tracking are:

Natural cluttered and dynamic background 

-Y- Illumination changes 

Cast shadows 

"y- Partial and full occlusion

Nonrigid or articulated nature of objects

1
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Changes in object scale and appearance 

The complexity of the problem is increased if  multiple moving objects need to be 

tracked, especially when objects have similar features. The goal o f multiple objects 

tracking system is to track a variable number o f objects and maintain the correct identities 

of the objects in successive video frames.

1.2 Research Objectives and Contributions

The objective o f the thesis is to develop a novel approach to efficient detection 

and tracking of multiple moving objects in real-world scenarios, including both outdoor 

and indoor environments, using a single stationary video camera. The algorithm should 

be robust to partial static occlusion, clutter, cast shadows, and changes in object scale and 

appearance.

The main contributions of the thesis are: (1) A new motion detection method is 

introduced which measures the change of the combined color-texture feature vector in 

each image block within a time window and then directly obtains moving objects by 

statistically analyzing the change. The proposed motion detection algorithm has good 

performance in busy environments where a clean background is unavailable. (2) An 

attributed relational graph (ARG) is used to represent each moving object. The structure 

of the given object is modeled by the ARG in which the semantic information in vertices 

specifies the local properties, while edges represent spatial relations among them. 

Through ARG, the system has more power to distinguish different objects than many 

other systems that use global features, e.g. color histograms. Multiple cues including 

color, texture, and spatial position are combined to describe each object’s sub-regions, 

which are associated to the vertices o f the ARG. Inexact graph matching enables us to

2
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track partially occluded objects and to deal with object articulation. (3) An ARG 

adaptation scheme which associates a probability mask with every vertex and edge in the 

graph is incorporated into the system to handle the changes in object scale and 

appearance.

1.3 Thesis Overview

The thesis is organized in six chapters.

Chapter 1 presents an introduction to the multiple moving objects detection and 

tracking problem. The research objectives and contributions of the thesis are also 

provided.

Chapter 2 gives a brief review of the existing algorithms on both motion detection 

and object tracking, which are the two sub-problems addressed by the thesis.

Chapter 3 introduces the proposed motion detection algorithm. The combined 

color-texture feature vector is calculated in section 3.1. Then we explain the details of 

detecting moving objects using eigenspace decomposition and statistical analysis in 

section 3.2. The connected component analysis algorithm is provided in section 3.3. Cast 

shadow removal is discussed in section 3.4.

Chapter 4 describes the details o f the proposed object tracking and identification 

algorithm. Section 4.1 describes how to construct the attributed relational graph to 

represent the detected object. Section 4.2 presents the scheme for attributed relational 

graph adaptation. Section 4.3 gives the details o f identifying objects using inexact graph 

matching technique.

Chapter 5 shows the experimental results for real image sequences. Result 

comparison and analysis are also provided in this chapter.

3
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Chapter 6 gives conclusions and future research work.
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CHAPTER 2 

REVIEW OF LITERATURE

2.1 Related Work on Motion Detection

As for motion detection, the background subtraction technique which compares 

each new frame to the background image is a popular method. Any significant change 

between the incoming frame and the background model signifies a moving object. One of 

the simplest background models is a time-averaged image of the scene. This method 

requires the background to be visible during a significant portion of the time. It can not 

cope well with the scene in which many objects move slowly. Background subtraction 

using media filter was used in [1]. The background model was defined as the median of 

all the frames in the buffer at each pixel. Use of the median is based on the assumption 

that the background will be visible for more than fifty percent o f the frames in the buffer. 

Compared with using the mean, the advantage of the median is that it avoids blending 

pixel values. Pfinder [2] used a single Gaussian distribution N{ju, X) to model the color 

at each pixel. The mean ju and covariance X of pixel values were recursively updated by 

an adaptive filter to adapt to slow changes in the scene. In outdoor environments with 

moving tree branches and bushes, different colors can be observed at a certain pixel, so 

the single Gaussian assumption will not hold. In [3], the pixel value was modeled by a 

mixture of weighted K  ( K  is a small number from 3 to 5) Gaussian distributions to 

support multiple backgrounds. The weight was related to the frequency with which each 

Gaussian explains the background. This Gaussian mixture model is the underlying model 

for many background subtraction techniques [4] [5] [6]. However, this method has the 

problem of slow learning at the beginning, especially in such cases that a training period

5
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absent of foreground objects is not available. The Gaussian assumption does not always 

hold. To deal with the limitation of parametric methods, [7] [8] used a nonparametric 

kernel density model by estimating the probability o f pixel intensity directly from a set of 

most recent intensity values. Model adaptation can be achieved by removing older 

samples and adding new samples. This approach has high computational complexity as it 

needs to compute the intensity function for each pixel. In [9], eigenspace decomposition 

was used to detect objects. The background was represented by the first M  significant 

eigenvectors. The current image was reconstructed by the M  eigenvectors and the 

foreground pixels were detected by getting the difference between the actual image and 

its reconstruction. A training period was required to construct the background model. 

This approach is less sensitive to illumination. A foreground pixel may be absorbed into 

the background due to its intensity falling within the range of feature space. In [10], 

optical flow was calculated in the neighbourhood surrounding each pixel to evaluate the 

hypotheses of the background value at that pixel. The net flow will have large values in 

regions where moving objects are approaching or leaving and values near zero in regions 

where no motion is occurring. This method can handle busy environments, but requires 

the background to be approximately stationary. No reports were supplied on the success 

of this algorithm in outdoor scenes. [11] used a probabilistic background model based on 

Hidden Markov Model (HMM) to classify every pixel to be foreground, background, or 

shadow region. The different hidden states allow using a training sequence with 

foreground objects present in the scene to estimate the model parameters.

Besides pixel intensity, edge features have also been used for background 

modelling. The edge of images is less sensitive to illumination changes. In [1],

6
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background subtraction was performed in both color and edge density. A pixel was 

flagged as foreground if  both the color and edge density support that classification. [12] 

classified pixels in the color and gradient domain separately at the pixel level, and then 

integrated the color and edge information at the region level. They removed spurious 

objects by claiming that the actual foreground object would have high values of gradient 

based background difference at its boundaries. In [6], a Bayesian network was introduced 

to describe the relationships among the background, intensity, and edge information.

2.2 Related Work on Object Tracking

The tasks of object detection and tracking can be performed jointly or separately. 

In the first case, objects are detected and tracked jointly by updating object information, 

such as position and velocity, obtained from previous frames. Then tracking becomes a 

state estimation problem. Kalman filters and particle filters are widely used 

[13][14] [15][16]. The Kalman filter is only suitable for estimating the state of a linear 

system where the state variable is distributed by a Gaussian. The predicted position based 

on linear trajectory and constant velocity will fail to track the object when the object has 

a sudden movement and changes its velocity abruptly. The particle filtering technique has 

been proven to be a powerful tool for nonlinear and non-Gaussian systems. However, the 

large number of samples required to represent the posterior distribution prevents its use in 

high dimensional state space. Data association is required when tracking multiple objects 

using Kalman or particle filters. An incorrectly associated measurement can cause the 

filter to fail.

In the later case, objects are detected in each incoming frame, and then consistent 

labels are assigned to the detected objects across frames. This approach results in tracking

7
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as a matching problem. The similarity function which defines a distance between object 

model and candidates is calculated during the matching process. Using distinctive 

features to represent the object being tracked has great importance in this class of 

approach. The most widely used cues in object tracking are appearance, shape, spatial 

position, and motion. Color distributions have been effectively used for appearance 

modeling using both color histograms [15][17] and Gaussian mixture models [18] [19]. 

[17] used a weighted color histogram to represent the object. The mean shift procedure 

was used to perform the maximization of the similarity measure. In [18] color 

distributions were modeled in the hue-saturation space using adaptive Gaussian mixture 

models. While the parameters of the model were updated over time, the number of 

components was fixed. [19] modeled color features at each pixel by a Gaussian mixture, 

where the number of Gaussians was automatically determined by a mean-shift algorithm. 

[20][21] utilized a color correlogram as the main model to represent object appearance. 

The color correlogram included the spatial correlation information of pairs o f colors. [22] 

used an active shape model to track people. Person outline shapes were approximated by 

cubic B-splines. Principal component analysis (PCA) was applied to generate a subspace 

to explain the most significant shape modes. A training stage was needed in this method. 

In [23], an online shape model based on level set representation was used to model the 

object shape and its changes.

In cluttered environments, a single cue approach may lead to poor tracking 

performance. One solution is to combine two or more cues. [24] identified moving people 

by their color and spatial information. Discrete wavelet transform was used to remove 

fake motions. [25] integrated color and texture for object tracking by estimating their

8
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joint probability distribution function. Color was modeled by a 2D Gaussian distribution 

and texture was modeled by an autobinomial Gibbs Markov random field. [14] 

demonstrated that the combined color and texture cues provided a good tracking result 

that was more accurate than the two cues individually. [26] also showed that tracking 

with multiple weighted cues provided more reliable results. A framework for combining 

color, texture and edge cues was used for robust tracking. In [5], five significant features 

were used, including velocity, size, elliptic-fit aspect ratio, orientation, and dominant 

color. In [1], a hierarchical matching process was performed in the order o f spatial 

position, shape and color.

Occlusion is a challenging problem when tracking objects in the real world. The 

occlusion can happen in two types: dynamic occlusions and static occlusions. The 

dynamic occlusion happens when objects in a group occlude each other. The static 

occlusion occurs when objects are occluded by the scene structures such as trees, 

buildings, or streetlights. In [27], depth ordering and position during occlusion were 

estimated by a visibility index which indicated the degree o f occlusion of each object. 

[28] used the color distribution of the occluded person’s clothing to recover that person 

after occlusion ended. In [29], a prior scene model was constructed, specifying the static 

occlusions in the scene by their location and dimension. An occlusion was inferred when 

the static occlusions overlapped the predicted bounding box of an object. [30] obtained 

depth ordering during occlusion from 3D information.

9

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER 3 

DETECTION OF MOVING OBJECTS

3.1 Color-Texture Feature Approach

While color was widely used as a feature in background subtraction, texture 

information was neglected by many existing algorithms. [31] introduced an idea that the 

texture vectors are very likely to have a large spread when a moving object is passing 

through a fixed position. Although the texture vectors will not be constant when we 

observe a position corresponding to part o f the background, its spread will be usually 

small. Motivated by this idea, we measure the change of a combined color-texture feature 

vector to detect moving objects. Combining color and texture as the feature vector can 

still extract foreground objects when the color distributions of the foreground and 

background are similar, in which case the Gaussian mixture model will fail. There are 

many approaches in texture feature extraction. [14] [32] used wavelet coefficients to 

represent texture. In [33], Gabor filters were used to obtain object textures. [25] used 

Gibbs random fields (GRF) to model the texture information. Some researchers proposed 

to use discrete cosine transform (DCT) for texture representation [34]. The DCT 

transforms an image from the spatial domain to the frequency domain (Fig. 1). It 

separates the image into spectral sub-bands of differing importance.

m F(u.v)

DCI

Fig. 1. 2D DCT applied to an 8 * 8 image block.
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The 2D (N by M image) DCT can be written in terms of pixel values / ( / ,  j )  and 

the frequency-domain coefficients f { u ,  v) :

F 1(u,v) =
N - l M - l

£ S cos
V M  J  i = 0 j  = 0

(2/ + l)UK .COS
(27 +l)v;r

2 N 2 M
■/(*', 7') ( 1)

The corresponding inverse 2D DCT transform is: 

l l

\ N  J  

Where

2

\ M J

1\ -1 lVl-i / \ / \
cos

u=0 v=0 2iV
. cos

(27 + \)v7C
2 M

.p ( u , v ) (2)

1
/  \  ~ r  f°r y = 0

A\y) = i
1 otherwise

(3)

The frequency domain block contains one DC coefficient and other AC 

coefficients. The DC coefficient represents the average intensity o f the block and the 

other AC coefficients represent some different pattern of image variation. For example, 

the coefficients o f the most left region and those of the most upper region in a DCT 

transform domain represent some horizontal and vertical edge information, respectively.

We use some DCT coefficients as the texture feature. We partition every new 

frame into blocks with 8 * 8  pixels, where every two neighbouring blocks overlap each 

other by four pixels horizontally or vertically for improving the spatial resolutions of the 

detection results. A feature vector is extracted for each block. Eleven features are used for

detection. Two of them are the average color components (Acb ’ ACr ̂  in an 8 * 8 

block. The other nine features are the AC coefficients in DCT transform domain as

11
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shown in Fig. 2. We use the well-known YCb c r color space, where Y  encodes

luminance, C^ and Cr encode color information (chrominance). To obtain the other nine

features, the DCT is applied to the Y  component of the image block. One color-texture 

feature vector for a block u is then expressed as:

fU,t = (ACb ’ ACr ’ A\,2 ’ A2, \ ’ Al,3 ’ A2,2 ’ A3,l ’ Al,4 ’ A2,3 ’ A3,2 ’ A4,l T (4)

Al,2 Al,3 Al,4

A2,l A2,2 A2,3

A3,l A3,2

A4,l

Fig. 2. DCT AC coefficients used as the texture feature.

3.2 Measuring the Change of the Color-Texture Feature Vector

By measuring the change of the color-texture feature vector over time, we are able 

to detect whether a particular block belongs to a background or to a moving object. If 

during a time interval there is no moving object in the block, the color-texture feature 

vectors will be close to each other. Thus the change o f  the feature vectors within the time 

window will be small. In contrast, if  a moving object is passing through this block, the 

feature vectors will alter fast. Hence the change of the feature vectors during the time 

interval will be fairly large. For measuring the change of the color-texture feature vector,

12

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



we compute the covariance matrix of the feature vectors in the same block location 

within a small number of consecutive frames. The eigenvalues of the covariance matrix 

refer to the variance o f the data in the direction of the basis vectors. We use the largest 

eigenvalue as a local change measure. The larger the largest eigenvalue, the more likely 

is the presence of a moving object.

In practice, for each block u , we consider the color-texture feature vectors 

f u,r-s + f u>r + s ,f„>r + s for a symmetric window with size of

2S + \ around the temporal instant r . For these vectors, the covariance matrix RUfT is:

r
^ U , T

2 S + 1 t=T~s
f u , t  fu

(
f u , t  ~ fu

T

\  J \  J
(5)

Then, the covariance matrix Ru>T is decomposed into its eigenvectors (^) 

and eigenvalues hUT{k) (k -  1,2,. ..,ll).

^U,T 'eu,T ” ^U,T ^  (6)

YYl
The largest eigenvalue is the local change measure CM r .

m
^ u,T ~ ^U,T (7)

Finally, we mark each block as part of a moving object or background according 

as whether the change measure is larger than a threshold or not. We assume that the

values of the local change measure T in every video frame obey a Gaussian

2
distribution. We compute the mean mt and variance crr o f all Cu T for u - -1,2,..., L . L

13
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is the total number of sub blocks of every video frame. A block will be labelled as 

moving if

zero, the moving object may be split into two different objects. We apply morphological 

operations on the binary image to restore some missing pixels o f the moving object.

3.3 Connected Component Analysis f241 T351

The pixels belonging to an object are connected. A connected component analysis 

algorithm is used to find connected regions corresponding to the objects in the binary 

images that we obtained at the motion detection stage. We scan the binary image pixel by 

pixel, from left to right and from top to bottom. Let q denote the pixel at any step in the 

scanning process and we only need to consider the neighbors at directions 1,2 ,3  and 4 as 

shown in Fig. 3. To label 8-connected components, we use the following procedure. The 

nature of the scanning sequence ensures that these neighbors have already been processed 

by the time the procedure gets to q . If q is 0, move on to the next scanning position. If 

q is 1 and all four neighbors are 0, assign a new label to q . If only one of the neighbors 

is 1, assign its label to q . If two or more neighbors are 1, assign one o f the labels to

> th\2 (8)
r

(9)

a.T
2

(10)

Where th\ is a threshold. When the value of the pixel inside a moving object is

14

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



q and make a note o f the appropriate equivalences. After completing the scan of the 

image, we sort the equivalence label pairs into equivalence classes, assign a unique label 

to each class, and do a second scan through the image, replacing each label by the label 

assigned to its equivalence class. We use a size filter to remove the connected component 

whose area is below a threshold.

3.4 Removing Cast Shadows and Adaptation to Varying Illumination

A shadow occurs when an object partially or totally occludes direct light from a 

source of illumination. A cast shadow is the area projected by the object in the direction

images of video sequence. In this case, shadows cast by moving objects are often 

detected as a part o f the moving objects because shadows move along with the movement 

of objects. When the detected objects contain shadows, the estimation of objects’ 

locations and analysis o f their shapes may go wrong. For this reason, the problem of 

shadow detection has been increasingly addressed in the last decade [36][37][38]. Two 

properties o f cast shadow are used in our color-texture based motion detection method: a)

2
3 1

4 ►  0

6

Fig. 3. Eight neighbors o f pixel q .

of direct light. Moving cast shadows cause a frame difference between two consecutive

15
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The chrominance o f the cast shadow is identical or slightly shifted when compared with 

background, b) The same regions with or without cast shadows tend to have similar 

texture properties despite the illumination difference. Color information is useful for 

suppressing shadows from detection by separating color information from lightness 

information. The chrominance used in detection is more insensitive to small changes in 

illumination that are due to shadows. Combining color with texture as the feature vector 

and measuring the change of this feature vector for detecting moving objects can 

effectively remove shadows from moving objects.

In outdoor environments, the illumination conditions gradually change. The 

motion detection method should be adaptive to the lighting variations that inevitably 

occur. Texture is a feature that is not easily affected by varying illumination. In addition, 

varying lighting conditions do have effects on the intensity, but not on the two color

information C  ̂ and Cr . Therefore, the color-texture combined motion detection method

is less sensitive to illumination changes.

16
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CHAPTER 4 

MULTIPLE MOVING OBJECTS TRACKING

4.1 Object Representation by Attributed Relational Graph

The success or failure of multiple objects tracking highly depends on how 

distinctive the object model is. Currently, color histograms are widely used to represent 

the detected object. The color histogram is robust against noise and orientation variance, 

but suffers from illumination changes or the presence of the confusing colors in 

background. More important, color histograms have limited discriminative power. The 

color features are represented globally and are not spatially localized. Therefore color 

histograms lose the spatial information about the color distributions. Two images 

producing identical color histograms may have totally different spatial organization of 

colors.

Attributed relational graph (ARG) is an essential data structure for representing 

relational information. It has been widely used in the areas o f pattern recognition and 

computer vision [39][40][41][42][43]. In the thesis, we use the attributed relational graph 

to represent each object for tracking, in which vertices are associated to an object’s sub- 

regions and edges represent spatial relations among the sub-regions. Through ARG, the 

system is capable of exploiting local rather than global information. This enables the 

system for instance to track a person with a red shirt and green pants in presence of a 

person wearing a green shirt and red pants, or vice versa. This would be impossible for 

many other systems that are evaluating global features, e.g. color histograms. Fig. 4 

shows such a case.

17

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Fig. 4. The two different images above have the same color histogram. We can 

distinguish them by using ARG.

To fragment an object into sub-regions, we first use a combined color-texture- 

position feature vector to describe the detected image blocks which belong to the object.

The two color features are the average color components (Acb  ’ AC r) an 8*8 image

block. The one texture feature is the square root of the average summation of the first 

nine squared AC coefficients along the zigzag scanning. The two position features are 

simply the coordinates of the image block. Including position features generally leads to 

smoother sub-regions. After obtaining the feature vectors for all the blocks, we perform 

normalization on the five features to eliminate the effects of different feature ranges. 

Then the k -means algorithm is used to cluster the feature vectors into several classes 

with every class in the feature space corresponding to one spatial sub-region of the 

detected object. The k -means algorithm does not specify the value of k . To compute the 

optimal value of k , we iterate it between a minimum (kmin = 2) and a maximum value 

(&max = 5) until a stop constraint is satisfied. The maximum cluster number of 5 is 

sufficient in our experiments. The method of determining the number of clusters 

automatically may be added into this part in the future [44]. The mean-shift clustering 

procedure as a nonparametric density estimation technique can also be considered [45].
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After the segmentation, we are ready to build the ARG for each detected object. 

An ARG is a graph in which attribute vectors are assigned to vertices and to edges.

Formally, we define an ARG as G = {n ,E,  ju, v  ̂ 5 where iV represents the set of 

vertices of G and E c  N x N  the set o f edges. Two vertices a , b of N  are said to be 

adjacent if {a,b)&E  . Furthermore, j u : N —>Ln assigns an attribute vector to each

vertex of G , while v  : E  -A LE assigns an attribute vector to each edge in G .

The structure of an object can be represented as a collection of sub-regions which 

are related by their relative positions within the object. The sub-regions are represented 

by vertices in a graph, while relations between them are represented by edges. Let us

consider any two vertices a , b in N . The vertex attribute ju{a) is defined as follows:

^ A Ca ’CCr'TAC-Px V  (ID

The five terms correspond to the color component Ccb, color component CCr,

texture TAC, spatial coordinate Px and spatial coordinate P at the centroid location of a

cluster, respectively. Each cluster obtained by k -means algorithm corresponds to a sub- 

region within the object.

The edge attribute v(a ,b), for a , b inE , is defined as the length value of the

edge linking the two vertices a and b .

In practice, the object is represented by a signature, which is composed of two 

parts: the first one is the feature vectors of all sub-regions, which are called vertex 

attributes, and the second one is a representation of the topology of the sub-regions 

within the object. Spatial relationships between sub-regions are characterized by an
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adjacency matrix o f sub-regions with a value of 1 if  both sub-regions have at least one 

pixel in common, otherwise 0. For the pair of adjacent sub-regions, the length value of 

the corresponding edge is stored in a distance matrix.

In our approach, the ARG is extracted automatically; no prior model needs to be 

specified for an object. Thus the ARG can be generalized for modeling any object.

4.2 Attributed Relational Graph Adaptation

The tracking and identification of objects amounts to graph matching. Both input 

and model graphs are automatically extracted from video sequences. Usually, the graphs 

extracted in the first frame act as the model graphs. The appearance and shape of the 

object do not remain the same through the entire video, so the model graphs need to adapt. 

Once a track is created, a model graph of the object is initialized. This model graph is 

adapted every time the same object is tracked into the next frame. The model graph 

structure is altered by 1) adding new vertices and edges to the graph. 2) removing long

term unmatched vertices and edges in the model graph. 3) updating the matched vertices 

and edges by blending in new observations. We realize model graph adaptation by 

associating a probability mask with every vertex and edge in the graph. The probability 

mask records the likelihood of the vertices and edges being observed in the model graph. 

The model graph and probability mask are initialized at the first frame. The probabilities 

of the vertices and edges are initialized tol at the first frame to add relatively great weight 

to the first model graph. On subsequent frames, the model graph and probability mask 

values are updated using the following formulae:
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//(«,*)=

ai^a,t-i)+{\.-a)/ifi) if is matched with//(a)

pM =

/ ia , t - 1)

aP^{a,t-i)+(\-a) 

a P {a ,t-\)

if//(a,/-l) does not have a match

if^ a .t-l) has a match 

if^ o ,t-l) does not have a match

(12)

(13)

Pv{a,b,t) =

aPv{a,b,t-i)+^.-a!j ifv(a,6,t-l) has a match

aPv(a,b,t-1) if  \{a,b,t-i) does not have a match
(14)

Where ju(a) and v{a,b) are the vertex and edge attribute in the model graph,

respectively. ju(a ) is the vertex attribute in the input graph. PM and Pv are the vertex and

edge probability, respectively, a  is an updating factor. We recalculate the edge attribute 

after the vertex attribute is updated. Newly observed vertices and edges are added to the 

model graph with probability initialized to 0.3. A new edge is added to an ARG during 

the adaptation process as shown in Fig. 5.

Fig. 5. Edge addition. The new edge, indicated by the darker line, is added to the model 

ARG.
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4.3 Inexact Graph Matching for Object Tracking and Identification

When graphs are used to represent objects, the problem of objects tracking and 

identification can be seen as a problem of graph matching. The graph does not remain the 

same in different frames due to the nonrigid nature o f the object. In real-world 

environments, objects may also be occluded by other moving objects or trees and 

buildings in the scene. So, the comparison among the input graph and model graph 

cannot be performed by exact graph matching procedures. The notion of inexact graph 

matching enables us to track partially occluded objects and deal with object articulation. 

Two matched graphs do not have to be identical but only similar in terms of vertex 

number, vertex attributes or edge number. Our implementation of the matching algorithm 

is given below:

In the following, a , b refer to vertices in the model graph M  , and a , 

b correspond to vertices in the input graph / .

1) For each vertex a in the input graph, a search is conducted to find the best 

matching vertex a in the model graph, such that the Euclidian distance of the matching 

vertex attributes d(ju(a),/u(a )) is the minimum value. The vertex a in the model graph is

matched with the vertex a in the input graph if this minimum Euclidian distance is lower 

than a threshold. Otherwise, the vertex a in the model graph does not have a match in the 

input graph. The vertex similarity for this pair o f vertices is computed as:

=  < , + ( “ <■>>•"(“ )) (15) 

We have to satisfy two basic constraints during the matching process: a) A vertex 

in the input graph cannot match with two different vertices in the model graph, b) Two
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different vertices in the input graph cannot match with a single vertex in the model graph. 

It is possible that some vertices in the input graph do not have matching vertices in the 

model graph because the two graphs may have different vertex number.

2) After the vertices are matched, total similarity is computed by taking into 

account the topology of the matched graphs. Let the vertices a and b match a and b 

respectively. Then the topology similarity for this pair of vertices is computed as:

S  aba b — 6  (16)

Where vab and v are the length values of the edges ab and a l i .

3) The total similarity for matching the input graph to the model graph is given by

S\(/> = T.P {a^S^1 aa + S E T  (a, b ) s  abab
Nfj. a P N y a b v  ( 17)

Where N M is the maximum value between the total vertex number of the input

graph and the sum of vertex probability in the model graph. N v is the maximum value 

between the total edge number of the input graph and the sum of edge probability in the 

model graph. /? is a scaling parameter which controls the relative importance of the two 

similarity functions. It is possible that edges in the input graph do not have corresponding 

edges in the model graph and vice-versa.

The total similarity is then scaled to reflect the difference in the position of the 

input and model objects:

s { l , M ) =  P * S x ( i , m )  (18)
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1 d < d Q
(19)

e'1 otherwise

Where d  is the Euclidian distance between the centroids of the input and model 

objects. d 0 is a constant. The motivation of adding the position scaling factor p  into the

similarity function is that an object will not move far from its last position. Therefore, the 

centroid presents us with a useful feature for tracking objects. To let this factor work 

properly, we update the model’s position once we get an input object matched to that 

model.

The best candidate match M* satisfies:

s{l,M*) = max S(l, M)  (20)M

When the value of s(l ,M*)  is more than a threshold, we say the input 

graph/object is identified with the model graph/object. Otherwise, we assume a new 

object enters the scene, it will be tracked and labelled, and the corresponding ARG of that 

object is constructed and stored in the model graph/object list.
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CHAPTER 5 

EXPERIMENTAL RESULTS AND DISCUSSION 

Our proposed method is evaluated on both outdoor and indoor image sequences: 

PETS 2001 dataset 2 and PETS 2006 S3-T7-A dataset. Datasets include moving people 

and vehicles. We did experiments in several cases, such as a single object indoors, a 

single object in an outdoor environment, multiple objects indoors, and multiple objects 

outdoors with varied background. The image sizes of the PETS 2001 and PETS 2006 

datasets are 768*576 and 720*576, respectively. The PETS 2001 datasets involve natural 

cluttered and dynamic background (swaying trees). The PETS 2006 dataset involves cast 

shadows.

5.1 Experimental Results of the Motion Detection Algorithm

Fig. 6 shows the result of our motion detection method. Morphological operations 

are used on the binary image to restore some missing pixels of a moving obj ect.
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(b)

(c)

Fig. 6. Motion detection result by the proposed motion detection algorithm, (a) An 

Original image from PETS 2001 dataset 2. (b) Motion detection result, (c) Motion 

detection result after morphological operations.
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5.2 Comparison of the Motion Detection Algorithm with GMM approach

In this section, we compare our motion detection algorithm with the widely used 

background subtraction method: Gaussian mixture model (GMM). The GMM approach 

models each background pixel by a mixture o f K  Gaussian distributions. Different 

Gaussians are assumed to represent different colors. The weight parameters o f the 

mixture represent the time portions that those colors stay in the scene. In this method, a 

pixel in the current frame is compared with every Gaussian in the model until a matching 

Gaussian is found. If a match is found, the mean and variance o f the matched Gaussian is 

updated; otherwise the Gaussian with the least weight is replaced by a new Gaussian with 

mean equal to the current pixel color, an initially high variance and a small weight. All 

the K  Gaussian distributions are ordered by their values o f weight and variance. Higher- 

rank Gaussians have high weights and low variances. The first B Gaussian components 

are declared as background components. Each pixel is classified as a foreground pixel if 

it is more than 2.5 times the standard deviations away from all of the background 

components. The mixture of Gaussian technique faces the problem of slow learning at the 

beginning, especially in busy environments where a clean background is rare. If the first 

value of a given pixel is a foreground object then part o f the background is occluded by 

moving objects. It will take several frames until the genuine background can be 

considered as a background. In addition, GMM can not distinguish between moving 

shadows and moving objects. Fig. 7-12 show some sample motion detection results 

obtained by GMM and our method. In the experiment, a person enters the scene at the 

first frame. Shadows are cast on the floor and move with the person. The GMM method 

has an unsatisfying detection performance because no clean images are available at the
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beginning. An artefact of the initial image lasts for several frames. Cast shadows are 

detected as part of the moving object. Better results can be seen from our algorithm.
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Fig. 7. (a)-(d) Original sample frames from PETS 2006 S3-T7-A dataset.
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(a)

(b)
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(c)

(d)

Fig. 8. (a)-(d) Motion detection results by GMM.
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(a)

(b)
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V
(c)

*
(d)

Fig. 9. (a)-(d) Motion detection results by our Algorithm.
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Fig. 10. An original sample frame from PETS 2006 S3-T7-A dataset.

Fig. 11. Motion detection result by GMM.
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Fig. 12. Motion detection result by our algorithm.

5.3 Experimental Results of the Tracking and Identification Algorithm

Fig. 13 illustrates some ARG examples for various objects, with squares 

representing vertices and lines representing edges. Fig. 14&15 show the evolution of two 

ARG models, indicating the progressive adaptation of the graph model to slow changes in 

appearance. The experimental results of tracking a single object indoors are shown in Fig. 

16&17. Both persons enter the scene alone from the left side and leave from the lower 

side. One person put hands in pockets, and another pulls a luggage. Border Occlusion 

which is one type o f static occlusions is well handled by our tracking algorithm. Fig. 18 

shows the result o f tracking a single car in an outdoor environment. Besides border 

occlusion, the scene involves another static occlusion, a streetlight. The scale of the car 

changes as it approaches the camera. Experimental results demonstrate the robustness of 

the proposed algorithm to partial static occlusion and object change in appearance and 

scale. Fig. 19 shows the result of tracking multiple objects indoors. At first, the man who
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wears blue clothes enters the scene from the lower side. His luggage enters into the view 

gradually. Then the man who wears black clothes enters the scene from the right side. 

They walk to the center of the scene. Finally, two men who merge into a single group 

enter the scene. Fig. 20 shows the result of tracking multiple objects in an outdoor 

environment with varied background. Two persons walk along the street. After a while, 

the third person emerges from behind the tree. In both outdoor and indoor environments, 

out algorithm tracks and identifies the objects correctly in successive video frames.

Fig. 13. The ARG is overlaid on various objects.
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■mini
Fig. 14. The evolution of an ARG model. The upper row shows the ARG extracted from 

every incoming frame. The lower shows the model ARG, which is updated during the 

inexact graph matching process. The probability mask of vertices and edges is shows as 

grey levels, with white being 1. In the sixth column, the vertex 1 in the model graph does 

not have a match in the input graph, so its probability becomes lower, which is indicated 

by the darker square. The vertex 1 in the model graph gets matched in the following two 

images, making the square 1 become lighter again.

Fig. 15. The evolution of another ARG model. In the fifth column, the edge linking 

vertex 4 and 5 appears first in the input graph. It is initialized with the probability of 0.3 

in the model graph. This edge disappears in the following three input images, so its grey 

level in the model graph becomes lower. In contrast, the edge linking vertex 1 and 2
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disappears in the input graph in the fifth column. So, its probability in the model graph 

becomes lower, which is indicated by the darkening line. This edge in the model graph 

gets matched in the following three images, making the line become lighter again.
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Fig. 16. (a)-(e) Tracking a single person indoors.
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Fig. 17. (a)-(e) Tracking a single person with a luggage in an indoor environment.
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(d)
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Fig. 18. (a)-(e) Tracking a single car outdoors.
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(f)

Fig. 19. (a)-(f) Tracking multiples objects indoors.

(a)
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(c)
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(e)

Fig. 20. (a)-(e) Tracking multiple objects outdoors with varied background.
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CHAPTER 6 

CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

In this thesis, we propose a novel approach to efficient detection and tracking of 

multiple moving objects in both real-world outdoor and indoor environments using a 

single static video camera. The algorithm is robust to partial static occlusion, clutter, cast 

shadows, and changes in object scale and appearance. The experimental results prove the 

efficiency of the proposed method.

To detect the moving objects, we compute a combined color-texture feature 

vector for each image block and measure the change of the color-texture feature vector of 

the image block within a certain time interval. Combining color with texture as the 

feature vector and measuring the change of this feature vector for detecting moving 

objects can effectively remove shadows from moving objects. Our motion detection 

algorithm has good detection performance in busy environments where a clean 

background is not available. For tracking and identification of the detected multiple 

moving objects, we represent each object by an attributed relational graph, in which 

vertices are associated to an object’s sub-regions and edges represent spatial relations 

among the sub-regions. Through ARG, the system has more power to distinguish 

different objects than many other systems that use global features, e.g. color histograms. 

Multiple cues are integrated to describe each object’s sub-regions. Inexact graph 

matching enables us to track partially occluded objects and to handle object articulation. 

We incorporate an ARG adaptation scheme into the system to handle the changes in 

object scale and appearance.
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6.2 Future Work

There are several aspects which need to be future explored.

^  If several objects enter the scene together, the proposed motion detection 

algorithm will detect them as a single connected component. One of the 

future works is to segment the single blob into individual objects when an 

object is grouped with others. When people are the objects of tracking, 

recognizing the head top on the foreground boundary is one efficient method 

to locate overlapping persons[30].

The algorithm deals with cast shadows satisfactorily in most cases. However, 

very long shadows may not always be completely removed. More powerful 

shadow removal module should be added into the system to improve the 

current method.

^  The proposed tracking and identification algorithm can efficiently handle 

partial static occlusion, but the performance will degrade when an object is 

totally occluded. Kalman filter or particle filter may be use to predict the state 

of objects in case of complete occlusion. In addition, the system does not 

include a scheme to deal with dynamic occlusions where moving objects 

occlude each other. [21] supplies a solution to the situation where the models 

of each involved object are available before the dynamic occlusion occurs.
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