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C hapter 1

Introduction

1.1 Background on Echo C ancellation

Echoes are delayed or distorted versions of a sound or signal th a t have been reflected 

back to the source [21]. For small round trip  delays, echoes are interpreted as re­

verberations. In conversations, people usually prefer the presence of reverberations 

over an anechoic environment. However, when round trip  delays are longer than  a 

few tens of milliseconds, echoes become distinct and disruptive [14]. The two types 

of echoes considered in telecommunications are network echoes and acoustic echoes.

Network echoes appear in telephone calls over the public switched telephone net­

work (PSTN). The link connecting two users is comprised of a two-wire line tha t 

connects each phone to  its respective local central office and two separate unidirec­

tional lines tha t make a four-wire inter-office link, as shown in Fig. 1.1. The hybrid 

transformer is the device th a t connects the two-wire circuit to the four-wire circuit. 

Ideally, the hybrid would transfer all energy from the incoming signal on the four-wire

1
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User A 
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2-wire circuit

B's speech

Figure 1.1: Network echoes over the PSTN.

circuit to the two-wire circuit. However, due to imperfect impedance matching, some 

of the energy is reflected back to its source on the four-wire circuit as an echo [31]. 

Thus, network echoes arise from hybrid devices. For roundtrip delays less than  100 ms 

duration, echo suppressors were used to suppress network echoes [33]. However, when 

the round-trip delay exceeded 100 ms, as was the case with the incorporation of satel­

lite links, network echo cancellation (NEC) was required.

The echo canceller was first introduced in the 1960’s by Sondhi [30] and concur­

rently by Becker and Rudin [8]. The basic principle of echo cancellation is to eliminate 

the echo from the transmission signal by subtracting a synthesized replica. In order 

to  create the synthetic echo, the unknown time-varying echo path impulse response 

is modelled using an adaptive filter. Typically, an adaptive filter on the order of 

hundreds is needed for NEC [21].

Figure 1.2 shows the system model of echo cancellation. W hen excited by the 

received signal, the adaptive filter outputs a synthetic echo. By subtracting the 

synthetic echo, the genuine echo is effectively removed prior to  transmission. Usually 

during adaptation, the near-end signal is assumed to be simply noise. This is a 

reasonable assumption because a double-talk detector (DTD) is usually implemented 

to pause the adaptive filter’s adaptation, in order to  avoid divergence, when both

2
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Figure 1.2: Echo cancellation system model.

received and near-end signals are present, i.e. during double talk [14].

Recently, NEC has received renewed attention with the introduction of voice over 

Internet protocol (VoIP) [19, 29]. In this application, the packet-switched network 

is connected to the PSTN through a voice gateway. Network echoes are a problem 

for VoIP because, irrespective of whether the call is local or long distance, the round 

trip  delay is always large as a result of the inherent large delay in the packet-switched 

network which includes encoding, jitte r buffer, and network propagation delays.

An adaptive filter can be similarly applied to  eliminate acoustic echoes in acous­

tic echo cancellation (AEC). Acoustic echoes arise in applications such as teleconfer­

encing and hands-free telephony, where there is a loudspeaker-enclosure-microphone 

(LEM) system. An electro-acoustic coupling between the loudspeaker and the micro­

phone results in the microphone picking up signals from the loudspeaker as well as 

signal reflections off surrounding objects and boundaries [9], as illustrated in Fig. 1.3. 

AEC presents a more challenging problem compared to  NEC because acoustic echoes 

are generally longer, requiring an adaptive filter on the order of thousands [14].
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Room boundaries

Speaker

Microphone

Figure 1.3: Acoustic echoes.

1.2 Thesis O bjectives

The normalized least-mean-square (NLMS) algorithm is a commonly used adaptive 

filtering algorithm for echo cancellation [14]. However, a variant of the NLMS algo­

rithm, the delayed normalized least-mean-square (DNLMS) algorithm [3], is of interest 

because it allows pipelining, a useful filter design technique suitable for low-power or 

high-speed applications [22], W ith the DNLMS algorithm as the algorithm of choice, 

this work addresses two issues related to the implementation of an adaptive filter for 

echo cancellation.

The first issue is the requirement of high-order adaptive filters for echo cancella­

tion. Such large filters have high computational requirements, i.e. a large number of 

multiplications, divisions, and additions/subtractions occur within one clock period. 

This translates to large resource demands and high power consumption, thus making 

implementation challenging. The second issue is that, to  this date, there has been 

little work in presenting architectures for DNLMS adaptive filters [23, 26, 27], none 

of which present implementation details.

4
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1. INTRODUCTION

Thus, this work has two objectives.

1. Reducing the computational demand of the DNLMS algorithm through the 

application of computationally-efficient techniques.

2. Presenting the field programmable gate array (FPGA) implementation of a 

pipelined DNLMS adaptive filter.

1.3 Thesis Organization

The remainder of the thesis is organized as follows: Chapter 2 provides a review of 

adaptive filter theory, ending with the introduction of the DNLMS algorithm. Chap­

ter 3 is associated with the first objective of this work: reduction of the amount of com­

putations required by the DNLMS algorithm through application of computationally- 

efficient techniques. Analysis and simulation results are provided for the modified 

DNLMS algorithm. Chapter 4 is associated with the second objective of this work: 

providing details of an FPG A implementation of a pipelined DNLMS adaptive filter. 

The applied design methodology begins with architecture derivation and ends with 

hardware verification. Finally, conclusions and future work are described in Chap­

ter 5.
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C hapter 2 

Review  o f  A daptive  Filtering

2.1 Fundam entals of A daptive Filtering

The adaptive linear combiner (ALC), shown in Fig. 2.1(a), is the fundamental building 

block in most adaptive systems [33], The output, y(n), is a linear combination of 

several inputs a t time index n and is given by

y(n ) =  x T(n)w (n) =  w T(n)x(n) (2.1)

where x(n) =  [xo(n) x \ (n) . . .  xj\r_i(n)]T is the input signal vector comprised of 

sampled data  from N  different sources and w (n) =  [re0(n) w1(n) . . .  w ^ - 1(n)]T is 

the weight vector (also referred to  as the coefficient vector). The output is compared

to the desired response input, d(n), to produce the error signal, e(n). The error is

given by

e(n) =  d{n) — y(n). (2.2)

W hen x(n) consists of the N  sequential samples of the same signal, i.e. x(n) =  

[x(n) x(n  — 1) . . .  x(n — N  +  1)]T, the ALC becomes the adaptive finite-duration

6
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x jn )  Xl(n) . . . xNJ n )

w jn)

A

y(n) d(n)

(a) General form.

x(n) x(n-1) x(n-N+1)

Y(n) d(n)

(b) As an FIR  filter.

Figure 2.1: Adaptive linear combiner.
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2. REVIEW  OF ADAPTIVE FILTERING

impulse response (FIR) filter shown in Fig. 2.1(b). In adaptive filtering, x(n) is 

typically referred to as the regressor.

In order for the output to  progressively approximate the desired response, the 

weights are adjusted in a m anner th a t minimizes a cost function. The mean-square 

error (MSE) is a commonly used cost function given by

MSE =  (

=  E[e\n)}

= E[(d(n) -  y{n)f]

=  E[(d(n) — w T(n )x (n ))2]

=  E[d2(n)} — 2Z?[d(n)wT(n)x(n)] +  F?[wT(n)x (n )xT(n)w (n)]. (2.3)

Assuming th a t the weights are fixed, the MSE cost function is given by

(  = E[d2(n)] — 2wTA[d(n)x(n)] +  w TE [x(n )xT(n)]w. (2.4)

Let R  be defined as the input correlation m atrix given by

R

=  E

E [x(n )xT(n)] 

x 20(n) 

x i(n)x0(n)

x 0(n)xi(n) 

xl(n)

. . .  x0(n)xN^i(n) 

. . .  xi{ri)xN-i{ri)
(2.5)

x N- i  (n)x0(n) x N-i(n)xi(n)  . . .  x ^ ^ n )

and let p  be defined as the cross correlation vector given by

p  =  E[d(n)x(n)] =  E[d(n)x0(n) d(n)xi(n) . . .  d(n)xN-i(n)]T. (2-6)

By substituting R  and p  into (2.4), the MSE cost function can be simplified to

(  = E[d2{n)\ — 2 w Tp  +  w t R w . (2.7)
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2. RE VIE W  OF ADAPTIVE FILTERING

Figure 2.2: Mean-square error surface.

It can be seen from (2.7) th a t the MSE cost function is a quadratic function of the 

weights forming a hyperparaboloid surface. Figure 2.2 illustrates the MSE surface as 

a paraboloid for the case of the weight vector consisting of two weights. The bowl­

shaped surface is concave upwards and has only positive values. The bottom  of the 

surface represents the minimum mean-square error, Cmm> which projects to  optimal 

weight vector, w*. The values of (min and w* can be found through the gradient of 

the MSE cost function.

The gradient of the MSE cost function with respect to the weight vector is given

by

_ d (  d (  d (
d w d w 0 duly 

-2p +  2Rw.

chcjv-

(2 .8)

9
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2. REVIEW  OF ADAPTIVE FILTERING

Equating (2.8) to  zero allows for the optimal weight vector to be solved as

w* =  R  : p. (2.9)

Substitution of w* into (2.7) allows for the minimum mean-square error to  be solved

as

Cm in  = E[d2(n)} -  2w*Tp  +  w *t R w *  

=  E[d2(n)} -  w*Tp- (2 .10)

The solution for the optimal weight vector is known as the Wiener solution.

As discussed in the previous section, the weights of the adaptive filter are adjusted 

to minimize the MSE cost function. The m ethod of steepest-descent is a well-known 

weight adaptation procedure th a t seeks the minimum of the MSE surface. It serves 

as the basis for several adaptive filtering algorithms [10]. The m ethod iteratively 

adds to the each weight a term  proportional to  the instantaneous gradient in order 

to descend the MSE surface. As a result, the weight vector progressively converges 

to the Wiener solution or a near-optimal solution.

The weight update equation of the m ethod of steepest-descent is given by

where fi is the adaptation step-size th a t controls the stability and convergence rate. 

The gradient vector measured at w  =  w (n) is denoted as V (n).

Generally, when the step-size is chosen small, the MSE slowly converges to  a 

steady-state value th a t will be close to  the minimum value. On the other hand, when 

the step-size is chosen large, the MSE quickly converges to a steady-state value tha t

2.2 The M ethod o f S teepest-D escent

w (n  +  1) =  w (n) — /rV(n). ( 2 .11 )

10
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2. REVIEW  OF ADAPTIVE FILTERING

will be larger than  the minimum value. However, having a step-size th a t is too large

The calculation of the gradient vector requires statistical knowledge of the input 

and desired signals. In practice, these quantities are usually unknown. To get around 

this problem, there are m ethods to  estimate the input correlation m atrix R  and corre­

lation vector p [33]. However, several steepest-descent-based algorithms alternatively 

use an estimate of the gradient.

The least-mean-square (LMS) algorithm is the most commonly used weight adapta­

tion procedure in adaptive filtering [10, 33]. It is a steepest-descent-based algorithm 

that estimates the gradient of the MSE, shown in (2.8), with the gradient of the 

squared error given by

Substituting this estimate for the true gradient in (2.11) yields the weight update 

equation for the LMS algorithm, given by

As seen in (2.13), the weight update equation of the LMS algorithm is very simple 

and straightforward; it does not require calculations of the input correlation m atrix 

nor the correlation vector. Another advantage of the LMS algorithm is th a t it has

will result in the weights diverging from the Wiener solution.

2.3 Least-M ean-Square A lgorithm

T

(2 .12)

w ( n + l )  =  w  (n) —/rV(n)

=  w (n) — 2 fie(n)x. (2.13)

11
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2. REVIEW  OF ADAPTIVE FILTERING

guaranteed stable convergence when the step-size is chosen within the range

0 < p < (2-14)
^m a x

where Xmax is the largest eigenvalue of R. Since Xmax cannot exceed the trace of R , 

the selectable range of the step-size can also be expressed as

0 < "  <  s j s j -  < 2 1 5 >

2.4 Norm alized Least-M ean-Square A lgorithm

Several algorithms have been derived from the standard LMS algorithm. One no­

table variant commonly used in echo cancellation is the normalized least-mean-square 

(NLMS) algorithm [12, 14]. Its weight update equation is given by

w (n  +  1) =  w(n) +  p(n)e(n)x(n). (2.16)

The step-size, is time-varying and is given by

= ||x(n)|P +  0  (2'17)

where a  is the convergence param eter, f3 is a small constant preventing division by 

zero, and || • || is the l2 norm operation. The quantity ||x (n ) ||2 will be referred to  

as the regressor energy. By normalizing the convergence param eter by the regressor 

energy, large values of x(n) have a minimal affect on the adaptation. In other words, 

unlike the LMS algorithm, the NLMS algorithm does not suffer from the gradient 

noise amplification problem [15].

The NLMS algorithm has guaranteed stable convergence when the convergence 

param eter is chosen within the range

0 < a  < 2. (2.18)

12
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2. REVIEW  OF ADAPTIVE FILTERING

This range is independent of the input signal statistics, thus making selection of a 

much easier than  selection of ji for the LMS algorithm. The other advantage of the 

NLMS algorithm is tha t it can potentially converge faster than the LMS algorithm

The feedback error of the LMS algorithm limits the speed of adaptation and prohibits 

pipelining. Pipelining is a technique of breaking up the effective critical path  by 

inserting delays, thereby facilitating either low-power or high-speed architectures [22]. 

To allow pipelining, (2.13) can be modified by inserting delays of D samples, resulting 

in the weight update equation for the delayed least-mean-square (DLMS) algorithm 

given by

Since the convergence speed of the DLMS algorithm worsens as D  increases, D  should 

be kept as small as possible [18].

Likewise, delaying the weight adaptation can be extended to the NLMS algo­

rithm  [3]. The weight update equation of the delayed normalized least-mean-square 

(DNLMS) algorithm is given by

[12].

2.5 Delayed W eight A daptation

w (n  +  1) =  w  (n) +  /re(n — D)x(n — D). (2.19)

w (n  +  1) =  w  (n) +  fi(n — D)e(n — D)x(n  — D). (2 .20)

13
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C hapter 3

C om putationally -  efficient  

D N LM S-based Algorithm s

In this chapter, computationally-efficient techniques are applied to  the DNLMS algo­

rithm  in order to reduce power and/or area consumption. NEC and AEC simulations 

are provided to show that applying these techniques introduce marginal performance 

degradation. Please note tha t the m aterial presented in this chapter has been pub­

lished in [17].

3.1 Com putationally-efficient techniques

As seen in (2.1), calculation of the ALC output requires N  multiplications and N  — 1 

additions per iteration. Furthermore, (2.20) indicates th a t the DNLMS weight up­

date requires N  +  1 multiplications and N  additions per iteration. Therefore, the 

number of required multiplications and additions per iteration is proportional to the

14
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3. COMPUTATIONALLY-EFFICIENT DNLMS-BASED ALGORITHMS

adaptive filter order. As mentioned in Chapter 1, high-order adaptive filters are typ­

ically applied in echo cancellation. The related high demand for large amounts of 

computations per iteration translates to high power consumption for the hardware 

implementation. There are several modifications th a t can be made to  an adaptive 

filtering algorithm to reduce power and /o r area consumption. Two general ways con­

sidered here are (1) simplifying computationally-intensive operations of the algorithms 

and (2) reducing the switching activity in the device.

The large number of multipliers is the main reason for the high power consumption. 

Adders are not as large of a concern because they are considerably simpler than 

multipliers. For example, a T b it ripple carry adder requires 20 logic gates while 

a T b it by T b it binary multiplier requires 16 logic gates plus 3 T b it adders [20]. 

Simplifying the multiplications to  less complicated operations, such as additions or 

shifts, would reduce power and area consumption. This can be achieved by using 

power-of-two (POT) quantization [10, 34].

Dynamic power consumption of complementary metal-oxide semiconductor (CMOS) 

circuits is due to the charging and discharging of the capacitive loads occurring each 

time a transistor’s binary representation switches, i.e. 0 —» 1 or 1 —>• 0 transition [32]. 

Thus, the higher the amount of switching activity, the higher the dynamic power 

consumption. Reducing the switching activity would therefore reduce dynamic power 

consumption. The M-Max algorithm [2] and the stop-and-go algorithm (SAG) [1, 24] 

both reduce the switching activity by scheduling less weight updates.

The aforementioned computationally-efficient techniques have been applied to  the 

LMS and NLMS algorithms. The remainder of this section shows the application of 

these techniques to the DNLMS algorithm. Additionally, a new stopping criterion for 

the SAG algorithm is introduced.
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Figure 3.1: Transfer characteristic of PO T quantizer for a =  2, b =  2, and r  =  0. 

3.1.1 Pow er-of-tw o Q uantization

PO T error quantization has been applied to the LMS algorithm in order to simplify 

N  multiplications required for the weight update to shift operations, thereby reducing 

the computational load [10, 34], The quantization is a nonlinear operation tha t results 

in the error da ta  being represented as a binary word with a single “1” bit. This idea 

can be extended to the regressor energy, thereby allowing the division operation in 

(2.17) to  be implemented as a shift operation as well. The PO T quantization is given 

as
sgn{-}2 ° - \  | • |>  2a_1

<?{•} =  < sgn{-}2 F^(HX1, ^ h < | • |<  2a~l (3.1)

sgn{-}r, \ ■ |<  2-b
\

where a > 0 is the number of integer bits excluding the sign bit, 6 >  0 is the number 

of fractional bits, and r  is set to either 0 or 2~b. Figure 3.1 illustrates the transfer 

characteristic of the PO T quantizer for a = 2, b = 2, and r  =  0.

By applying PO T quantization to the error and regressor energy, DNLMS is

16
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3. COMPUTATIONALLY-EFFICIENT DNLMS-BASED ALGORITHMS

modified to the Quantized-Error-Regressor-energy DNLMS (QER-DNLMS) algorithm, 

for which the weight update equation is given by

w(n + 1) = w (n) +  ii(n — D)Q{e(n — D)}x(n — D) (3.2)

where

M n ~ D) = Q{\\x ( n - D W  + p y  ( 3 ' 3 )

Note tha t if a  is chosen to  be a PO T number, then QER-DNLMS weight up­

date equation will consist of N  +  1 shifts plus 2 PO T quantizations in place of N  

multiplications and 1 division per iteration.

3.1 .2  M -M ax A lgorith m

Partial update algorithms update only a portion of the filter weights, effectively re­

ducing the demand of memory resources and computation power when implementing 

adaptive filtering algorithms on digital signal processors (DSPs) [11]. Since the com­

putational cost of adaptive filtering algorithms is proportional to the filter order, 

partial update algorithms are most effective in high-order filter applications such as 

echo cancellation. Partial update algorithms are considered for hardware implemen­

tation because updating only a portion of the weights would decrease the switching 

activity in the device, thereby reducing the dynamic power consumption.

A straightforward selective-partial weight update algorithm is the M-Max algo­

rithm  [2]. The M-Max algorithm, which was originally applied to the NLMS algo­

rithm, only updates the weights corresponding to the M  largest absolute values of 

the regressor, where M  < N.  The M-Max-NLMS algorithm saves N  — M  weight up­

dates per iteration while maintaining close performance to  NLMS. Extending this 

algorithm to DNLMS yields the M-Max-DNLMS algorithm, for which the weight
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update equation is given by

Wi(n+1)

u>i(n) +  — D)e(n — D)x (n  — i — D),  if i corresponds to  one

of the first M  maxima 

o f \ x (n  — i — D)\  (3-4)

Wi (n ), otherwise

where i = 0 — 1. Compared to the DNLMS algorithm, the M-Max-DNLMS 

algorithm has N  — M  less multiplications and additions per iteration. The overhead 

cost of this M-Max algorithm includes implementing a sorting algorithm. If the 

SORTLINE sorting algorithm [25] is used, the amount of additional comparisons per 

iteration would be a t most |_2Zo 2̂^ J  +  2.

3.1 .3  Stop-and-go A lgorith m

A SAG technique was first introduced in [24] to improve the convergence capabilities

of decision-aided blind joint equalization and carrier recovery. The idea behind this

algorithm is to “stop” adaptation or let it “go” based on the error a t the particular 

sampling time under consideration. In [1], the SAG concept was applied to the NLMS 

algorithm in order to reduce the amount of computations. In this SAG algorithm, 

when the magnitude of the error is below a pre-defined threshold, weight adaptation is 

stopped for th a t iteration. The weight update equation for the SAG-NLMS algorithm 

is given by

w (n  +  1) =  w (n) +  /(n)/x(n)e(n)x(n) (3.5)

where

{ 1, I eln) | > k
1 1 jl (3.6)

0, | e(n) |<  k

In (3.6), k is a positive real number and / (n )  is the flag indicating whether or not to 

update the coefficients. In [1], k was determined by observing the statistics of |e(n) |

18
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over a large number of iterations. Here, the SAG-threshold is related to the regressor 

energy.

Consider the weight update correction term  of the NLMS algorithm given by

A w (n) =  w ( n + l ) —w (n)

=  l S R p e ( n ) x ( n )  ( 3 -7)

where, for simplicity, the /? term  has been omitted. The weight update should be 

stopped when the | e(n) | is small so th a t | A w (n) | is significantly small and w ( n + l)  ss 

w (n). To ensure th a t this condition is true for all values in the vector A w (n), let 

the stopping criterion be defined in terms of the largest absolute value of A w (n), 

which is associated with the largest absolute value of x(n). The new SAG-stopping 

criterion is defined as max{| A w (n) |} <  /c, where again k is a positive real number. 

Substituting (3.7) into this condition gives

|e ( n ) |<  j  l|x(n)H2. (3.8)
a m a x { |x (n )  | }

To avoid division, (3.8) can be rewritten as

— m ax{ |x (n )|}  |e (n ) |<  |[x(n)||2 (3.9)
K

where the ratio ^ can be implemented as a single constant. Now, applying the SAG 

algorithm to DNLMS with the new stopping criterion gives SAG-DNLMS, for which 

the weight update equation is given by

w (n  +  1) =  w (n) +  f ( n  — D)/j,(n — D)e(n — D)x(n  — D) (3.10)

where

f 1, ||x (n  —D )||2 <  -  max{| x(n  — D) 1} I e(n — D) I
f ( n - D )  = I K (3.11)

 ̂ 0, ||x (n —D )||2 >  ^ m a x{ \x (n -~ D ) \} \ e (n ~ D ) \

Assuming th a t a  and k are chosen such th a t the ratio ^ is a PO T number, then 

when the weight adaptation is stopped, there is a savings of N  multiplications, N

19
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additions, and 1 shift for the weight update as well as 1 division for the step-size

tions of f ( n —D), which requires one comparison and two multiplications per iteration. 

However, if the constants a  and k  are power-of-two numbers, then one of the mul­

tiplications can be replaced with a shift operation. Another overhead cost is the 

implementation of a max selection algorithm. A fast algorithm for m axim um /m in­

imum calculation across a sliding data  window has been proposed in [13] and was 

labeled the MAXLIST algorithm. This algorithm requires three comparisons and 

0 ( l o g N ) memory locations on average for independent and identically distributed 

(i.i.d.) input signals. However, if the SAG algorithm is to be used with the M-Max 

algorithm, then the sorting algorithm can also serve to  find the maximum values of 

the regressor.

3.1 .4  P rop osed  A lgorith m

The proposed algorithm is the DNLMS modified with all the techniques previously

mentioned in this section. Its coefficient update equation is given by 
/

Wi{n) +  f ( n  — D)n(n — D)Q{e{n — D )}x (n —i — D), if i corresponds

calculation for th a t iteration. One overhead cost of the SAG algorithm is the calcula-

to  one of the first

M  maxima of
W i ( n + 1 )  =  <

x(n — i — D) |

W i ( r i ) otherwise
(3.12)

where f ( n  — D) is given by

1, |x ( n - D ) | |2 <  ^ m a x { |x ( n -D )  |} \Q{e(n~D)}\

(3.13)

0, | |x ( n - D ) | |2 >  ^ max{| x (n  —D) |} \Q {e (n -D )} \

20
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and fi(n — D) is th a t in equation (3.3).

Assuming th a t a  and k are PO T numbers, the combined techniques have the 

effect of: (1) simplifying N  multiplications and 1 division to N  + 1 shifts and 2 PO T 

quantizations; (2) saving N  — M  shifts and additions per “GO” iteration; and (3) 

saving M  + 2 shifts and M  additions per “STO P” iteration.

Table 3.1 summarizes the to tal number of multiplications, divisions, additions, 

shifts, and comparisons th a t execute over m  input samples for adaptive filtering 

when the DNLMS algorithm and its variants previously introduced are used. The 

amount of computations was derived under the following assumptions: a  is a PO T 

number for all algorithms, resulting in at least one shift operation in the coefficient 

update calculation; the ratio ^ is implemented as a single constant equal to a PO T 

number; the regressor energy is calculated recursively as ||x (n ) ||2 =  ||x (n  — 1)||2 +  

x 2(n) — x2{n — N),  requiring 2 multiplications and 2 additions per iteration; and the 

SAG algorithms have only g out of m  samples in the “GO” mode. It can be seen th a t 

an adaptive filter using the proposed algorithm has N  less multiplications and 1 less 

division per iteration compared to the DNLMS algorithm at the cost of additional 

shifts and comparisons. The number of reduced additions is dependent on the choice 

of M  and how often the proposed algorithm is in “STO P” mode.

3.2 Sim ulation R esults

In this section, two simulation examples are presented to  compare the performance 

of all algorithms discussed previous section. See Appendix A for the M atlab source 

code.
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Table 3.1: Number of Operations Executed over m  input samples

Algorithm Multiplications Divisions Additions Shifts Comparisons

DNLMS m (2N  +  2) m m{2N  3) m 0

QER-DNLMS m ( N  +  2) 0 m{2N  +  3) m (N  +  2) 0

M-Max-DNLMS m ( M  +  N  +  2) m m (M  +  N  + 3) m m(2\log2N J +  2)

SAG-DNLMS g N  -F m (N  +  3) 9 gN  +  m (N  + 3) g + m 4m

Proposed algorithm m ( N  +  2) 0 gM  +  m ( N  + 3) g(M  -f- 2) -)- 2tyi m(2\log2N J +  3)

toto
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3. COMPUTATIONALLY-EFFICIENT DNLMS-BASED ALGORITHMS

3.2.1 N etw ork Echo C ancellation  w ith  W h ite  G aussian In pu t

In this set of simulations, the performance of each algorithm mentioned in the previous 

sections is investigated under varying param eters for NEC. Simulations are carried out 

using an echo path  impulse response model from the International Telecommunication 

Union (ITU) G.168 Recommendation [16], shown in Fig. 3.2(a). The input is white 

Gaussian noise (WGN) with signal-to-noise ratio (SNR) of 30 dB. The echo return 

loss (ERL), which is the ratio of the input signal power to  the echo signal power, 

is 6 dB. The filter length is chosen to equal the channel length, i.e. IV =  96. All 

simulations have param eters a  =  0.5, (3 =  0.008, and D  =  32. The MSE is calculated 

as the average instantaneous squared error over 200 trials.

The first simulation results show how DNLMS is affected by PO T quantization. 

Quantized-Error DNLMS (QE-DNLMS) has PO T quantization of the delayed error 

e(n — D) to an 8-bit word (a = l ,b = 6). Quantized-Regressor-energy DNLMS (QR- 

DNLMS) has PO T quantization of the delayed regressor energy ||x(n—D )||2 to an 8-bit 

word (a =  7, b = 0). As mentioned in the previous section, QER-DNLMS has PO T 

quantization of both the delayed error and regressor energy to the same wordlengths 

used for QE-DNLMS and QR-DNLMS respectively. For QE-DNLMS, r  =  0 and for 

QR-DNLMS, r  — 2~b because both achieved better performances for those choices 

of r .  Figure 3.3 shows tha t, compared to DNLMS, QE-DNLMS converges slower 

but achieves a lower steady-state MSE, QR-DNLMS converges slower and achieves a 

higher steady-state MSE, and QER-DNLMS achieves similar performance.

The next simulation shows the affects of using different values of M  for M-Max- 

DNLMS. Note th a t for M  = N  the M-Max-DNLMS is reduced to DNLMS. Figure 3.4 

shows that as M  decreases, the MSE convergence time decreases.

Next, simulations to investigate how varying k affects the MSE learning curve 

of SAG-DNLMS are carried out. Note th a t k =  0 represents DNLMS. It is shown 

in Fig. 3.5 th a t as k increases, convergence time increases. Table 3.2 shows how

23
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(a) A hybrid echo path  from ITU G.168.
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a.
E<
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Samples

200 250 300

(b) An acoustic echo path  of the inside of a car. 

Figure 3.2: Echo path  impulse responses.
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Figure 3.3: MSE curves of DNLMS under different quantization algorithms.

often, on average over 200 trials, the SAG-DNLMS coefficients were updated before 

and after convergence. This table also includes results for the proposed algorithm, 

which will be discussed later. For SAG-DNLMS, it can be seen th a t as k increases, 

the percentage of samples in the “GO” mode decreases drastically, especially after 

convergence.

Finally, the performance of the proposed algorithm is compared to  th a t of the

Table 3.2: Impact of SAG algorithm under WGN input

Algorithm K
Percent Samples in “GO” mode

Before Convergence After Convergence

SAG-DNLMS 0.0005 63.24 35.32

SAG-DNLMS 0.0010 31.64 6.75

SAG-DNLMS 0.0015 21.16 1.41

Proposed 2- n 44.97 14.13
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Figure 3.4: MSE curves of M-Max-DNLMS for different M ’s.
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Figure 3.5: MSE curves of SAG-DNLMS for different k ’ s .
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Figure 3.6: MSE curves of NLMS and Proposed algorithm.

standard NLMS algorithm. The param eter chosen include D = 32, M  = 32, k — 2_ u , 

quantization of e(n — D ) to an 8-bit word (a =  1, b =  6, r  =  0), and quantization of 

\\x(n — D)\\2 to  an 8-bit word (a = 7, b =  0, r  =  2~b). From Fig. 3.6, it can be seen 

th a t the proposed algorithm has m oderate performance degradation when compared 

to  NLMS. From Table 3.2, it can be seen th a t the proposed algorithm experiences 

significant reductions in computations due to  its SAG-related portion alone.

3 .2 .2  N etw ork  and A cou stic  E cho C ancellation  w ith  C om ­

p osite  Source Signal In pu t

In this simulation example, NLMS and the proposed algorithm are simulated for 

both NEC and AEC applications. The input used in this simulation is the composite 

source signal (CSS) from ITU G.168. The CSS has been downsampled to 8 kHz. It 

is approximately 350 ms long and consists of a 48.62 ms duration voice signal, a 200 

ms duration pseudo-noise signal, and a 101.38 ms duration pause. This sequence is

27
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Table 3.3: Im pact o : SAG on Proposed algorithm under CSS input

Percent Samples in “GO” mode

Voice Pseudo Noise Pause

NEC 32.13 42.23 2.42

AEC 34.33 50.54 6.28

repeated as many times as needed, with an inversion at each repetition, to  create a 

longer signal.

For NEC, the echo path  shown in Fig. 3.2(a) is once again used. For AEC, the 

echo path  impulse response model of the inside of a car, shown in Fig. 3.2(b), is used. 

The SNR is 30 dB. The filter lengths are given as N  = 96 for NEC and N  = 300 for 

AEC. Algorithmic param eters for NLMS and the proposed algorithm in both NEC 

and AEC simulations include a — 0.125 and fi =  0.008. Additionally, the proposed 

algorithm has the following parameters: M  = 32 for NEC and M  — 128 for AEC; 

k  = 2~13 for NEC and k  = 2 ~ 14 for AEC; and all remaining param eters are the same 

as the ones used in the first simulation example.

For this simulation example, echo return  loss enhancement (ERLE), a typical 

measure of echo canceller performance, is calculated and plotted. ERLE is defined as

E R L E  =  10 log10 — ^ P ^ L — dB.  (3.14)
E[(d(n) -  y{n))2\

and can be described as the ratio of the power of the echo versus the power of the 

residual echo.

Figure 3.7 shows the residual echo and corresponding ERLE of NLMS and the 

proposed algorithm for NEC simulation. The echo is included with the residual echoes 

and labelled as the case when there is no echo cancellation. The results show th a t the 

echo is effecitively cancelled after the first CSS sequence for both algorithms. Also, 

the proposed algorithm achieves similar ERLE performance to  NLMS.
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Figure 3.7: Residual echo and ERLE of NLMS and proposed algorithm for NEC simulation.
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