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Abstract

Sulfur plays a diverse array of important roles in biochemical systems. This is due to its ability to possess a range of oxidation states, engage in a variety of bonding environments (e.g., thiols, disulfide bonds, hypervalent species), and reversibly participate in redox chemistry. In this thesis we have examined two biochemically important system that involve sulfur and exploit its rich chemistry.

In Chapter 3 we examine the hypobromous acid mediated formation of the ancient but critical inter-protein sulfilimine (S=N) crosslink of Collagen IV. Previously it was proposed to form either via a halosulfonium or haloamine intermediate, with the pathway via the former being preferred. Using a density functional theory-chemical cluster (QM-cluster) approach we show that formation of a haloamine intermediate is thermodynamically favoured, with it lying much lower in energy than the proposed halsulfonium intermediate. However, its barrier to formation is higher than for the halosulfonium intermediate. Hence, formation of the sulfilimine bond via the latter is kinetically favoured.

In chapter 4, we examine possible mechanisms by which the iron-dependent enzyme thiazole synthase forms a life-essential thiazole ring-containing metabolite. In particular, comparison of available experimental crystal structures with QM-cluster and QM/MM optimized enzyme-substrate structures shows that the substrate is unlikely to be a glycyl-imine. Rather, it is more likely a -C(CH₃)=N-containing species. Furthermore, water density analysis of the substrate-bound active site suggests that it may be the conduit for mechanistically required protons to enter the active site. In addition, our results suggest that the loss of the iron ion from the active site may occur earlier in the mechanism than proposed, before formation of the proposed thione intermediate. These results provide new insights into these important bonds and species and lay the ground work for further computational and experimental studies.
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CHAPTER 1:

Introduction
1.1 Biomolecules

Biomolecules is often used as an all-encompassing term for the molecules found in or synthesized in cells. However, it is common to divide biomolecules into four main categories based on their predominant component(s): (i) amino acids and proteins, (ii) carbohydrates, (iii) nucleic acids, and (iv) lipids (Figure 1).¹ Each biomolecule category differs in their structure and physical properties; however, all are important for cell and organism functions.¹ Further functionalization is often achieved through incorporation of other atoms or ions such as metal ions (e.g. heme groups), or conjugating biomolecules together, even from different categories (e.g. glycoproteins).²⁻⁴

![Chemical structures of glucose, adenine, glycerol, and cysteine](image)

Figure 1.1. Illustration of example monomers or components of each of the four main categories of biomolecules: carbohydrates, nucleic acids, lipids, and proteins.
1.2 Amino Acids and Proteins:

Of the four major categories above, amino acids and proteins are arguably one of the most studied. Amino acids are, in their own right, important metabolites in many physiological processes. This is highlighted by, for example, that high levels of proline in the blood can result in hyperprolinemia; a physiological disorder that can result in seizures or neurological disorders.\(^5\)-\(^6\)

Meanwhile, proteins are polymers built from their constituent monomeric amino acids.\(^7\)-\(^8\) Importantly, they are central to many key physiological processes and in fact are often referred to as the workhorses of cells.\(^9\) For example, they are critical for maintaining both cellular and organism structure.\(^10\)-\(^12\) Furthermore, many proteins function as transporters that carry, for instance, essential molecules to their site of need. For example, hemoglobin is a protein that is responsible in mammals for transporting \(\text{O}_2\) from the lungs to the tissues, and also transports \(\text{CO}_2\) from the tissues to the lungs.\(^13\) Other proteins are involved in storage such as myoglobin which stores \(\text{O}_2\) in tissues, while others act as receptors that bind their targeted signaling molecules and/or modify their shapes based on messages received from inside or outside the cell.\(^14\)

As noted above proteins are polymers formed from the condensing of their constituent monomer amino acids together via amide bonds.\(^7\) There are 22 encoded proteinogenic amino acids, with most organisms having 20 amino acids encoded within their genetic codes (Figure 2).\(^15\)
Figure 1.2. Examples of some amino acids in proteins.

All of these amino acids only contain Carbon, Nitrogen, Oxygen and Hydrogen except Cysteine and Methionine which also contain a sulfur. The sequence of amino acids is also known as the protein's primary structure.\textsuperscript{15} Importantly, it dictates the protein's secondary (e.g. $\alpha$-helices and $\beta$-sheets) and tertiary structures.\textsuperscript{16} Thus, every protein has its own unique sequence and misfolding of a protein can have significant health consequences (e.g. prion proteins).\textsuperscript{17} It is due in part to this huge variety of possible structures that enables proteins to take on their numerous and diverse roles. Furthermore, many proteins expand their possible functionality through post-translational modification (e.g. phosphorylation) or by incorporating cofactors and coenzymes such as heme groups and metal ions as detailed below (Figure 3).\textsuperscript{18-20}
Flavin adenine dinucleotide  Nicotinamide adenine dinucleotide  Selenocysteine

**Figure 1.3.** Schematic illustration of two common enzyme cofactors, Flavin adenine dinucleotide (FAD) and Nicotinamide adenine dinucleotide (NAD), and the non-standard amino acid selenocysteine (Sec).

This enables proteins to also expand their functional roles. Two of the main physiological roles of proteins are as catalysts or structural components of cells and organisms.

1.3 Structural Proteins:

As noted above, many proteins have a structural role inside a cell or, alternatively external to a cell.\(^\text{10, 12}\) For example, all cells contain a cytoskeleton that functions to at least in part to maintain cell shape and control placement of organelles.\(^\text{21}\) In eukaryotic cells the cytoskeleton is composed of three different proteins. In particular, actin is a common structural globular protein in all eukaryotic cells that is also able to self-associate into polymeric filaments.\(^\text{22}\) In one or both of these forms it is important for muscle contraction, where it interacts with another protein (myosin) that "walks" along the actin filaments.\(^\text{1, 23-24}\) Within, for example,
organisms, many proteins are found in the extracellular matrix where they help to bestow structure and strength to organs and the organism. The commonest structural protein in the connective tissues of animals is the collagen, a fibrous triple-helix protein. Meanwhile, many bacteria produce biofilms which is generally a conglomeration composed of nucleic acids, carbohydrates, and proteins. Notably, such biofilms also help to protect the bacterial cells embedded within them and thus can render pathological bacteria more resistant to antibiotic treatment. Meanwhile, in higher organisms such as humans, tissues are often use an extracellular matrix that is critical to correct maintenance of their structure and function. Essential to the proper role of such an extracellular matrix are proteins such as Collagen IV (see Chapter 3).

1.4 Catalytic Proteins: Enzymes

Enzymes play crucial roles in the biochemistry of all organisms. In particular, they ensure that many of the essential reactions in cells and organisms occur at life-sustaining rates. In broad terms, they achieve their remarkable rate-enhancing abilities through lowering the barrier(s) of a reaction or by catalyzing lower-energy alternative pathways (Figure 4).

More specifically, however, the fundamental chemical principles that lie at the origin of the catalytic power of enzymes has been at times attributed to numerous sources including, for example, transition structure stabilization, reactant destabilization, desolation, electrostatic and active site pre-organization. As a result, enzyme catalyzed reactions often proceed thousands of times faster than without an enzyme.
Figure 1.4. Illustration of the effect of enzymes on the reaction energy where the blue line represents the catalyzed reaction and the green line represents the uncatalyzed reaction.

Enzymes are often classified and named based on the type of reaction they catalyze. For example, proteases or peptidases hydrolytically cleave peptide bonds. There are many classes of proteases that exist in different species, which in fact accomplish the exact reaction. Meanwhile, other enzymes known as transferases catalyze the transfer of a group from one substrate component to another. Enzymes may also be named based on the type of cofactor or co-enzyme that they may require in order to achieve their catalytic function. A common group of enzymes are those that require a metal ion for catalysis; they are referred to as metalloenzymes.

1.5 Metalloenzymes.

Metal-containing proteins, metalloproteins, have diverse functions in biological systems from transport, storage to transduction proteins. Indeed, it has been
estimated that half of all proteins fall within this category. This diversity of roles is often due to the chemical abilities of the metal ion(s) they contain. For instance, metals can participate in electron transfer processes, ligand binding, or perhaps more passively as structural components. Ordinarily, the metal ion(s) coordinate to the protein via an oxygen, nitrogen or sulfur within an amino acid residue of the protein's polypeptide chain.

Metalloenzymes are those enzymes that contain a metal ion that is essential to their catalytic function. While many metal ions are found in enzymes, including Copper and Zinc, one of the commonest types of metalloenzymes are those in which an iron is involved. It has the ability to bind to more than one ligand due to its unoccupied d orbitals. Its oxidation states range from +2 to +6 and, depending on the ligand that iron binds to, its electronic spin states and the biological redox potentials can vary markedly. For example, the heme-containing P450 enzymes, which are central to numerous physiological and metabolic processes including nitric oxide (NO) production, involve an iron that's oxidation state varies from +2 to +4 over the course of their catalytic mechanism. While in some of iron-containing enzymes the metal ion may be redox active, in others it is redox passive. For example, formation of Thiamin diphosphate, a metabolite found in all living cells, requires a non-heme iron containing enzyme protein.

1.6 Computational enzymology:
There are numerous experimental techniques available for the study of enzymes including X-ray crystallography, mutagenesis, and kinetic measurements. Computational chemistry is an alternative approach in which computers are used to model the properties and reactions of chemical species. With the development
of new computational methods and ever more-powerful computers, it can now be applied to massive chemical molecules or complexes. The application of such methods to the study of enzymes is known as computational enzymology.\textsuperscript{39} The latter is now well-established as an important tool for the study of enzymes as it can be applied as readily to elucidating highly-reactive or transient species (e.g., reaction transition structures) as stable, long-lived species.\textsuperscript{28} Furthermore, using a multi-scale computational enzymology approach one can, for instance, study the dynamic nature of an entire enzyme-ligand complex, or the mechanistic impact of mutation of a single enzyme active site atom. Importantly, this can now be done with such accuracy and reliability that it can be used to either complement or guide experimental studies.\textsuperscript{28}
Chapter 1: Introduction.
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CHAPTER 2:

Computational Approaches
2.1 Introduction:
Modern computational chemistry is the use of computers to model the properties and reactions of molecular species and systems. More specifically, it is the use of computers to apply the mathematical equations and theorems of quantum chemistry; which is itself the application of quantum mechanics to chemical problems.¹

A major impetus for the development of computational methods has been the need for investigating the properties and mechanisms of systems that be challenging to traditional experimental means or beyond their limits.² For example, many of the species that occur within organic tissues, such as reactive sulfur species, cannot be tested or are difficult to be measured experimentally.³ To be able to address such challenges, over time researchers have explored and developed a range of new computational methods that can be used on every larger chemical system. In addition, many of these methods can now be used alongside experiments and in many cases, can guide experiments and set benchmark values.²

Indeed, a variety of methods is now available that can be used for systems of differing complexities and sizes, and as such can be applied to the widest breadth of chemistry. For example, it has enabled researchers to design new therapeutic drugs and advanced materials, as well as investigate and elucidate the mysteries of processes inside organisms, in some cases without the need for experiment.⁴ One particular area in which computational chemistry has had tremendous impact is enzymology; this application is commonly referred to as computational enzymology.⁴-⁵-⁶ In such systems, its strengths come to the fore in that it can almost as readily and accurately applied to reactive and transient species such as transitions structures as it can to long lived stable species such as products.⁵-⁶
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Computational enzymology methods range from quite approximate to highly accurate.\textsuperscript{1-7} Ab initio methods, for example, are based on quantum mechanics and only use the fundamental physical constants in their solution.\textsuperscript{7} In contrast, other methods use empirical parameters to, for example, simplify the equations or integrals that need to be solved.\textsuperscript{1} Such methods are commonly referred to as semi-empirical.\textsuperscript{1}

In this thesis, computational chemistry has been used to study biomolecular and enzymatic problems. Many of these methods and approaches used have been reviewed in numerous excellent reviews and books.\textsuperscript{1-7-8} Hence, only a brief overview of some of the key features pertinent of thesis are discussed herein.

2.2 The Foundational Equation of Quantum Chemistry:

At the heart of quantum chemistry lies the time-independent Schrödinger Equation can be deceptively simply written as in \textbf{Equation 2.1}.\textsuperscript{1-7}

\[
\hat{H}\psi = E\psi \tag{2.1}
\]

where $\hat{H}$ is the Hamiltonian Operator that acts on the wave function $\psi$ that completely describes the chemical system of interest, to give the energy $E$ of that system multiplied by $\psi$.

The wave function is itself a function of both the nuclear coordinates of each of the nuclei in the system and the Cartesian coordinates and the spin of each electron in the system.\textsuperscript{1-7} In fact, determining the exact solution of the wave function is only possible for a single electron system.\textsuperscript{1,7} Similarly, for many systems the
Hamiltonian is unknown or too complicated to be solved for exactly.\textsuperscript{7} Hence, there is a need to use approximate methods to obtain useful chemical insights. Each of these methods uses different approximations or concepts in order to obtain approximate solutions to the above \textbf{Equation 2.1}. As a result, each method has its strengths but also its limitations.

\section*{2.3 Molecular Mechanics (MM):}

One common approach is to treat atoms or groups of atoms using classical mechanics. The resulting type of methods are referred to as molecular mechanics (MM), or MM force fields.

This approach, is amongst the simplest computational methods available.\textsuperscript{9} For instance, they treat an atom, composed of its nucleus and electrons, as a sphere with a certain set of properties (e.g. charge). Structural parameters are also treated classically. For example, bonds are modelled as springs between two hard spheres. As a result, however, MM methods can not calculate electronic properties and processes. Therefore, electronic spectra and bond breaking and making formation can not be modelled. Rather, MM force fields can and have been used extensively to model the conformations and dynamic (see Molecular Dynamics) nature of, for example, proteins and nucleic acids.\textsuperscript{10} In addition, due to their low computational costs they can be applied to considerably larger systems. That is, MM methods are capable of giving insights into the non-covalent interactions between molecules in small systems as well as in proteins with thousands of atoms.

There are many different force fields that have been developed and used over the last several years. Of the variety of force fields available, CHARM,
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AMBER and MMFF94 have perhaps been amongst the most extensively used for proteins.\textsuperscript{11-12} For each, the total energy of the system is generally considered as being composed of contributions as outlined in Equation 2.2.

\[
U_{\text{total}} = U_{\text{bond}} + U_{\text{angle}} + U_{\text{dihedral}} + U_{\text{van der waals}} + U_{\text{coulomb}} \tag{2.2}
\]

where the terms describe the contributions from, in turn, bond stretching, bending, dihedral bonds, and Van der Waal’s and electrostatic interactions.\textsuperscript{11}

In this thesis the most common forcefield used is Amber96 for which the total energy can be written as in Equation 2.3.\textsuperscript{13}

\[
E_{\text{total}} = \sum_{\text{bond}} k_r (r - r_{eq}) + \sum_{\text{angles}} k_\theta (r - r_\theta) +
\sum_{\text{dihedrals}} \frac{V_n}{2} [1 + \cos(n\phi - \gamma)] + \sum_{\langle i,j \rangle} \left[ \frac{A_{ij}}{R_{ij}^6} - \frac{B_{ij}}{R_{ij}^{12}} + \frac{q_i q_j}{\varepsilon R_{ij}} \right] \tag{2.3}
\]

where the first two-terms use harmonic potentials for bond stretching and bending respectively, the third term is the dihedral potential, and the last term is the Van der Waals (described by what is commonly simply referred to as a 12-6 potential) and a Coulombic electrostatic component respectively.\textsuperscript{11-13}

2.4 Molecular Dynamic (MD) Simulations:
For some systems one may want to examine or take into account the dynamic behaviour that can occur in biochemical systems. Molecular dynamics (MD) simulations are an effective tool for studying or modelling such behaviours.
including conformational interconversions, interactions between molecules, and ligand or therapeutic drug binding.\textsuperscript{14}

These methods are based upon solving Newton’s equations of motion.\textsuperscript{15} Since the first MD simulations in \textasciitilde 1977, which were on small proteins and less than 10 ps in duration, there have been numerous advances that have greatly expanded their utility, and importantly, accuracy.\textsuperscript{16-17} Indeed, it is now possible to perform MD simulations on massively large multi-protein complexes, or membrane fragments with their associated proteins.\textsuperscript{10} Furthermore, simulations on such complexes can be run for 100's of ns in duration and can be analyzed to monitor a single distance or those of a large ensemble (e.g. active site groups) or an entire complex over time.\textsuperscript{18} Nowadays, in computational enzymology, it is an important technique that enables researchers to confidently determine the most likely stable confirmation(s) of a system which can then be used, if required, in further studies (e.g. QM-cluster or QM/MM studies; see below).

In general, prior to beginning the MD simulation, an appropriate X-Ray crystal structure (e.g. high resolution; as complete as possible) is chosen of the protein. In some cases, the structure is then modified by mutating residues, or replacing missing atoms (e.g. hydrogens), or by binding a desired ligand. The entire complex is then solvated (e.g. by water if we wish to mimic the environment inside a cell). The entire solvated complex is then energy minimized. The resulting structure is then used as the starting structure for the subsequent MD simulation.

In an MD simulation, as noted above, Newton's equations of motion and other required information is used to calculate the structure of the complex as it varies over a period of time.\textsuperscript{16-17} Hence, one must select a time-step (e.g. 2 fs) and a series of structures are generated at each step for the duration of the simulation.
As this is potentially a computationally expensive process an MM forcefield is typically used to describe the complex. An added advantage of MD simulations is that one can vary the temperature and thus one can allow for thermal affects such as conformational variation at room or body temperature (e.g. 298 K).

In this thesis the MD programs NAMD and AMBER have been used, with the chosen forcefield being Amber12 in order to obtain thermally equilibrated solvated structures.\textsuperscript{13}

### 2.5 Quantum Mechanics (QM) Methods:

In Quantum Mechanical methods one takes a different approach to solving the Schrödinger Equation (\textbf{Equation 2.1}); namely, we attempt to solve it using only the fundamental physical constants and invoking only a few rigorous mathematical approximations.\textsuperscript{1-7} It should be noted that for this thesis both wave function-based methods and density functional theory (DFT) methods are considered as QM methods.

The field-free molecular Hamiltonian operator in \textbf{Equation 2.1} is more fully represented in \textbf{Equation 2.4}:

\[
\hat{H} = -\frac{\hbar^2}{2m_e} \sum_{\text{electrons}} \nabla_i^2 - \frac{\hbar^2}{2m_N} \sum_{\text{nuclei}} \nabla_N^2 + \sum_{i>j} \frac{1}{r_{ij}} + \sum_{A>B} \frac{z_A z_B}{r_{AB}} - \sum_{i,A} \frac{z_A}{r_{iA}} \tag{2.4}
\]

where the terms in order of occurrence are the:

- kinetic energy of the electrons,
- kinetic energy of the nuclei,
- electron-electron interactions,
- nuclei-nuclei interactions,
nuclei-electron interactions.

That is, the Hamiltonian, and similarly wave functions, depend on both the electron and nuclear components. This Hamiltonian and wave function is too complicated to be solved. However, by recognizing the fact that in chemistry we are generally interested in electronic properties we can simplify the problem by invoking the Born-Oppenheimer (BO) Approximation.

The BO Approximation can be simply worded that as the nuclei are so much heavier than the electrons and thus move so much more slowly, that to a first-order approximation, from the perspective of the electrons the nuclei are stationary. This leads to the following simplified equation and the electronic Hamiltonian ($\hat{H}_e$) in Equation 2.5:

$$\hat{H} = \hat{H}_e + V_{NN} = \frac{-\hbar^2}{2m_e} \sum_{\text{electrons}} (l) \nabla_i^2 + \sum_{i>j} \frac{1}{r_{ij}} - \sum_{l,A} \frac{Z_A}{r_{lA}}$$

(2.5)

where $V_{NN}$ is now a constant. This approximation also impacts the wave function by essentially making it now only dependent on the electronic coordinates.

In wave function based methods (e.g. MP2) we also invoke the Molecular Orbital Approximation which can be stated as 'the motion of the electrons are assumed to be independent of each other'. This means that we can also write the wave function as a product of 1-electron orbitals.

In DFT methods we instead invoke the Hohenberg-Kohn and Kohn-Sham Theorems which collectively state that from the density of a system we can obtain all physical properties and the wave function, and that the density of an n-electron
system can be divided into 1-electron density packets.¹

For biochemical systems DFT methods such as B3LYP and M062X, have become the methods of choice due to their cheaper computational cost yet often similar reliability and accuracy compared to wave function based methods.¹⁹ In practical terms while wave function based methods may be applied to systems of up to 20-30 atoms, DFT can be applied to systems of up to 200 atoms.²⁰

For both wave function and DFT methods one must also choose a basis set, a set of basis functions. These are used to construct and/or describe the wave function or density. In theory, the larger the basis set, the more complete it is, and hence the more accurate the result. Common examples of basis sets used in this thesis include 6-31G(d) and 6-311+G(2df,p).

For enzymes and biochemical systems, however, we often need to use a chemical model that is composed of thousands of atoms. Consequently, we must use methods that combine two or more methods in some manner so as to be able to study such systems.

2.6 Quantum Mechanics/Molecular Mechanics (QM/MM):
The 2013 Nobel Prize in Chemistry was given to Arieh Warshel, Michael Levitt and Martin Karplus for their work in the development of hybrid Quantum Mechanics/Molecular Mechanics (QM/MM) methods which Warshel and Levitt had first proposed in 1979.²¹-²²-²³ Later, in 1995 Maseras et al. introduced what is known as Integrated Molecular Orbital + Molecular Mechanics (IMOMM) which considered to be an alternative to QM/MM hybrid method.²³

The common feature of these methods, however, is that a chemical system is divided into several layers (e.g., like an onion), each of which can be treated using
a different computational method. As a result, one can now computationally study systems of thousands of atoms. Notably, this approach takes advantage of the fact that a given method such as MM can reliably and accurately model long-range effects or steric of, for instance, the environment surrounding an enzyme active site, while QM methods can describe bond making and breaking processes that occur within the active site. In general one could think of a QM/MM energy as being written as in Equation 2.6:

\[
E_{\text{QM/MM}} = E_{\text{QM(Model)}} + E_{\text{MM(Environment)}} + E_{\text{QM-MM}}
\]  

(2.6)

where the energy of the whole system \(E_{\text{QM/MM}}\) is the sum of the energy of the model (also known as reactive or high) region \(E_{\text{QM}}\) that is described by a QM method, the energy of the environment \(E_{\text{MM}}\) described using an MM method, and the interaction between the QM and MM-described regions \(E_{\text{QM-MM}}\).

In this thesis we have exclusively used the ONIOM QM/MM method. It is a two-layer approach that combines the accuracy of a QM methods and the speed of MM approaches. QM methods are applied to atoms in the enzyme’s active site where reactions take place, whereas the rest is treated using an MM approach (Figure 2.1). As a result, that region in which electronic changes are occurring and are important for obtaining geometries, energies and electronic properties are described using an appropriate QM method. Whereas on the other hand the rest is treated with the MM approaches that are better for describing non-bonded interactions such as van der Waals interaction.
Figure 2.1. Illustration of an ONIOM(QM/MM) approach where the ball and sticks indicate atoms placed in the QM-region and wire indicates atoms in the MM-layer.

ONIOM(QM/MM) is also known as a subtractive scheme as the energy is calculated using the general formula in **Equation 2.7**.\(^{23}\)

\[
E_{\text{QM/MM}} = E_{\text{QM(model)}} + E_{\text{MM(real)}} - E_{\text{MM(model)}} \tag{2.7}
\]

where the energy of the whole system \((E_{\text{QM/MM}})\) equals the energy of the model (the reactive) region \((E_{\text{QM(model)}})\) plus the energy of the entire system \((E_{\text{MM(real)}})\) minus the MM energy of the model region \((E_{\text{MM(model)}})\).

### 2.7 Relative Energies and Potential Energy Surfaces (PESs):

It is now well established in computational practice that optimized structures can generally be obtained using relative modest or small basis sets.\(^{26}\) However, to obtain accurate energies one must use a large or larger basis set. To reduce the potential computational cost of optimizing structures using large basis sets or
higher levels of theory, a common approach is to perform single-point energy calculations as illustrated in Equation 2.8:\textsuperscript{26-27}

\[
\text{Method 2/Basis Set 2/Method 1/Basis set 1} \quad (2.8)
\]

This indicates that the optimized geometry was obtained using Method 1/Basis Set 1. Then, using this geometry, a single point energy calculation was performed at the Method 2/Basis Set 2 level of theory. Additional energy corrections can also be made to the above formula such as Zero-Point Vibrational Energy Corrections (ZPVE) or Gibb's Free Energy Corrections.

In addition, as a result of the Born-Oppenheimer Approximation we do not explicitly solve the entire reaction surface. Rather, we obtain the optimized structures and energies of chemically key points along the reaction such as reactant complexes, intermediates, transition structures, and product complexes. Then, plotting the energies of these species we can represent their relative energies in the form of a potential energy surface (Figure 2.2). Such surfaces, as our group has noted before, can provide very accurate insights into the chemical mechanism being investigated as they clearly illustrate both the interconnections and reaction relationships between species, and a reactions or mechanisms thermochemistry.\textsuperscript{1-27}
Figure 2.2. A Potential Energy Surface (PES) plot of energy versus reaction coordinate illustrating the relationships between chemically key structures and points along a reaction such as the reactive complex (RC), transition structures (TS1 and TS2), an intermediate complex (IC), and the final product complex (PC). Note: key thermochemical features such as barrier heights ($\Delta E$) and overall reaction energies ($\Delta E^\ddagger$) are also indicated.
Chapter 2: Computational Approaches.
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CHAPTER 3:

Mechanism of Sulfilimine Bond Formation in Collagen IV Using QM/MM and QM-Cluster Approaches
3.1 Introduction:

Collagen IV, discovered in 1966,\(^1\) is a critical constitutive molecular component of basement membranes.\(^2\) The latter is an important extracellular matrix that, for example, acts as a supportive scaffold for the epithelial and endothelial cells and also facilitates interactions between their cell receptors and macromolecules.\(^3\) In fact, it has been shown to be essential for embryogenesis process and wound healing.\(^5\)\(^-\)\(^8\)

It is also now known collagen IV, in particular its improper structure or function, plays a central role in several diseases including immune-related rheumatological (i.e., affect joints) and dermatological (i.e., affect muscles and skin) diseases.\(^9\)\(^-\)\(^10\) In addition, it is also thought to be the antigen that induces Goodpasture’s syndrome; an autoimmune disorder caused by mistaken attacks on the basement membrane in tissues of the lungs and kidneys.\(^11\)\(^-\)\(^12\) This can ultimately lead to, for instance, kidney failure. Moreover, Alport syndrome is a genetic disorder in collagen IV that impacts the eyes, hearing, and kidneys.\(^13\)\(^-\)\(^14\) Sufferers experience vision impairment, hearing, and declining kidney function.\(^5\)\(^-\)\(^8\)

Collagen IV comprises six homologous but distinct polypeptides that are referred to as α1(IV) to 6(IV). Three chains combine into a select few types of trimers, a protomer, which then aggregating end to end to form a hexamer.\(^15\) It is known that Collagen IV undergoes several post-translational modifications (e.g., hydroxylation of lysine’s) of which one of the most important, structurally, is the formation of sulfilimine (S=N) crosslinks between Methionine (Met93) and Lysine (Lys211) residues in different collagen IV protomers.\(^16\)\(^-\)\(^17\) This covalent crosslink is
rare in biochemistry; so far only being known to occur naturally in collagen IV. It was previously unknown how such bonds are formed. Recently, however, in vitro studies identified that the bromine and chlorine hypohalous acids, hypobromous (HOBr) and hypochlorous (HOCl), produced by the enzyme peroxidase can induce sulfilimine formation, although their exact roles remaining unclear or unknown.\(^8,\,18\) Interestingly, the efficiency of HOBr facilitated sulfilimine formation was experimentally measured to be 50,000-fold greater than when HOCl was used.\(^18\) Based on their experimental studies they proposed a mechanism of sulfilimine formation, mediated by hypohalous acids (HOX; X = Br, Cl) which is shown below in Figure 3.1.\(^19\)

More specifically, the bromine or chlorine of the hypohalous acid first attacks at either the Met93 Sulphur or side-chain nitrogen of Lys211 to form a halosulfonium or haloamine, respectively. Subsequently, the now activated Met93 sulfur or Lys211 side-chain nitrogen is now susceptible to attack from the sidechain heteroatom center of the other residue. Of these two possible reaction pathways, they concluded that reaction of the hypohalous acid with Met93 was the dominate pathway. It was also noted that the formation of the halosulfonium may also explain the observed formation of a sulfoxide minor product.
Figure 3.1. The proposed mechanism for formation of the sulfilimine bond in Collagen IV.

To date, and to the best of our knowledge, there has been no previous computational investigation into this important and poorly understood biochemical mechanism. However, in 2009, Pichierri performed a detailed computational study on the nature of the S-N bond in sulfilimine's such as collagen IV. Based on their results obtained in part via both Natural Bond Order (NBO) analysis and Quantum Theory of Atoms in Molecules (QT-AIM), they concluded that the S–N distance in such bonds should be around 1.6 Å and that it is in fact a polarized (strongly towards the nitrogen) covalent single bond.
In this study, we have performed a detailed multi-scale computational approach to investigate the proposed mechanism for sulfilimine formation in Collagen IV as facilitated by hypobromous acid. More specifically, we have examined the two proposed pathways for sulfilimine bond formation; attack of bromine on either the side-chain Sulphur of Met93 to form a halosulfonium cation intermediate or the side-chain nitrogen of Lys211 to form a haloamine intermediate. In addition, we have also examined the reaction of the halosulfonium intermediate with water to produce sulfoxide.

3.2 Computational methods:

*Molecular Dynamic Simulations (MD):* MD simulations were performed, by Wanlei Wei (a former group member), using the Molecular Operator Environment (MOE) performing two different crystal structures of two different proteins that were taken from the Protein Data Bank with the PDB codes (PDB ID: 1M3D and 1T60). NAMD program were utilized during the simulations on the two crystal structures. The structures were hydrogenated to place the missing atoms and solvated with water. The structures were then minimized using the force field AMBER12 and submitted for an initial 1 ns run followed by a 15 ns production run. After the simulations, the resultant structures were analyzed and a representative structure of the most populated cluster were obtained to provide a template structure for further calculations using QM and QM/MM approaches.

*Quantum Mechanics (QM)-Cluster and Quantum Mechanics/Molecular Mechanics (QM/MM) Studies:* A representative structure was derived from the MD simulations and for all QM-cluster and QM/MM calculations the Gaussian 09 software was
used.\textsuperscript{23} For the QM-cluster calculations the M06-2X/6-31G(d,p) level of theory was used with the surrounding protein and solvent environment modelled using the IEF-PCM method. Using the same level of theory M062X/6-31G(d,p). The M06-2X method was used because of its ability to more accurately describe non-covalent long-range interactions.\textsuperscript{24-25} The chemical cluster model used consisted of 27 atoms in total and included just a truncated model of the side-chains of Met93, Lys211, Glu214 and one water molecule. For the two layer ONIOM(QM/MM) calculations the M06-2X/6-31G(d,p) level of theory was used to describe the QM-region while the remainder of the protein and aqueous solvent, the MM region, was modeled using the AMBER96 force field. The QM layer consisted of 79 atoms in total including the side-chains of Met93 and Lys211, Glu214 and 8 water molecules.

3.3 Results and Discussion:

\textit{MD results.} First, as noted in the Computational Methods, a 15 ns MD simulation was performed to, in part, explore key distances and interactions between residues, in particular those involving Met93 and Lys211, in the reactive site. The average positions of Lys211 and Met93, and distance between their mechanistically key side-chains, in the absence of HOBr, is shown in Figure 3.2.

As it can be seen, the side-chain protonated amine of Lys211 forms a weak electrostatic interaction with the side-chain sulfur of Met93 with the shortest $\text{Lys}_{211}\text{NH}^+\cdots\text{S}_{\text{Met93}}$ having a distance of 3.09 Å. Meanwhile, the distance between the Lys211 amine nitrogen and Met93 sulfur is approximately 3.56 Å. While these distances indicate a weak interaction between the two mechanistically key groups,
they do suggest that even initially reasonably positioned with respect to each other for potential future interaction and/or reaction.

**Figure 3.2.** Representative structures from most populated cluster in the MD analysis showing the position of Met93 and Lys211. For clarity, the other residues and waters are omitted.

To explore possible and proposed sulfilimine bond formation reactions involving HOBr, as noted in the Computational Methods section a suitable representative structure was then selected and hypobromous acid (HOBr) manually added and positioned in proximity to the side-chains of Met93 and Lys211. It is important to note that except for the addition of hypobromous acid, no additional changes were made on the structures after the simulation.

**QM-cluster results.** As noted above, it has been proposed that the HOBr can react with Met93, transferring its Br\(^+\) component to the Met93 sulfur center. Obtained
structures of the reactant complex, intermediate and transition structure are shown in Figure 3.3 indicating the distances observed.

As can be seen, in the initial reactant complex (RC), the nitrogen of the Lys211 amine ($N_{\text{Lys211}}$), sulfur of Met93 ($S_{\text{Met93}}$) and bromine moiety of the HOBr all lie in proximity to each other though with long interaction distances of approximately 3.5 Å between each centre.

**Figure 3.3.** Illustration of the optimized initial reactant complex (RC), halosulfonium intermediate (I1) and corresponding transition structure (TS1) obtained using the
present QM-cluster (see Computational Methods) approach. Selected key distances are shown (Angstrom).

The reaction and energies obtained halosulfonium formation obtained using the present QM-cluster method are shown in Figure 3.4. In particular, it can be seen that as the bromine center of HOBr attacks at the Met93 Sulfur centre a proton is transferred via a bridging water molecule onto the oxygen of the HOBr (Figure 3.3: TS1). This reaction is predicted to be quite facile, proceeding via TS1 with a barrier of just 14.8 kJ/mol to give the resulting halosulfonium intermediate I1. The latter lies lower in energy than the initial RC by 13.0 kJ/mol, indicating that the reaction is exothermic. In I1 the Met93S–Br bond distance is 2.23 Å indicating formation of a strong bond. Meanwhile, the Met93SBr…N_Lys211 distance is still reasonably long at 3.23 Å (Figure 3.4).

We also examined the proposed alternative pathway for formation of the sulfilimine crosslink via a haloamine intermediate (I2). The mechanism obtained is shown in Figure 3.5 while the optimized structures are given in Figure 3.6. In this pathway the Lys211 amine nitrogen instead nucleophilically attacks at the bromine center of the HOBr moiety. This proceeds via TS2 at a cost of 39.0 kJ/mol to give the haloamine intermediate I2 lying 27.5 kJ/mol lower in energy than RC*. As observed during halosulfonium formation, formation of the Br–N_Lys211 bond occurs concomitantly with transfer of a proton onto the oxygen of the HOBr moiety. Similar to the case in the halosulfonium I1, the length of the Lys211N–Br bond in I2 (1.90 Å; Figure 3.6) suggests that it is a reasonably strong bond. It should be noted that in this reaction process two bridging waters were required to transfer the proton onto the oxygen of the BrOH moiety during reaction. Furthermore, while the haloamine
intermediate I2 lies lower in energy than RC* than does the halosulfonium I1 (see, Figure 3.4), the barrier for formation of I2 is predicted to be almost three times greater than for I1. That is, the experimentally observed pathway may be kinetically controlled.

**Figure 3.4.** Potential energy surface (kJ/mol) obtained using the QM-cluster approach for formation of the proposed halosulfonium intermediate.
Figure 3.5. Potential energy surface (kJ/mol) obtained using the QM-cluster approach for formation of the proposed haloamine intermediate.
Figure 3.6. Illustration of the optimized initial reactant complex (RC*), haloamine intermediate (I2) and corresponding transition structure (TS2) obtained using the
present QM-cluster (see Computational Methods) approach. Selected key distances are shown (Angstrom).

**QM/MM results.** For this component of the study we first re-examined the relative energies of the halosulfonium (I1') and haloamine (I2') relative to the corresponding QM/MM optimized reactant complex (RC'). The energies obtained are shown in Figure 3.7 while the optimized structures of the initial reactant complex (RC') and halosulfonium (I1') and haloamine (I2') intermediates are shown in Figure 3.8.

![Figure 3.7](image)

**Figure 3.7.** The relative energies (kJ/mol) of the initial reactant complex (RC'), halosulfonium (I1'), and haloamine (I2') obtained at the present QM/MM level of theory (see Computational Methods). For clarity, the MM layer has been omitted.
As can be seen, similar trends in relative energies are observed. Both the halosulfonium and haloamine intermediates lie lower in energy than $\text{RC}'$. In contrast, however, they now lie markedly lower in energy by 55.7 and 67.0 kJ/mol with the haloamine again being the most exothermic intermediate by 11.3 kJ/mol.

*Figure 3.8.* Illustration of the QM/MM obtained optimized initial reactant complex ($\text{RC}'$), and halosulfonium ($\text{I1}'$) and haloamine intermediate ($\text{I2}'$) (see Computational Methods) approach. Selected key distances are shown (Angstrom).
In the QM/MM initial reactant complex $\text{RC}'$, the bromine of the HOBr moiety is markedly closer to the Lys211 nitrogen than Met93 sulfur with distances of 3.07 and 3.88 Å, respectively (Figure 3.8). Meanwhile, the $\text{Met93S} \cdots \text{N}_{\text{Lys211}}$ distance is shorter than observed in the QM-cluster model at 3.06 Å. In the halosulfonium intermediate ($I_1'$), the $\text{Met93S} \cdots \text{Br}$ distance is only marginally longer by 0.03 Å than observed in the QM-cluster model at 2.26 Å (see Figure 3.3). However, the $\text{Lys211N} \cdots \text{S}$ and $\text{Lys211N} \cdots \text{Br}$ distances are now considerably longer at 7.24 and 6.53 Å, respectively. While these distances are large, the marked flexibility in the side chains of Met93 and Lys211 would allow them to come close enough to react as observed experimentally. Similar trends are also observed for the haloamine intermediate ($I_2'$). The $\text{Lys211N} \cdots \text{Br}$ distance is very close to that obtained using the QM-cluster model (1.90 Å). However, the $\text{Met93S} \cdots \text{N}_{\text{Lys211}}$ and $\text{Met93S} \cdots \text{Br}$ distances are both very long at 6.59 and 7.79 Å, respectively.

Atoms in Molecules (AIM) Analysis of the Densities: The molecular graphs obtained using AIM are shown in Figure 3.9 with bond critical point (BCP) density values given in the Appendices. The lines between atoms indicate bonds and/or paths of interaction while the value of the density at the bond critical gives insights into the strength and type of interaction.

In $\text{RC}$ one can see that the HOBr moiety is positioned such that its Br component is direct in towards the amine and sulfur of the Lys211 and Met93, respectively. In fact, one can see a bond path between the Br and S with a density at its BCP of just 0.009. Clearly, this indicates that it is a weak interaction as one would expect between two closed-shell centres with in which Br has a slight positive dipole and electron rich sulfur. Indeed one can also observe an interaction
pathway between the sulfur and an oxygen of the carboxylic group of Glu214 with a similar density at its BCP of 0.007. Hence, while the S…Br interaction is weak, it does indicate that the two centres are able to "see each other" which is a key requirement for a direct reaction. Notably, one can see that the single water molecule forms a bridge of interaction pathways between the Lys211 amine and oxygen of the HOBr moiety; this is the proton transfer that is required to occur during addition of Br to either the Met93 sulfur or Lys211 nitrogen. The value of the density at the BCP of the Lys211NH⁻ OH₂ interaction, clearly a hydrogen bond interaction, is 0.020. This value also underscores the comparative weakness of the Br⁻SN₉₃ and Br⁻NLys₂₁₁ interactions with their values of 0.009 (for both).

In RC* the HOBr is positioned slightly differently to that observed in RC. However, we again can see interaction pathways between the Br and sulfur centres with a density at the BCP of 0.011. This is a negligible increase from that observed in RC. However, it is interesting to note that no interaction pathway is observed between the Br and Lys₂₁₁N centres. This suggests that the reaction of these two centres likely require some rearrangement(s) to enable such a possibility. This may also partly explain the higher barrier to formation of I₂ compared to I₁. An interaction network of hydrogen bonds can be seen between the HOBr oxygen and Lys211 amine as well as the carboxylic acid group Glu214; both potential proton donors in haloamine formation.

In the halosulfonium I₁ species the newly formed S-Br bond has a density at its BCP of 0.119. It is noted that while this is markedly larger than observed in RC, as one would expect, it is still less than that observed for other covalent bonds within the complex. For example, the two S–C bonds have densities at their bond critical points of 0.183 (for both). This suggests that the S-Br bond is weaker than
that of such covalent bonds, possibly possessing some ionic character. Meanwhile in the haloamine intermediate $I_2$, the newly formed N–Br bond has a density at its BCP of 0.159. This is more density than in the S–Br bond suggesting that the N–Br bond is likely stronger. This, collectively this may also help explain the observation that within the present computational models the haloamine intermediate is thermodynamically preferred, but kinetically disfavored, compared to the halosulfonium.

Figure 3.9. Molecular graphs obtained by an AIM analyses of the two reactant complexes $RC$ and $RC^*$, the halosulfonium ($I_1$) and haloamine ($I_2$) intermediates.
### 3.4 Conclusions:

A multi-scale computational approach, complementarily applying molecular dynamics (MD) simulations, QM-cluster, and QM/MM methods, has been used to investigate the first step in formation of the Collagen IV sulfinimine cross-link and to gain insights into the nature and energetics of the key putative halosulfonium and haloamine intermediates.

Significantly, using both QM-cluster and QM/MM-based approaches, the haloamine intermediate is predicted to lie markedly lower in energy relative to the initial reactant complex than the halosulfonium intermediate. However, at least within the QM-cluster approach, the barrier to formation of the halosulfonium intermediate is significantly lower at just 14.8 kJ/mol. In contrast, the barrier to formation of the haloamine is 39.0 kJ/mol. Hence, it is predicted to be magnitudes of order slower than the former pathway.

Thus, these results suggest that sulfinimine bond formation may be kinetically controlled to proceed via a halosulfonium rather than the thermodynamically preferred haloamine intermediate.

Further studies, possibly using electronic embedding within the ONIOM QM/MM formalism, should shed further light on these two key intermediates as well as the final stage of the overall reaction, formation of the sulfinimine bond, and formation of the side-product sulfoxide.
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CHAPTER 4:

Computational Insights into The Active Site and Catalytic Mechanism of Archaeal and Yeast Thiazone Synthetases
4.1 Introduction:
Thiamine, more commonly referred to as vitamin B1, is an essential cofactor found in many cells and organisms. As shown in Figure 4.1 it consists of a thiazole-derivative and pyrimidine-derivative cross-linked via a methylene bridge, and as a result is a water-soluble biomolecule. Physiologically, it plays critical roles in a variety of important biochemical reactions including amino acid branching and carbohydrate metabolism. Indeed, its central roles in many such processes is underscored by the fact that thiamine deficiency is fatal if left untreated.

Although first discovered in 1911 by Casimir Funk, it was first isolated in 1926 from yeast. Since then, a number of phosphorylated thiamine derivatives have been identified in organisms. More specifically, mono-, di- and tri-phosphorylated forms have been observed, as well as some further adenosine derivatives. However, the diphosphorylated derivative is generally held to be the most active form of thiamine, the physiological roles of the others appearing to be less common and not well understood.

Figure 4.1. Illustration of the core structure of Thiamine with the thiazole ring highlighted in blue and pyrimidine ring highlighted in red.
Despite its critical roles, biosynthesis of thiamine is only found to occur in prokaryotes and some eukaryotes such as fungi and plants. Humans, for example, are unable to synthesize thiamine and therefore must obtain it from external sources through their diet. A common strategy is employed by organisms in which thiamine biosynthesis occurs. Specifically, they independently synthesize a pyrimidine precursor and a thiazole precursor that are then coupled together to form the thiamine cofactor (Figure 4.1).

However, on the other hand, the biosynthetic pathway for the thiazole precursor varies between bacteria (prokaryotes) and yeast (eukaryotes). Bacteria require five different enzymes and several substrates; 1-deoxy-D-xylulose-5-phosphate, cysteine, and glycine or tyrosine. In contrast, yeast, require just one enzyme: thiazole synthase (THI4). The latter requires its glycine substrate, a nicotinamide adenine dinucleotide (NAD) cofactor, and a sulfur donor. In the specific case of yeast the latter is a conserved Cys205 residue.

In some species, Thi4 is believed to be a suicide or single-turnover enzyme. More specifically, in these species, such as yeast, the enzyme uses a cysteinyl residue as the required sulfur source in thiazole formation. For example, in Thi4 from the yeast Saccharomyces cerevisiae (ScThi4) the sulfur obtained from Cys205 is used to form adenylated thiazole (ADT) from glycine (Figure 4.2). As a result, the enzyme can be thought of as a cosubstrate and after a single-turnover the enzyme is inactivated. This also underscores the paramount importance of thiamine in biochemical systems in that some organisms are willing to expend considerable energy and resources to create a molecular machine that works just once.
ScThi4 shares some active site similarities with the iron-dependent Methanococcus jannaschii Thi4 (MjThi4). Significantly, however, based on structural analysis on both enzymes, MjThi4 lacks the presence of a cysteinyl (Cys205) residue. In its place it instead has a histidyl residue. As a result MjThi4 lacks an internal sulfur source and instead requires an exogenous sulphide source. This also enables MjThi4 to perform multiple turnovers; it is not a one-time catalyst.

![Figure 4.2. Illustration of the adenylate thiazole (ADT) formed by thiazole synthases from a glycine, sugar, and cysteine or other sulfur source.](image)

Based on numerous experimental studies including X-ray crystallographic structures and comparison with the prokaryotic biosynthetic pathway, a mechanism for ADT biosynthesis in eukaryotes has recently been proposed and is shown in Figure 4.3.

In particular, it is proposed that the mechanism proceed via two half-reactions. The first half-reaction begins with thiolate (–SH), derived form an exogenous source (a cofactor) entering the Fe(II)-containing active site. In particular, it ligates to the Fe(II) centre and breaks a substrate carbonyl···Fe(II)
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$(C_{\text{carb}}O_{\text{carb}}\cdots\text{Fe(II)})$ ligation. The substrates $C_{\text{carb}}=O_{\text{carb}}$ group twists and repositions itself, but remains near the reactive region. Indeed, in the next step the sulfur nucleophilically attacks at the substrates $C_{\text{carb}}$ centre while its proton transfers onto the substrates carbonyl oxygen ($O_{\text{carb}}$) to form a hydroxyl. In the final step of the first-half-reaction the newly formed $-O_{\text{carb}}\cdots\text{H}$ hydroxyl group is protonated and lost as $\text{H}_2\text{O}$, while the newly formed $C_{\text{carb}}=S$ bond becomes a thiokepone (i.e., forms a $C_{\text{carb}}=S$ group). Notably, no suitable acid group appears to be positioned near the leaving hydroxyl.

**Figure 4.3.** Schematic illustration of the proposed mechanism of thiazole formation.

The second half-reaction begins upon loss of the Fe(II) centre and apparently neutralization of both the active site histidyl (His176) and substrate carboxylate. In the first half-reaction both groups were implied to be deprotonated (anionic). The loss of the Fe(II) centre allows the thiokepone intermediate to
undergo a conformational change by rotation around its C–N bond. The thioeketone group is then converted to a thiol, presumably by protonation, while the substrates nearby methylated carbon centre apparently obtains a hydride. The thiol sulfur, now presumably being a better nucleophile, is able to attack at the now spatially nearby N=CH– carbon to form a cyclic intermediate. The latter then loses two hydrogens to form adenylate thiazole. Notably, with the same article the authors proposed a different mechanism for related thiazole synthases in which the sulfide instead binds to the substrates N=CH– carbon centre to form a thiol derivative. The sulfur centre then nucleophilically attacks at the substrates C_{carb}=O_{carb} carbon centre to eventually form the ADT product. Obviously, many key questions and features of the active site and mechanism remain unclear or unknown.

In this chapter, we have used a multi-scale computational approach to gain insights into several critical features of the active site. More specifically, molecular dynamics (MD) simulations, QM-cluster and QM/MM methodologies have been used to examine the water distribution in the active site, the potential identity of mechanistically required acid and base groups, as well as the overall mechanism (both the Fe(II)-facilitated first half-reaction and the non-metallo second half-reaction).

4.2 Computational Methods:

*Molecular Dynamics (MD) Simulations*: The Molecular Operating Environment (MOE) program was used to prepare all MD simulation calculations.\textsuperscript{19} For the initial starting structures a suitable X-ray crystal structure of an octamer of the thiazole synthase from Methanococcus igeus (PDB ID: 4Y4N) with a resolution of 2.1 Å and
both Fe(II) and organic non-sulfur substrate, 2-[(E)-[(4R)-5-[[[(2R,3S,4R,5R)-5-(6-aminopurin-9-yl)-3,4-bis(oxidanyl)oxolan-2-yl]methoxy-oxidanyl-phosphoryl]oxy-oxidanyl-phosphoryl]oxy-4-oxidanyl-3-oxidanylidene-pentan-2-ylidene]amino]-ethanoic acid, bound within the active site.\textsuperscript{16} It is noted that the structure of the substrate as determined by the PDB differed from its illustration in the original literature; specifically, the placement of the imine double bond. Missing hydrogens were added using the default protocol in MOE as were the protonation states of ionizable residues. The enzyme was then solvated with a 6 Å layer of water and minimized using the AMBER12 force field.\textsuperscript{20} The default settings of MOE were used in the MD simulation which was itself performed using the NAMD program. The solvated complex was then submitted for a 1 ns equilibration MD simulation. It should be noted as part of these MD studies the protonation state of the active site His176 bound to Fe(II) was also investigated. Furthermore, for the second half-reaction (see Figure 4.3) the Fe(II) was omitted from the active site and a 1 ns MD simulation was performed as above. For the Fe(II)-free intermediate-bound active site analyses were performed on the distribution of the aqueous solvent molecules to gain insights into the impact on solvent distribution and networking after loss of the Fe(II). This is also a suitable method to investigate the surrounding environment for proton transfer during the reaction.

\textit{QM-Cluster Investigations}: For this component of the study all calculations were performed using the Gaussian 09 program.\textsuperscript{21} The initial chemical models for the QM-cluster calculations were derived from a representative structure of the most populated cluster obtained after cluster analysis of the MD simulations. For the initial reactant complex (\textbf{RC}) of the first half-reaction two chemical models were
examined. In one the Fe(II)-ligated histidyl was modelled as anionic, as shown in the literature,\textsuperscript{12} while in the other it was modelled as neutral. The remaining intermediates were then modeled using a neutral histidine. Optimized geometries and harmonic vibrational frequencies were obtained using both the B3LYP and B3LYP\textsuperscript{*} (HF exchange reduced to 15% due to the presence of the Fe(II) centre) methods in combination with the 6-31G(d) basis set on all atoms except Fe(II) for which the LANL2DZ effective core potential basis set was used.\textsuperscript{17,18} Relative energies were obtained by performing single point energy calculations, on the above optimized structures, at the B3LYP/6-311+G(2df,p) level of theory.

For the second half-reaction two models were again considered which differed in the protonation state of the active site histidyl (His176). In this case it was either neutral or protonated. The possibility of a proton transfer from His176 onto sulfur going from \textit{I}5 to \textit{I}6 was examined as well as the potential for proton transfer from sulfur to the intermediates' nitrogen, bridging through Asp161 in \textit{I}7. For the second half-reaction, all optimized structures and harmonic vibrational frequencies were obtained at the B3LYP/6-31G(d) level of theory. In addition, the surrounding protein environment was included via use of the IEFPCM solvation method formalism with a dielectric constant of 4.0 to mimic the protein's internal polarity.\textsuperscript{22}

\textit{QM/MM investigations:} All QM/MM calculations were performed within the ONIMO formalism as implemented in the Gaussian 09 program.\textsuperscript{21} Similarly, the initial chemical models for the QM/MM calculations were again derived from an appropriate representative structure selected after cluster analysis of the MD simulations.
For each half-reaction, a different chemical model was used. For the first half-reaction, the chemical model contained all residues up to 31 Å away from the Fe(II) center while for the second half-reaction all residues up to 40 Å from the center of the active site (the approximate position of the now lost Fe(II) ion) were included. Both models allowed enough flexibility for the QM-region residues and groups for any position changes they may require, expected or unexpected, while ensuring the overall structural integrity of the chemical models.

For the first half-reaction, the QM layer consisted of Fe(II), the initial proposed imine substrate, the residues believed to be integral to substrate binding and possibly the mechanism (Arg236, His176, Asp161, and Glu198) and one water molecule. This region was described using B3LYP method with the same basis set as for the QM-cluster calculations due again in part to their documented accuracy and low computational cost. The remainder of the protein was described using the AMBER96 force field as implemented in Gaussian 09. For the second half-reaction, several models were used that were the same as above but without the Fe(II) centre. They differed from each, however, in the protonation state of the active site His176; it was either protonated or neutral while in a third model the Glu198 was placed into the MM layer in order to help better understand its role.

4.3 Results and Discussion:
4.3. The First Half-Reaction.

*MD results.* An analysis was performed on the MD simulation. For example, a plot of the calculated root mean square deviation (RMSD) versus time (ps) for the selected active site residues is shown in Figure 4.4. From this data, a
representative conformation was selected based on clustering analysis to find groups of similar structure and then pick the one nearest to the center.

![Graph showing RMSD over time](image)

**Figure 4.4.** Calculated RMSD for MjThi4 active site with neutral His176.

Compared to the X-ray structure, after simulation, the distances of atoms bound to Fe(II) increased and remained between 2.0 Å and 2.5 Å long (Figure 4.6.A). In the X-ray structure obtained, and as it was proposed experimentally, distances ranged from between 2.0 Å to 2.2 Å (Figure 4.5.B).
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Figure 4.5. Schematic structures of the MjThi4 active site including Fe(II), glycine, His176, Asp161, Arg236, Glu198 and a water molecule A) After 1 ns MD simulation B) experimental X-ray structure.

**QM-cluster results.** A proposed mechanism for thiazole formation was examined computationally using the QM-cluster only approach. All intermediates were optimized based on the proposed mechanism with some modifications we obtained, beginning with the reactant complex (RC) as Fe(II) is bonded to six atoms, oxygen and nitrogen of substrate, oxygen of Glycine carboxylate, nitrogen of His176 imidazole ring, oxygen of Asp161 carboxylate, and a water molecule. After the addition of HS⁻ in the active site, the carbonyl oxygen of the substrate was rotated to be displaced by sulfide. A proton is then transferred to the carbonyl oxygen from the free sulfide, producing a water molecule. In Figure 4.6A and Figure 4.6B, full optimized structures of RC, I1, I2 and I3 are compared using B3LYP and B3LYP*.
Figure 4.6. Calculated relative energy surface obtained using the methods (A) B3LYP and (B) B3LYP*, with the 6-31G(d) basis set for both. Three different spin states: quintet, triplet, and singlet states were analyzed as represented by purple, black, and blue respectively.
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For \textbf{I1} using B3LYP, singlet showed the lowest energy with -16.9 kJ/mol. In contrast, the singlet state using B3LYP* was the lowest in energy at -16.6 kJ/mol for \textbf{I2}. On the other hand, \textbf{I3} was the highest energy intermediate in both methods. With B3LYP, the quintet state was the highest and followed by singlet and then triplet with 249.7 kJ/mol, 228.9 kJ/mol and 218.3 kJ/mol respectively. When B3LYP* was used, the energy of \textbf{I3} was lower by approximately 90 kJ/mol in the quintet and the singlet states, and by about 160 kJ/mol for the triplet. Furthermore, the potential energy surface was obtained using single point energy calculations for the optimized structures using B3LYP (Figure 4.7) as outlined in the methods section.

\textbf{Figure 4.7.} The potential energy surface of the sulfur attachment as calculated at B3LYP/6-311+G(2df,p). The various spin states of Fe(II) are shown in purple for the quintet, black for the triplet, and blue for the singlet.
As shown in Figure 4.7, compared to B3LYP/6-31G(d) and B3LYP*/6-31G(d), the overall energy is lower for all intermediates, except in some spin states. For I3 the triplet state showed an increase in energy by 84 kJ/mol compared to B3LYP* and decreased by 77.2 kJ/mol with respect to B3LYP. Meanwhile, the singlet and quintet states were lower in energy. In the case of I2, all spin states appeared to be lower in energy compared to the optimization methods, with exception of the singlet state as it was higher in energy compared to B3LYP* by 21.7 kJ/mol. In I1, the energy of the triplet and quintet states were higher than B3LYP* and lower than B3LYP; however, the singlet was lower in energy in both B3LYP* and B3LYP.

In addition, we considered the effect of the active site’s surrounding protein environment as outlined previously in the methods. For these calculations, the triplet and quintet states were considered.

**Figure 4.8.** Schematic illustration of the potential energy surface obtained at IEFPCM-B3LYP/6-31G(d) level of theory. The triplet state is shown in black while the quintet state is in purple.
As we can see in Figure 4.8, compared to calculations conducted without considering the effect of protein environment, it is evident that there is an overall increase in energy compared to B3LYP* where it is decreased compared to B3LYP.

In the hybrid QM/MM approach, the two layers were segregated as outlined in the Methods section. Notably, this model was obtained from the X-ray structure directly with some modifications done on the active site such as addition of the free sulfide and missing hydrogens.

**Figure 4.9.** Schematic illustration of the potential energy surface obtained for the first half of the reaction calculated at the ONIOM(B3LYP/631G(d): AMBER96) level of theory. The triplet state is shown in black while the quintet is shown in purple.

As we can see that quintet state was the lower in energy in I2 and I3, but not in I1 where the triplet was slightly higher by 3.5 kJ/mol. Overall, I1 was the lowest
in energy whereas I₃ was the highest, as opposed to the results obtained from QM-cluster calculations where I₂ was the lowest energy intermediate.

4.3B Second Half-Reaction.

MD results. The proposed mechanism for thiazole formation suggests a protonated His₁₇₆.¹⁶ For that reason, we considered doing MD for both cases; one with neutral His₁₇₆ and one with protonated His₁₇₆. For the simulations, we manually deleted Fe(II) from the active site and re-solvated the model. In the protonated and neutral His, a representative conformation was chosen after 1 ns molecular dynamic simulation based on RMSD plots on selected residues (Figure 4.10).

Figure 4.10. RMSD of the active site with A) protonated His₁₇₆ B) neutral His₁₇₆.
As noted in the case of protonated His176, the RMSD stabilized at about 1 Å. In the neutral case, the RMSD was at 1.1 Å after around 500 ps to 700 ps and started to decrease to 1 Å, rising near the end to 1.2 Å.

The two models were analyzed and the effects of the protonation state of His176 over the 1 ns MD simulation were observed using ten representative structures (Figure 4.11).

![Overlay of ten representative conformations of the model with A) neutral His176 and B) protonated His176.](image)

**Figure 4.11.** Overlay of ten representative conformations of the model with A) neutral His176 and B) protonated His176.

As we can see, a fluctuation occurs on the neutral His176 configuration and Glu198 appeared to move away from the active site in addition to Asp161. Meanwhile when His176 is protonated, positionally it is more stable over the course of the simulation due to its ability to form a hydrogen bond to the adjacent side-chain carboxylate of Glu198. This hydrogen bond, which more consistently is formed in the MD simulation involving protonated His176, conversely also helps retains Glu198 close to the active site compared to when His176 is neutral.
We then performed a solvent analysis on the active site of each representative conformation in both models, neutral and protonated His176 (Figure 4.12).

**Figure 4.12.** Water analysis of the active site with (A) protonated His176 (B) neutral His176 as gray indicating hydrogens and blue indicating oxygens.
In the case of protonated His176, we observe a richer presence of water protons. This facilitates proton transfer to the active site.

**QM results.** The optimized structures of the second half of the reaction were performed a QM-cluster only approach at the B3LYP/6-31G(d) level of theory. Once again, the two protonation states of His176 were considered. With the His176-H\(^+\) structure, two different models were studied: one with 68 atoms and another with 74 atoms. We can clearly see and as it was reported in many studies that the larger model is more energetically favorable than the small one. Notably, triplet state was adopted for the second half of the reaction because it gave us the most reasonable conformations in the first half compared to quintet and singlet.
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Figure 4.13. Reaction coordinate and optimized intermediates for the second half of the reaction with (A) protonated His176 with a 74-atom model and (B) protonated His176 with a 68-atom model.

On both surfaces, relative energy was calculated with respect to I4. In Figure 4.13A, calculations of PC are ongoing. The addition of the 6 atoms in the large model has a significant impact on the energy for all intermediates. Overall, the
model with 68 atoms is less energetically favorable than the larger model. However, \textbf{I5} was higher in energy in the larger model at -71.5 kJ/mol compared to -346.1 kJ/mol in the 68 atoms model. Two different pathways for proton transfer from the glycine backbone carbon to His176 were evaluated, corresponding to \textbf{TS2}. In Figure 4.13 \textbf{A}, a direct transfer to His176 is preferred in the larger model by 181 kJ/mol. In Figure 4.13 \textbf{B}, a water molecule facilitating the transfer to His176 is predicted to be stabilized by 151 kJ/mol in the small model. Notably, since the energy of \textbf{TS2} in the larger model is expectable, we did not investigate the other pathway using the large model where water facilitate the transfer of the proton to His176.

We have also examined the possibility of proton transfer from protonated His176 to sulfur instead of a direct transfer to the glycine nitrogen with the 68-atom model (Figure 4.14).

Following this pathway, our calculations show that proton transfer bridging through the sulfur atom are less favorable, with intermediates lying at 69.6 kJ/mol, 123.8 kJ/mol, and -27.3 kJ/mol for \textbf{I5}, \textbf{TS2}, and \textbf{I6} respectively. Comparing to the values obtained in Figure 4.13 \textbf{A}. Furthermore, we considered yet another pathway for proton transfer to nitrogen through sulfur. Instead, we used Asp161 as a mediator, forming a proton relay between sulfur and nitrogen (Figure 4.15).

Compared to \textbf{TS1} in Figure 4.13B that is a direct transfer of the proton to the glycine nitrogen, \textbf{TS3} in Figure 4.15 in which Asp worked as a mediator, showed 33.4 kJ/mol less in energy.
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**Figure 4.14.** Potential energy surface of proton transfer from His176 to the glycine nitrogen bridging through a sulfur atom. Energies are calculated relative to I4.

**Figure 4.15.** Optimized structures of the proton transfer relay from His176 to sulfur then to nitrogen using Asp161 as a mediator.
For the neutral form of His176, the relative energy was calculated for a 67-atom model (Figure 4.16).

![Potential energy surface showcasing optimized structures of the second half of the reaction with neutral His176. Calculations on PC are in progress.](image)

**Figure 4.16.** Potential energy surface showcasing optimized structures of the second half of the reaction with neutral His176. Calculations on PC are in progress.

The reaction proceeds through **TS1** for proton transfer to His176 from the glycine carbon where the intermediate lies -18.9 kJ/mol lower in energy than **I4**. It is important to mention that unlike the steps in the protonated His176, neutral His176 model lacks a proton in the Glycine nitrogen.

**QM/MM results.** As mentioned in the methods section, for the QM/MM approach, a variety of models were used to examine the mechanism, each differing in the number of atoms and residues included in the QM region. Figure 4.17 two different
models were investigated for the thiazole ring to be formed starting with a protonated His176 form. For all figures, for clarity, the MM layer was omitted.

Figure 4.17. Potential energy surfaces of the QM/MM models. A) His176, Glycine, Asp161, Arg236, Glu198 and two water molecules are in the QM region while B) includes the same residues except for Glu198.
By comparison, the optimized structures of the intermediates were much lower in energy when Glu198 is not included in the QM region. Intermediates starting from I4 to I7 have huge difference in energy between the two models, calculated to be over -100 kJ/mol; however, the difference between the product complex is only -51.4 kJ/mol. The carbon-sulfur bond in the thiazole is 1.87 Å and 1.88 Å in models A and B respectively, which indicates Glu198 has no significant effect on the bond distance.

We also examined the potential pathway of proton transfer from protonated His176 to nitrogen through sulfur (Figure 4.18) as we have done previously with the QM-cluster models.

![Figure 4.18. Reaction surface and optimized structures obtained for proton transfer to sulfur and then to Glycine-nitrogen including residues illustrated above in Figure 4.17b.](image)
Furthermore, we investigated the possibility of the neutral His176 adopting the same residues in QM region as in model Figure 4.17A above.

**Figure 4.19.** Schematic illustration of the second half of the reaction with neutral His176.

As it can be clearly seen, I6 has the highest energy with respect to I4. It is also noted that the His176 proton has adjusted to be in close proximity to Glu198 at 1.75 Å and 1.01 Å respectively. The carbon-sulfur bond in I6 was 0.01 Å longer than in PC at 1.89 Å.

The QM/MM calculation was used to investigate the effect of the surrounding environment on the active site. On the active site residues for almost all QM/MM structures, geometry of the residues has been distorted by the protein
environment. Furthermore, the free energy was also effected by the environment surrounding.

4.4 Conclusions:
In this work, we computationally examined the experimentally proposed mechanism for thiazole formation, as well as our own suggestions for a reasonable reaction mechanism. The investigation was performed using Quantum Mechanics (QM) only approach and Quantum Mechanics/Molecular Mechanics (QM/MM) methods with snapshots obtained from MD for the second half reaction only as we started the examination of the first half with the crystal structure. Notably, we have made some changes and modifications to the proposed mechanism to match the crystal structure of the protein used throughout the study. In the MD simulation, we have made various changes to examine the crystal structure that was presented experimentally. In comparison with the X-ray structure, a 1 ns molecular dynamic simulation resulted in longer bond distances to Fe(II). In our studies, we utilized two density functional methods, B3LYP and B3LYP*, with different basis sets to examine the effect of the method on the energy barrier.

Experimentally, proton transfer to the glycine carboxylate has been suggested to occur after Fe(II) exits the active site. However, as our investigation of the environment around the carboxylate group has shown, it is unlikely for a proton to be obtained in this situation. It is also the case with sulfur as a bridging intermediate. Contrary to what has been experimentally suggested, our simulations have shown that for electrophilic attack to form the thiazole ring, sulfur must be deprotonated.
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CHAPTER 5: Conclusions
5.1 Conclusions

In this thesis multi-scale computational approaches have been employed to examine two important biochemical processes in which sulfur plays a central role. Specifically, molecular dynamics (MD), QM-cluster, and QM/MM methods have been used to examine (i) proposed and possible mechanisms for formation of the sulfilimine bond, as facilitated by the halopohalous acid HOBR, in Collagen IV; and (ii) substrate binding in the iron-dependent thiazole synthase, water distribution in its bound active site, and proposed and possible mechanisms by which the enzyme catalyzes the biochemically important thiazole ring.

Chapter 3. A mechanism in which Sulfilimine was formed was investigated using QM only approach and ONIOM QM/MM methods. MD simulation was also performed to explore the possible reaction and distance between the Lys211 amine nitrogen and Met93 sulfur that calculated to be 3.56 Å after 15 ns simulations. And for further investigation, cluster analysis was done and a representative structure was chosen as the two residues Lys121 and Met93 are in good position for further interaction to occur. Next, we examined the two possible pathways that was being proposed experimentally; Formation of halosulfonium in which one water molecule was needed for the reaction to proceed. The second pathway was the formation of haloamine that needed two water molecules for a proton transfer to the BrOH oxygen. For the QM/MM calculation, formation of halosulfonium and haloamine were calculated to be lower in energy than RC` by -55.7 kJ/mol and -67.0 kJ/mol respectively. We concluded that the haloamine is more energetically favored than halosulfonium with respect to RC`. Further study on the mechanism is required to complete our atomistic-level understanding of the
mechanism of sulfilimine bond formation as well as the experimentally observed formation of the sulfoxide minor product.

Chapter 4. Detailed computational investigations were carried out on the thiamine thiazole synthetases using a proposed iron dependent reaction. MD simulations was first performed on the x-ray structure for 1 ns, and for the second half reaction, a representative structure was chosen for QM/MM optimization. Compared to the experimental data, the bond distances for atoms ligated to iron was slightly longer after the simulation. As it was proposed, proton transfers to the OH in the substrate forming water. For that we did a water density analysis on the active site that confirms the availability of protons around the active site. For the QM only approach and QM/MM calculations, two different models were used to investigate the mechanism; One with neutral His176 and a second one with protonated His176 as well as different models differing in number of atoms and residues included. We also examined different pathways for the proton transfer from the nitrogen of the His176 imidazole to the nitrogen in the substrate; one with a direct transfer and the second one is from His176 nitrogen to sulfur in substrate and then to the nitrogen. Based on our study and in contrast to the experimental proposed of proton transfer to the oxygen of the substrate carboxylate group and Sulphur, it was unlikely to happen based on the analysis we have made on the active site after iron exits. More investigations and study have to be done to explore and understand the synthesis of the thiamine.

In terms of the sulfilimine, we successfully examined the two pathways that was proposed for the crosslink to form. Investigations to be continued to model the last products of the mechanism proposed earlier in Chapter 3, sulfilimine crosslink and the sulfoxide. Gaining insights into this essential crosslink enables us to better
understand its critical role in collagen IV and potentially the effect and/or impact of diseases arising from such damaging reactive oxygen species as HOX (X = Cl or Br) acids.

Further study on the THI4 and possible investigation of other metals in the reaction will bring insights into understanding the mechanism by which the thiazole is formed. As we addressed previously in Chapter 4, we can also study the effect of mutating residues in the active site. Such studies will also provide greater insights into each of their roles within the mechanism.
Name: Taqred Alnakhli
Place of Birth: Taif, Saudi Arabia
Year of Birth: 1990
Education: Taiba University, B.Sc., Medinah, Saudi Arabia, 2012
University of Windsor, M.Sc., Windsor, ON, 2018