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Abstract 

While object identification enables autonomous vehicles to detect and recognize objects from real-

time images, pose estimation further enhances their capability of navigating in a dynamically 

changing environment. This thesis proposes an approach which makes use of keypoint features 

from 3D object models for recognition and pose estimation of dynamic objects in the context of 

self-driving vehicles. A voting technique is developed to vote out a suitable model from the 

repository of 3D models that offers the best match with the dynamic objects in the input image. 

The matching is done based on the identified keypoints on the image and the keypoints 

corresponding to each template model stored in the repository. A confidence score value is then 

assigned to measure the confidence with which the system can confirm the presence of the matched 

object in the input image. Being dynamic objects with complex structure, human models in the 

"COCO-DensePose" dataset, along with the DensePose deep-learning model developed by the 

Facebook research team, have been adopted and integrated into the system for 3D pose estimation 

of pedestrians on the road. Additionally, object tracking is performed to find the speed and location 

details for each of the recognized dynamic objects from consecutive image frames of the input 

video. This research demonstrates with experimental results that the use of 3D object models 

enhances the confidence of recognition and pose estimation of dynamic objects in the real-time 

input image. The 3D pose information of the recognized dynamic objects along with their 

corresponding speed and location information would help the autonomous navigation system of 

the self-driving cars to take appropriate navigation decisions, thus ensuring smooth and safe 

driving.  
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Chapter 1: Introduction 
 

Human society is moving towards a future where cars will be able to drive by themselves and 

travelers can just sit back and relax. Apart from the major players like Tesla, Google and Uber, 

there are many other companies who have invested billions of dollars towards research in this area 

to make the dream of a fully autonomous car a reality. With so much investment and interest in 

driverless technology, it is easy to assume that self-operating cars are imminent, but they are still 

far from being viable. Creation of such a sophisticated machine requires great expertise to ensure 

smooth and safe driving. Object recognition and pose estimation of recognized objects are the two 

most important tasks in the application of vehicle surveillance [91]. An accurate solution to these 

problems will help with automatically analyzing a traffic scene. This includes the analysis of 

crucial information for vehicle navigation like determining the vehicle speed, traffic frequency, 

driver behaviour, or the shape and style of traffic participants. It is a known fact that there would 

be a variety of objects on the road at any given time. These objects can be either moving or 

stationary objects. In the context of self-driving vehicles, it is important to distinguish between the 

moving and stationary objects in order to take the correct navigation decisions. Kolski et al. [74] 

describes the objects like pedestrians and other vehicles which move on the road as dynamic 

obstacles. Darms et al. [75] clearly defines static obstacles as objects which are assumed not to 

move during the observation period, such as, buildings, traffic cones or parked cars which do not 

participate actively in traffic. In contrast, Darms et al. [75] define dynamic obstacles as objects 

which potentially move during the observation periods. Darms et al.  [76] and Hu et al. [77] 

categorize the moving objects as "dynamic objects" and the objects which do not move as "static 

objects" in their works. Hu et al. [77] include blockages such as stones and construction signs into 

the category of static objects. This research solely concentrates on object recognition and pose 
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estimation of moving objects like cars and pedestrians, on the road. More formally, this thesis 

deals with object recognition and pose estimation of “dynamic objects” on the road. 

A system with very high obstacle detection accuracy is required for a self-driving car, as lower 

accuracies can lead to errors which can be dangerous and cost human lives [78]. Most of the 

previous researches [1, 28, 84] use the mean average precision(mAP) (Section 4.5.1) as the 

measure of the accuracy in the object detection and pose estimation predictions. For example, the 

current state-of-the-art technique YOLOv2 has achieved a mAP of 78.6 [28]. Janai et al. [81] 

discuss the importance of reliable object detection in the context of self-driving vehicles, in order 

to avoid accidents that might be life-threatening. The work also discusses the difficulties in object 

detection due to the wide variety of object appearances and occlusions caused by other objects.  

Gao et al. [79] mention the bottlenecks in accuracy, efficiency, and timeliness of detection, 

recognition, tracking, and segmentation techniques based on traditional RGB images due to 

insufficient depth information. Gene Lewis [80] discusses the challenges in the object detection 

problem ported to the self-driving vehicles, such as the optimization problems and the speed issues 

of the object detection pipeline. Hence, even though 100% accuracy is almost impossible, there is 

a need for continuous improvement in the confidence level with which an object is identified, until 

it is safe to put self-driving vehicles on the road. 

The aim of this research is to improve the confidence with which the system can confirm the 

presence of an object or obstacle at a location in the input image. An object is identified, and its 

3D pose is determined by making use of keypoint information from the 3D object models. A voting 

algorithm is developed to vote out the best 3D model from the repository corresponding to the 

dynamic object present in the input image. The voting algorithm also estimates a confidence score, 

which signifies the confidence with which the system can confirm the presence of the identified 
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object in the input image. The term “voting” was adopted for this algorithm from a similar work 

done by Tangruamsub et al. [1], where the authors used keypoint features from 2D images (instead 

of 3D models used in this thesis) to vote out the best candidates for object recognition and pose 

estimation. The identified object is then tracked to get its speed and location information. The 

estimated pose information along with the speed and location information is then used to update 

the recognized dynamic object on to a virtual city which acts as a repository of both the static and 

dynamic objects on the road in real-time. 

 

1.1 Google’s Self Driving Car 

 

Many companies like Tesla, Mercedes, Uber, Google, BMW, and Volvo already have their semi-

autonomous cars on the market. However, all of these require expensive hardware support and are 

still far from being fully autonomous vehicles. Among them is Google’s Self Driving Car. Google 

was the first company to make customer oriented driverless cars, but it is still far from viability. 

The car uses many highly advanced pieces of hardware for obstacle detection and therefore the 

overall cost of the vehicle is a major problem. However, this cannot be avoided as the vehicle 

needs to be able to detect and avoid obstacles like other cars, pedestrians, cyclists and animals. 

Google’s Self-Driving Car uses an array of detection technologies including sonar devices, stereo 

cameras, lasers, and radar. The LiDAR on top of the car is considered the heart of object detection. 

Google’s LiDAR system is great for generating an accurate map of the area surrounding the 

vehicle, but it is not ideal for monitoring the speed of other cars in real time. Therefore, the front 

and back bumper of the driverless car include radar. Hence, it is clear that many expensive 

hardware devices are currently being used for accurate object recognition. 
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Figure 1: Google’s Self-Driving Car prototype 

 

1.2 Object Recognition – How do self-driving cars see? 

 

In addition to reducing human effort on the road, it is anticipated that self-driving cars will make 

driving safer and therefore reduce the number of traffic accidents and fatalities. This will require 

these vehicles to have highly accurate object recognition techniques. A large amount of machine 

learning and computer vision research is currently focused on this area. Basically, there are two 

categories of object recognition in the context of autonomous driving: - Semantic Segmentation 

and Object Detection using rectangular bounding boxes [11]. However, these methods are mostly 

done with 2D images. The novel idea used by the proposed system of this research makes use of 

the keypoint feature information from 3D object models to identify the dynamic objects from a 

real-time input image. The use of keypoint features extracted from 3D object models for object 

matching and identification is anticipated to improve the confidence of object recognition. 
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1.3 Pose Estimation 

 

In the context of self-driving vehicles, the pose estimation of objects on the road is very significant 

in the autonomous navigation of the vehicle [12]. Pose estimation of recognized objects can be 

classified into two: 

a. Pose estimation of objects which do not change its structure significantly. 

b. Pose estimation of objects whose structure may change. 

Examples of objects whose structure does not significantly change include vehicles such as cars 

and trucks. Whereas examples of objects whose structure does change significantly include people, 

animals, and birds. This research also focuses on the pose estimation of identified objects on the 

road, which will provide additional information for the autonomous navigation systems of the self-

driving vehicles, to take good navigation decisions. 

In this thesis, Chapter 2 contains a detailed review of the previous work done on object recognition 

and pose estimation in autonomous vehicles. It also includes the prerequisite techniques for the 

proposed approach. Chapter 3 explains the proposed system in depth. Chapter 4 discusses the 

different scenarios that were considered during the implementation of the proposed idea along with 

the results obtained. Chapter 4 also compares and discusses the results obtained using the proposed 

approach with the other existing approaches. Chapter 5 includes the conclusion of the anticipated 

impact in this area of research. 
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Chapter 2: Literature Review 
 

This chapter discusses the relevant background of recent works in object recognition and pose 

estimation in the context of self-driving vehicles. This section also covers the technical background 

of object recognition and pose estimation using 2D and 3D images and how it can be extended 

with the proposed approach of using 3D object models to improve object recognition and pose 

estimation tasks. 

 

2.1 Object Recognition and Pose Estimation of Objects 

 

Object recognition is a computer vision technique that identifies objects in images or videos. 

Humans can easily spot people, objects, and other visual details when they view a photograph or 

watch a video. The goal of machine learning is to teach a computer to do what comes naturally to 

humans, specifically to gain a level of understanding of what objects an image contains. Figure 2 

below shows an illustration of using an object recognition algorithm to identify if an object is a cat 

or a dog [11]. 

 

Figure 2: Object recognition to identify different objects 
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Object recognition is one of the most important technologies used in autonomous vehicle 

navigation. It allows the recognition of vehicles and pedestrians on the road or other objects such 

as a lamppost or a stop sign.  

Pose estimation is a general problem in computer vision where the position and orientation of an 

object are detected [12]. It detects the keypoint locations that describe the object. Many prior works 

have been done on pose estimation of objects having skeletal structures such as humans, birds or 

animals, as well as on objects whose structure does not significantly change like that of cars. Figure 

3 below depicts pose estimation in humans and cars [12].  

 

Figure 3: Pose estimation in humans and cars 

 

Many researchers have explored different techniques for object recognition and subsequent pose 

estimation of objects on the road to improve the accuracy of object detection and ensure safe 

driving. Apart from the fact that driverless cars reduce human efforts on the road, it is anticipated 
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to make driving safer and reduce the number of road accidents. This motive requires that these 

cars need exemplary object recognition techniques. Plenty of different machine learning and 

computer vision researches are happening in this area every day. 

 

Figure 4: Object recognition in the context of autonomous cars 

 

There are two major categories of object recognition in the context of autonomous driving: 

a. Semantic Segmentation Technique 

b. Object Detection via bounding boxes 

The different approaches adopted so far in both the categories are discussed in detail in the below 

sections. 

 

2.2 Semantic Segmentation Techniques 

 

The semantic segmentation technique is understanding an image at the pixel level. In semantic 

segmentation each of the pixels gets labeled to identify an object belonging to a specific class. In 

other words, a class is assigned to each pixel in the image. 
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Many of the existing advanced deep learning networks for self-driving vehicles are based on 

semantic segmentation and objects are detected based on edge detection. Also, many pieces of 

research like the works done by Teichmann et al. [14] and Ros et al. [15] deal with autonomous 

driving technology based on the semantic segmentation technique. 

 

Figure 5: Semantic segmentation of objects on the road 

 

Some standard deep networks which are used as the basis of semantic segmentation systems are 

AlexNet (Krizhevsky et al. [15]), VGG-16 (Simonyan et al. [16]), GooLeNet (Szegedy1 et al. 

[17]), ResNet (He et al. [18]). 

Basically, a semantic segmentation architecture can be broadly considered as an encoder 

followed by a decoder. 

There are three main approaches which are currently adopted: 

a. Region Based Semantic Segmentation 

b. Fully Convolutional Network Based Semantic Segmentation 

c. Weakly Supervised Semantic Segmentation 
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2.2.1 Region Based Semantic Segmentation 

 

The region-based methods generally follow the “segmentation using recognition” pipeline, which 

first extracts free-form regions from an image and describes them, followed by region-based 

classification. There are three main region based deep learning segmentation approaches which 

were once state-of-the-art before the YOLO: R-CNN, Fast R-CNN and Faster R-CNN.  

2014: R-CNN – An early application of CNN to object detection – The goal of R-CNN is to take 

an image, and then correctly identify where the specific objects are within that image. The main 

idea of R-CNN is composed of two steps. First, using selective search, it extracts about 2000 

regions from the image. These are called the region proposals. 

 

Figure 6: The architecture of R-CNN (Image source: Girshick et al., 2014) 

 

These region proposals are wrapped into a square and fed into a convolutional neural network that 

produces a 4096-dimensional feature vector as output. The convolutional neural network acts as a 

feature extractor and the output dense layer consists of features extracted from the image. These 

extracted features are then fed into a support vector machine, to classify the object present within 

that candidate region proposal. However, the R-CNN has some issues. The training time of the 

network is very high, as 2000 region proposals per image need to be classified. It is not easy to 

implement the R-CNN in real time as it takes around 47 seconds for a single test image. Also, 
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since the selective search algorithm is a fixed algorithm, no learning happens at that stage. This 

could lead to bad candidate region proposals. 

2015: Fast R-CNN – Speeding up and Simplifying R-CNN – In Fast R-CNN instead of feeding 

the region proposals to the CNN, the input image is fed to the CNN to generate a convolutional 

feature map. The region of proposals is identified from the convolutional feature map and are then 

wrapped into squares.  

 

Figure 7: The architecture of Fast R-CNN. (Image source: Girshick, 2015) 

 

By using a RoI pooling layer, it is reshaped into a fixed size so that it can be fed into a fully 

connected layer. From the RoI feature vector, a softmax layer is used to predict the class of the 

proposed region and the offset values for the bounding box. Fast R-CNN is faster than R-CNN as 

there is no need to feed the 2000 region proposals to the convolutional neural network every time. 

Instead, as mentioned above, the convolution operation is done only once per image and the feature 

map is generated from it.  
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2016: Faster R-CNN – Speeding up Region Proposal 

Both R-CNN and Fast R-CNN uses selective search to find out the region proposals, which is a 

slow and time-consuming process affecting the performance of the network. Faster R-CNN is an 

object detection algorithm that eliminates the selective search algorithm and lets the network learn 

the region proposals. Just like the approach in Fast R-CNN, the image is provided as an input to 

the convolutional network which provides a convolutional feature map. 

 

Figure 8: An illustration of Faster R-CNN model. (Image source: Ren et al.,2016) 

 

Instead of using the selective search algorithm on the feature map to identify the region proposals, 

a separate network is used to predict the region proposals. The RoI pooling layer then reshapes the 

predicted region proposals and is then used to classify the image within the proposed region and 

predict the offset values for the bounding boxes. 
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2.2.2 Fully Convolutional Network Based Semantic Segmentation 

 

The original Fully Convolutional Network (FCN) learns the mapping from pixels to pixels, without 

extracting the region proposals. The main idea of FCN is to make the classical CNN take arbitrary-

sized images as input. CNNs have fixed fully connected layers which restricts them to accept and 

produce labels for specifically sized inputs only. However, the FCNs have only convolutional and 

pooling layers which give them the ability to make predictions on arbitrary-sized inputs. Figure 9 

below shows the FCN architecture [46]. 

 

Figure 9: FCN Architecture 

 

 

2.2.3 Weakly Supervised Semantic Segmentation 

 

Most of the relevant methods in semantic segmentation rely on many images with pixel-wise 

segmentation masks. However, manually annotating these masks is quite time-consuming, 

frustrating and commercially expensive. The weakly supervised methods are dedicated to fulfilling 

the semantic segmentation by utilizing annotated bounding boxes. 
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Figure 10: Weakly supervised semantic segmentation 

 

 

2.3 Object Detection via Bounding Boxes 

 

This technique bounds the location of an object in the frame with a rectangular box. There are 

many high performing object detection models which detect multiple objects in a scene 

simultaneously in a very short time. The bounding boxes are a simpler way to describe the location 

of an object when compared to the segmentation technique. The CNNs could usually only classify 

images with a single object that take a sizable portion of it. This issue was solved using the sliding 

window approach. However, to identify the different object with various sizes, multiple window 

sizes are required which needs to be slide over the image. However, this is computationally very 

expensive and hence the YOLO was introduced. In case of the YOLO network, the image is split 

up into a grid and the entire image is run through a convolutional neural network. 

YOLO – You Only Load Once 

You only load once (YOLO) is a state-of-the-art, real-time object detection system. YOLO applies 

a single neural network to the full image. This network divides the image into regions and predicts 

the bounding boxes along with probabilities for each region. These bounding boxes are weighted 
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by the predicted probabilities. One of the advantages of YOLO is that it looks at the whole image 

during the test time. Unlike R-CNN, which requires thousands of networks for a single image, 

YOLO makes predictions with a single network. This makes the algorithm extremely fast, over 

1000 times faster than R-CNN and 100 times faster than Fast R-CNN. Figure 11 shows the 

illustration of the YOLO [28]. 

 

Figure 11: Illustration of YOLO 

 

 

2.4 3D Object Recognition 

 

With the increased availability of 3D data and the 3D sensors popularization, the 3D object 

classification and recognition area have had a growing boost in the last few years. There are various 

applications for the methods developed in this area which range from the field of robotics, directed 

to robot movement in environments and object manipulation by robotic arms, to the security 

domain, where the techniques of recognition and classification of 3D objects are used to detect 

possible danger objects. When considering a sophisticated technology like the autonomous 
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vehicles which deals with lives of people on the road, it seemed to be a good idea to make use of 

the 3D model information of the different objects on the road for recognizing them in the real-time 

images.  

Object recognition is one of the basic application domains in computer vision. Extensive research 

has been and is still being done in this area, especially in 3D. 3D object recognition can be defined 

as the task of finding and identifying objects in the real world from an image or a video sequence. 

Object recognition is still a hot research topic in computer vision because it has many challenges 

such as viewpoint variations, scaling, illumination changes, partial occlusion, and background 

clutter. Many approaches and algorithms are proposed and implemented to overcome these 

challenges. 

The object recognition research community can be split into two: Those who deal with 2D images 

and those who deal with 3D point clouds or meshes. By projecting the scene onto a plane by 

capturing the light intensity detected at each pixel, the 2D images can be created. Alternatively, 

3D point clouds capture the 3D coordinates of points in the scene. The main difference between 

two dimensional and three-dimensional data is that 3D data includes depth information whereas 

2D data does not. Cheaper sensors have been developed to acquire the 3D data from the real 

environments, such as RGB-D cameras. Mustafa et al. [47] and Krystof et al. [48] proposes works 

which make use of RGB-D cameras for object recognition. RGB-D cameras, such as the Microsoft 

Kinect, capture a regular color image (RGB) along with the depth (D) associated with each pixel 

in the image. Since the approach is being applied to the self-driving vehicle domain, it is important 

to first evaluate the different requirements and constraints for this application before deciding on 

the 3D object recognition technique. Various applications impose different requirements and 

constraints as discussed below: 



17 
 

a)  Evaluation Time:  In most of the industrial applications, the data need to be processed in 

real-time. In the case of self-driving vehicles, evaluation time is crucial to determine the 

correct navigation of the car in real time.  The evaluation time depends strongly upon the 

number of pixels covered by the object as well as the size of the image area to be examined. 

b) Accuracy: In the autonomous driving application, the object position needs to be 

determined very accurately. The error bounds cannot exceed more than a fraction of a pixel, 

else it might result in disastrous events.  

c) Recognition ability: In the scenario of autonomous driving, it is required that the rate of 

false detection must be almost zero to ensure safe driving. 

d) Invariance: In the autonomous driving scenario, it is worthwhile to achieve invariance with 

respect to illumination, scale, rotation, background clutter, occlusion, and viewpoint 

changes. 

The 3D object recognition techniques can be categorized into four groups: geometry-based 

methods, appearance-based methods, three-dimensional object recognition schemes, and 

descriptor-based methods [29, 49,50,51,52]. In geometry- or model-based object recognition, the 

knowledge of an object's appearance is provided by the user as an explicit CAD-like model. Only 

the 3D shape is described and properties such as color and texture are not included. In contrast, 

the Appearance-based methods do not require an explicit user-provided model for object 

recognition. The object representations are usually acquired through an automatic learning phase, 

and the model typically relies on surface reflectance properties.  

Some methods intend to locate the 3D position of an object in a single 2D image, essentially by 

searching for features which are invariant to viewpoint position. The overall system proposed in 

this research tries to make use of this approach, where the 3D models of the objects are rendered, 
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and the 3D keypoints are determined by selecting the feature points that are invariant to viewpoint 

position. This explained in detail in the next section.  

Geometry – or – model-based object recognition techniques have many advantages like invariance 

to viewpoint and illumination. Also, they have a well-developed theory as many effective 

algorithms exist for analyzing and manipulating geometric structures. In contrast, most recent 

research efforts have been centered on appearance-based techniques such as advanced feature 

descriptors and pattern recognition algorithms. They typically include two phases. In the first 

phase, from the set of reference images, a model is constructed. The set includes the appearance 

of the object under different orientations, different illuminants and potentially multiple instances 

of a class of objects, for example, cars. In the second phase, parts of the input image (sub-images 

of the same size as the training images) are extracted, possibly by segmentation (by texture, color, 

motion) or by exhaustive enumeration of image windows over the whole image. The recognition 

system then compares an extracted part of the input image with the reference images. However, 

the major limitation of the appearance-based approaches is that they require isolation of the 

complete object of interest from the background and is hence sensitive to occlusion and require 

good segmentation. 

The three-dimensional object recognition schemes are used by some applications that require a 

position estimate in 3D space and not just in the 2D image plane. Such systems make use of sensors 

which generates 3D data and perform matching in 3D space. Another way to determine the 3D 

pose of an object is to estimate the projection of the object location in 3D space onto a 2D camera 

image. Such a data representation is not “full” 3D yet and therefore is often called 2.5D.  

Now, when it comes to object recognition in "real-world" scenes, characterization with geometric 

primitives like lines or circular arcs is not suitable and the algorithm must compensate for the 
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heavy background clutter and occlusion. Schmid and Mohr [53] suggested a two-way method for 

image-content description. In the first step, the keypoints are detected, i.e. points that exhibit 

salient characteristic like the corner of a building. Subsequently, for each interest point, a feature 

vector called region descriptor is calculated. Each region descriptor characterizes the image 

information available in a local neighborhood around one interest point. Figure 12 illustrates the 

strategy suggested by Schmid and Mohr [53]. 

 

 

Figure 12: Illustration of strategy suggested by Schmid and Mohr 

 

Object recognition can then be performed by comparing the information of region descriptors 

detected in a scene image to the information of region descriptors in a model database. A similar 

technique is being adopted in the proposed method. However, the proposed approach extracts 

keypoint features from the 3D object models and stores them in a repository.  

The 3D data are obtained using different methods which makes use of extra hardware, for e.g. 

sensors. Most of the semi-autonomous cars now in the market, use a variety of expensive sensors 

for this purpose. Cost is hence one of the drawbacks of the autonomous cars today. Stereo 

photogrammetry or photogrammetry based on a block of overlapped images is the primary 
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approach for 3D mapping and object reconstruction using 2D images. Acquisition from acquired 

sensor data is done using a variety of sensors, including stereo cameras, time of fight laser scanners 

such as LiDARs, as well as infrared sensors such as the Microsoft Kinect or Panasonic DI-Imager. 

All these sensors can only capture a single view of the object with a single scan. This view is 

referred to as a 2½D scan of the object. Therefore, to capture the entire 3D shape of the object, the 

sensor captures multiple instances of the object from different viewpoints. The process of 

determining the similarity between the scene object and the model stored in a repository is one of 

the important tasks in 3D object recognition. This is done by computing the distance between 

feature vectors. In general, the recognition must search among the possible candidate features for 

identification of the best match and then assign the label to the matched object in the scene [54]. 

Based on the characteristics of the shape descriptor, the 3D object recognition methods can be 

divided into two main categories: global feature methods and local feature methods [54]. Figure 

13 below shows a general 3D object recognition system [29]. Points from an image which gives 

the best definition for an object are called the keypoint features and they are very important and 

valuable in applications of image processing like object detection, object and shape recognition, 

and object tracking. Extracting these keypoint features helps to find the same objects in another 

image. Hence, it could be said that keypoints give the best information from an image. 
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Figure 13: A general 3D object recognition system 

 

Some of the important feature extraction techniques are discussed briefly below: 

 

A. Harris Corner Detector: Harris and Stephens [55] developed an approach to extract corners 

and infer the contents of an image. In the context of the autonomous vehicles, it requires 

that the car recognizes static objects like buildings on the roadside. The detection of corner 

points of buildings will give more information regarding the pose and shape of the 

buildings. A corner is so special because, as it is the intersection of two edges and 

represents a point in which the directions of these two edges change. The Harris corner 

detector is popular because it is independent of rotation, scale, and illumination variations. 

B. The SIFT Algorithm: Lowe [56] developed a feature detection and description technique 

called SIFT (Scale Invariant Feature Transformation). The keypoints are extracted and 

described as a vector. The resulting vectors can be used to find reliable matches between 

different images for object recognition, camera calibration, and 3D reconstruction. SIFT 

consists of three basic stages. First, the keypoints are extracted from the image. Then, these 
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keypoints are described as 128 vectors. Finally, the last step is the matching stage. This is 

depicted in Figure 14 below [29]. 

 

Figure 14: Graphical representation of SIFT algorithm 

 

C. The SURF Algorithm: Bay et al. [57] developed the SURF Algorithm which is based on 

the SIFT algorithm [56]. It achieves higher speed than SIFT using integral images and 

approximations. These integral images are used for convolution. Like SIFT, SURF also 

works in three main stages: extraction, description, and matching. The difference between 

SIFT and SURF is that SURF extracts the features from an image using integral images 

and box filters. 

D. The ORB Algorithm: The ORB algorithm has several advantages over the more established 

vector-based descriptors such as SIFT and SURF. ORB [58] is scale and rotation invariant, 

robust to noise and affine transformations. The algorithm is a combination of the FAST 

keypoint detection with oriented keypoints added to the algorithm. 

E. The Bag-Of-Features Algorithm: A Bag of Features method proposed by Stephen et al. 

[59], represents images as order less collections of local features. At a high level, the 
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procedure for generating a Bag of Features image representation is illustrated in Fig 15 and 

summarized as follows [59]: 

1) Build Vocabulary: Extract features from all images in a training set. Vector quantize, or 

cluster, these features into a “visual vocabulary,” where each cluster represents a “visual 

word” or “term.” In some works, the vocabulary is called the “visual codebook.” Terms in 

the vocabulary are the codes in the codebook. 

2) Assign Terms: Extract features from a novel image. Use Nearest Neighbors or a related 

strategy to assign the features to the closest terms in the vocabulary. 

3) Generate Term Vector: Record the counts of each term that appears in the image to 

create a normalized histogram representing a “term vector.” This term vector is the Bag of 

Features representation of the image. Figure 15 below represents the Process for Bag of 

Features Image Representation [29]. 

 

Figure 15: Process for Bag of Features Image Representation 
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All the previous works have done 3D object recognition from three different aspects: 3D object 

recognition from range images, 3D local descriptors, and 3D object recognition based on stereo 

vision. The method proposed in this research aims to use similar keypoint feature extraction 

technique followed by feature matching approach, using 3D object models. The KeypointNet [23] 

model is used for extracting the keypoint features from the 3D models after rendering it which 

serves as input to the proposed system which will be discussed in detail in Chapter 3. 

 

 

2.5 Object Recognition and Pose Estimation of Cars using 3D Models 

 

The proposed system uses 3D models in the .obj file format for building up the input repository 

with the keypoint features extracted from these models. Figure 16 below shows a sample 3D car 

model (.obj). The OBJ file extension is known as Wavefront 3D Object File which was developed 

by Wavefront Technologies. The .obj is a file format used for a three-dimensional object 

containing 3D coordinates (polygon lines and points), texture maps, and another object 

information [61]. 

 

 

 

 

Figure 16: Sample 3D car model (.obj) 

 

The .obj images need to be rendered to extract the optimal set of keypoints for recovering the 

relative pose between two views of an object. 



25 
 

Rendering of the 3D model 

The image formation is the process by which a 3D representation of a scene is reduced to a 2D 

representation of that same scene, an image. 

3D scene → transformation → 2D image 

Figure 17 below illustrates the Image Formation: Pinhole model [62]. 

 

Figure 17: Image Formation: Pinhole model (Perspective model) 

 

An image point (pixel), given by its image coordinates, is the result of a three-step transformation 

of a physical point defined in a scene reference frame.  

The following three steps are applied in sequential order: 3D Euclidean Transformation, 3D-2D 

transformation, 2D-2D transformation. 

a. A 3D Euclidean Transformation – 3D rigid displacement where a scene point, initially 

defined in the scene reference frame, is transformed so that they would be defined in the 
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camera reference frame. This transformation has 6 parameters corresponding to a 3D 

rotation and 3D translation. 

b. A 3D-2D Transformation – 3D points defined in the camera reference frame are projected 

onto the image plane. These new points are called normalized coordinates. 

c. A 2D-2D Transformation – The normalized coordinates expressed in the scene metrics, 

undergo a 2D affine transformation to become defined in pixels in the image plane 

reference frame. 

After the three steps, a perspective projection of the 3D point, P = (X, Y, Z, 1) onto the pixel p = 

(u, v, 1) is done using the projection matrix information. u and v can be defined using below 

equations [62]: 

𝑢 =  
𝑚11𝑋+𝑚12𝑌+𝑚13𝑍+𝑚14

𝑚31𝑋+𝑚32𝑌+𝑚33𝑍+𝑚34
  

𝑣 =  
𝑚21𝑋+𝑚22𝑌+𝑚23𝑍+𝑚24 

𝑚31𝑋+𝑚32𝑌+𝑚33𝑍+𝑚34
   

It is clear from the above equation of u and v that, u and v coordinates make use of the X, Y, Z 

information of the image plane onto the pixel, thus saving the depth information. 

Results of rendering a car model (.obj)  

Consider the 3D car model from ShapeNet [60] dataset, shown in Figure 18 below. 

 

 

Figure 18: Different views of 3D car model 
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Blender tool along with python scripting is used to render the 3D object model to 2D images with 

different possible orientations. The script also generates the rigid relative transformations of the 

different 3D object views onto the camera reference frame as discussed before. 

For the 3D car model shown in Figure 18, below are some of the rendered images in different 

views. 

 

Figure 19: Rendered images of 3D car models 

 

The next task is to extract keypoints from these rendered images which would serve as input into 

the proposed algorithm of this research. The approach by Suwajanakorn et al. [23], presents 

“KeypointNet” which is an end-to-end geometric reasoning framework to learn an optimal set of 

category-specific 3D keypoints, along with their detectors. This architecture is being used by the 

proposed system to extract the keypoint features from the 3D models. The details of KeypointNet 

are discussed below. 

KeypointNet 

All the prior works used supervised task for finding keypoints from 3D objects, where a list of 

keypoints is given, and the goal is to proximate to those keypoints. However, selection and 

consistent annotation of keypoints in images of an object category are expensive and ill-defined. 

The KeypointNet model[23], finds the optimal set of 3D keypoints for a downstream task, without 

keypoint ground truth. Basically, when a rendered image is passed through KeypointNet, it 

predicts an ordered list of 3D keypoints, defined as pixel coordinates and associated depth values. 
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The network focuses on the task of relative pose estimation at training time, were given two views 

of the same object with a known rigid transformation T, the aim is to predict optimal lists of 3D 

keypoints, P1 and P2 in the two views that best match one view to the other as depicted in Fig 20 

below [23]. 

 

Figure 20: Training and Inference stages of KeypointNet 

 

An objective function O (P1, P2) is formulated, based on which one can optimize a parametric 

mapping from an image to a list of keypoints. The objective consists of two primary components: 

• A multi-view consistency loss that measures the discrepancy between the two sets of points under 

the ground truth transformation. 

• A relative pose estimation loss, which penalizes the angular difference between the ground truth 

rotation R vs. the rotation 𝑅̂ recovered from P1 and P2 using orthogonal procrustes. 

There is a pair of images (I, I') of the same object from different viewpoints in each training tuple, 

along with their relative rigid transformation T ϵ SE (3) which transforms the underlying 3D shape 

from I to I'. T has the following matrix form: 

 𝑇 =  [𝑅3 𝑥 3 𝑡3 𝑥 1

0 1
] , where R and t represents 3D rotation and translation respectively. 
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The goal of the multi-view consistency loss is to ensure that the keypoints track consistent parts 

across different views. To ensure that a 3D keypoint in one image projects onto the same pixel 

location as the corresponding keypoint in the second image, the approach assumes a perspective 

camera model with a known global focal length f. [x, y, z] denotes 3D coordinates, and [u, v] 

denotes pixel coordinates. The projection of a keypoint [u, v, z] from the image I into the image I' 

(and vice versa) is given by the projection operators: 

[𝑢̂, 𝑣, 𝑧̂, 1]𝑇 ~  𝜋𝑇𝜋−1([𝑢, 𝑣, 𝑧, 1]𝑇) 

[𝑢′̂, 𝑣′̂, 𝑧′̂, 1]𝑇 ~  𝜋𝑇−1𝜋−1([𝑢′, 𝑣′, 𝑧′, 1]𝑇) [23] 

where, for instance, 𝑢̂ denotes the projection of u to the second view, and 𝑢̂' denotes the projection 

of u' to the first view. Here, π: R4 ⟶ R4 represents the perspective projection operation that maps 

an input homogeneous 3D coordinate [x, y, z, 1] T in camera coordinates to a pixel position plus 

depth: 

𝜋([𝑥, 𝑦, 𝑧, 1]𝑇) = [
𝑓𝑥

𝑧
,

𝑓𝑦

𝑧
, 𝑧, 1]𝑇 = [𝑢, 𝑣, 𝑧, 1]𝑇 

The symmetric multi-view consistency loss is defined as [23]: 

Lcon = 
1

2𝑁
∑ ||[𝑢𝑖, 𝑣𝑖, 𝑢𝑖′, 𝑣𝑖′]𝑁

𝑖=1
T – [û𝑖′, ṽ𝑖′, û𝑖, ṽ𝑖]T||2 

The pose estimation objective is a differentiable objective that measures the misfit between the 

estimated relative rotation 𝑅̂  (computed via Procrustes’ alignment of the two sets of key points) 

and the ground truth R. The pose estimation objective is defined as [23]: 

Lpose = 2 arcsin(
1

2√2
)||Ř − 𝑅||F) 
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Empirically, the pose estimation objective helps significantly in producing a reasonable and natural 

selection of latent keypoints, leading to the automatic discovery of interesting parts such as the 

wheels of a car. This is because these parts of the car are geometrically consistent within an object 

class (e.g., circular wheels appear in all cars), easy to track, and spatially varied, all of which 

improve the performance of the downstream task. Hence, this approach for keypoint detection 

seemed very appropriate for the proposed system. 

KeypointNet Architecture 

In order to ensure the translation equivariance for the mapping from images to keypoints, the 

network outputs a probability distribution map gi(u; v) that represents how likely keypoint i is to 

occur at pixel (u, v), with Σu,v gi(u, v) = 1. A spatial softmax layer is used to produce such a 

distribution over image pixels. Then the expected values of these spatial distributions are computed 

to recover a pixel coordinate as [23]: 

[ui, vi]
T = ∑ [𝑢 . 𝑔𝑖(𝑢, 𝑣), 𝑣 . 𝑔𝑖(𝑢, 𝑣)]𝑢,𝑣

T 

For the z coordinates, a depth value is predicted at every pixel, denoted di (u, v), and computed as 

[23]: 

zi = ∑ 𝑑𝑖(𝑢, 𝑣)𝑔𝑖(𝑢, 𝑣)𝑢,𝑣  

All kernels for all layers are 3×3, and 13 layers of dilated convolutions is stacked with dilation 

rates of 1, 1, 2, 4, 8, 16, 1, 2, 4, 8, 16, 1, 1, all with 64 output channels except for the last layer 

which has 2N output channels, split between gi and di. LeakyRelu and Batch Normalization is used 

for all layers except the last layer. The output layers for di have no activation function, and the 

channels are passed through a spatial softmax to produce gi. Finally, gi and di are then converted 

to actual coordinates pi using the above equations. 
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2.6 Object Recognition and Pose Estimation of Humans using 3D Models 
 

In the context of autonomous driving, there are a variety of objects to consider on the road. In the 

scope of this research, only dynamic objects on the road are considered. As discussed earlier, this 

can be mainly classified into two groups: 1) The objects whose structure does not change 

significantly, for e.g. cars, trucks, cycle and 2) Objects whose structure changes significantly, for 

e.g. humans, animals, and birds. Once the object recognition is done and the keypoints are detected 

and matched, it gives the coordinate information of the keypoints and the matched 3D model of 

the recognized object from the repository along with the pose information.  

The pose estimation in case of objects whose structure doesn’t change much is straight forward. 

As discussed in section 2.5, KeypointNet uses the pose estimation objective which helps 

significantly in producing a reasonable and natural selection of latent keypoints, leading to the 

automatic discovery of interesting parts of the object, such as the wheels of a car. Hence the 

keypoint coordinate information itself gives the pose of the car on the road. In the proposed system, 

the direction of car movement (Left, Right, Towards, Away) is retrieved from the annotation file 

of the matched model. This information is then used by our virtual city module (discussed in 

chapter 3) for updating the recognized object information in the virtual city. 

The pose estimation for the objects whose structure changes, like that of humans is not this easy. 

A good literature survey was done in this area due to the complexity of determining the 3D pose 

and shape of the humans on road. Since most of the approaches only dealt with single humans in 

an image, it didn’t seem convenient for use in the proposed system of autonomous driving as there 

would be always multiple people on the road. However, the approach by Guler et al. [40], called 

the “DensePose”, establishes dense correspondences between an RGB image and a surface-based 

representation of the human body, referred to as dense human pose estimation. The approach 
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introduces the first manually-collected ground truth dataset for the task, by gathering dense 

correspondences between the SMPL model [41] and the person appearing in COCO dataset. The 

SMPL model is briefly explained below, before diving deep into the approach and implementation 

details of the DensePose.  

 

SMPL: A Skinned Multi-Person Linear Model 

Realistic human body models are important for many graphics, economics and computer vision 

applications. Many of the realistic models are from data but are not compatible with the existing 

rendering engines. In contrast, the SMPL model accurately represents a wide variety of body 

shapes in natural human poses. The parameters of the model are learned from data including the 

rest pose template, blend weights, pose-dependent blend shapes, identity-dependent blend shapes, 

and a regressor from vertices to joint locations. Figure 21 below shows the SMPL model(orange) 

fit to ground truth 3D meshes(gray) [41]. 

 

Figure 21: SMPL model (orange) fit to ground truth 3D meshes (gray) 

 

SMPL is compatible with existing graphics pipeline because it is based on standard skinning 

methods. Figure 22 below represents the standard skinning [64]. 
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Figure 22: Representation of Standard Skinning 

 

A skinned body model defines the vertices of a template T and a rest pose, joint positions J and 

blend weights W. Given the pose of the skeleton 𝜃, skinning computes the vertex locations of the 

mesh using a linear blending of the vertices based on rotations of different parts. SMPL contains 

template mesh T in an initial pose and sets to the template to represent the new body shapes and 

pose-dependent shape changes. From training scans the shape blend shapes are learned, that 

capture the variation in human shape. Adding different combinations of shape blend shapes 

produces different body shapes. SMPL predicts the joint positions for a given body shape as the 

function of mesh vertices. These are shown in white dots in Fig 23 below. From training scans of 

people in many poses, the pose blend shapes are learned that capture how real bodies differ from 

blend skin bodies. Given a pose, SMPL computes the linear contribution of these blend shapes, 

the correct skinning errors and produce realistic pose-dependent deformations. Finally, SMPL uses 

standard blend skinning to transform the deformed template shape to the desired pose. The shape 

blend shapes are learned from approximately 4000 body scans from US and European CEASAR 

[42] datasets.  
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Figure 23: SMPL Model Pipeline 

 

This SMPL models are used in the “DensePose” for 3D human pose estimation.  

 

DensePose: Dense Human Pose Estimation in the Wild 

The DensePose basically establishes dense correspondences between an RGB image and surface-

based representation of the human body. The authors (Guler et al. [40]) mapped out every single 

pixel of a human body in the video/image. Any human in an image or video is a 2D grid of pixels, 

which humans can indeed tell is a 3D object represented by a 2D grid. The same must be achievable 

by the machine, i.e. transform the 2D human into a 3D model. DensePose tries to create a 

“correspondence”, which is a computer vision term that is a measure of how well the pixels in one 

image correspond to pixels in another image. Here it is a 2D to 3D image correspondence. Since 

it requires that all the pixels be as close together as possible it is called dense correspondence. This 

method would require some object detection, object segmentation and pose estimation. As shown 

in Figure 24 below, in the first stage the annotators were asked to delineate regions corresponding 

to visible, semantically defined body parts like the Head, Torso, Lower/Upper Arms, Lower/Upper 
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Legs, Hands, and Feet. Figure 24 below shows Part segmentation, Marking Correspondences and 

Surface Correspondence [40]. 

 

Figure 24: Part segmentation, Marking Correspondences and Surface Correspondence 

illustrative representation 

 

In Figure 24, the red cross indicates the currently annotated point. The surface coordinates of the 

rendered views localize the collected 2D points on the 3D model. 

For heads, hands, and feet, the annotators used the manually obtained UV fields provided in the 

SMPL model [41]. For rest of the parts, the annotators obtained the unwrapping via multi-

dimensional scaling applied to pairwise geodesic distances. The UV fields for the resulting 24 

parts are visualized in Figure 25 below. All these annotations where labelled with their 

corresponding 3D body part which acted as the label. This was done for 50K human images of the 

COCO dataset which summed up to be a total of 5 million manually annotated correspondences 

yielding the new DensePose-COCO dataset. The annotators estimated the body part behind the 

clothes so that for instance wearing a large skirt would not complicate the subsequent annotation 

of correspondences. In the second stage, every part region is sampled with a set of roughly 

equidistant points obtained via k-means. In order to simplify this task, the part surface is 'unfolded' 

by providing six pre-rendered views of the same body part and allows to place landmarks on any 
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of them (Figure 26). In Figure 25, the picture in left shows the image and the regressed 

correspondence by DensePose-RCNN. The middle image shows the DensePose COCO Dataset 

annotations and the picture in the right shows Partitioning and UV parametrization of the body 

surface [40]. 

 

Figure 25: Left: The image and the regressed correspondence by DensePose-RCNN, Middle: 

DensePose COCO Dataset annotations, Right: Partitioning and UV parametrization of the body 

surface 

 

This allows the annotator to choose the most convenient point of view by selecting one among six 

options instead of manually rotating the surface. As a point is indicated on any of the rendered part 

views, its surface coordinates are used to simultaneously show its position on the remaining views 

– this gives a global overview of the correspondence. Figure 26 below shows the user interface for 

collecting per-part correspondence annotations [40]. 

 

Figure 26: The user interface for collecting per-part correspondence annotations 
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The next task is to train a deep network that predicts dense correspondences between image pixels 

and surface points. The authors of DensePose [40], introduce improved architectures by combining 

the DenseReg [65] approach with the Mask-RCNN architecture [66], yielding the ‘DensePose-R-

CNN’ system. Cascaded extensions of DensePose-RCNN are developed that further improve 

accuracy. In the first step, a network classifies a pixel as belonging to either the background or one 

of the several region parts that give a rough estimate of the surface coordinates. This is essentially 

a labeling task that can be trained using gradient descent. In the second step, a regression model 

would indicate the exact coordinates of the pixel within the region part. Formally, in the first stage 

it will assign position L to the body part C that has the highest likelihood as calculated by the 

classification branch and in the 2nd stage it would use the regressor to place the point L in the 

continuous coordinate pair (u, v) as shown in Figure 27 below [67]. 

 

Figure 27: The classification and regression steps of DensePose architecture 

 

Both the classification and regression tasks are trained by minimizing a respective loss function. 

But the regression loss is only considered for a part if the pixel is within a specific part. It requires 

a lot of task for a single network, like part segmentation and pixel localization. The technique of 
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Region of Interest pooling is used to create regions and feed the resulting features into region- 

specific branches. This decomposes the complexity of the task into controllable modules, all of 

which could be trained jointly in an end to end approach. Therefore, it is a fully convolutional 

network on top of ROI pooling, that is, entirely devoted to two tasks. That is generating a 

classification and regression head that provide part assignment and part coordinate predictions. 

DensePose-R-CNN architecture is shown in Figure 28.  

 

Figure 28: DensePose R-CNN architecture 

 

To improve the accuracy of the model a technique called cascading is used. Cascading means using 

a collection of models with all the collected information from the output of one model as additional 

information for the next classifier in the cascade. 
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Figure 29: Cross-cascading architecture 

 

The output of the ROI aligns module feeds into the dense network as well as network for masking 

and keypoint tasks. The first stage predictions from all tasks are then combined and fed into a 

second stage refinement unit of each branch. 

‘DensePose’ predicts the pose of multiple humans and humans occluded by other humans or 

objects even in situations with a lot of distractions. It also predicts body parts behind the clothing. 

This makes it the best approach to be adopted into the overall proposed system. 

 

2.7 Related Works 

 

Table 1 below depicts the prominent works done so far by the researchers in this area along with 

their accomplishments and scope of improvements. 
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Title Author Year Accomplishments Scope of 

Improvement 

Discovery of 

latent 3D 

keypoints via 

end-to-end 

geometric 

reasoning 

S. 

Suwajanakorn, 

N. Snavely, J. 

Tompson, and 

M. Norouzi. 

2018 An end-to-end 

geometric reasoning 

framework based on 

deep learning 

architecture, to learn an 

optimal set of category-

specific 3D keypoints 

from rendered 3D 

models of cars, that are 

optimized for the 

downstream pose 

estimation task. 

 

No confidence 

measures of the 

detected keypoints on 

the real-time input 

images are estimated to 

evaluate the 

performance of pose 

estimation. 

YOLO9000: 

Better, Faster, 

Stronger 

Joseph Redmon, 

Ali Farhadi 

2016 A state-of-the-art, real-

time object detection 

system using deep 

learning architecture, 

that can detect over 

9000 object categories 

with high accuracies. 

Uses the normal 2D 

image COCO dataset 

for the deep learning 

network and still has 

scope to improve the 

accuracy when used for 

sophisticated systems 

like autonomous 
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vehicles which deals 

with human lives on the 

road. 

3D YOLO: end-

to-end 3D object 

detection using 

point clouds 

Ezeddin Al 

Hakim 

2018 A LiDAR based 3D 

object detection model 

that operates in real-

time, with emphasis on 

autonomous driving 

scenarios. 

The proposed model 

takes point cloud data 

as input and outputs 3D 

bounding boxes with 

class scores in real-

time. 

Less accurate, when 

compared to YOLOv2, 

which is currently the 

state-of-the-art.  

3D object 

recognition 

using a voting 

algorithm in a 

real-world 

environment 

S. 

Tangruamsub, 

K. Takada, and 

O. Hasegawa 

2011 An object detection and 

pose estimation 

method based on a 

voting technique, using 

keypoint features 

extracted from images 

giving improved 

Uses normal 2D images 

and an existing feature 

extraction technique 

like SIFT or SURF and 

does not exploit the 3D 

object models as is done 

our approach. 
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average precision and 

detection time. 

Towards 3D 

Human Pose 

Estimation in 

the Wild: a 

Weakly-

supervised 

Approach 

Xingyi Zhou, 

Qixing Huang, 

Xiao Sun, 

Xiangyang Xue, 

Yichen Wei 

2017 A weakly-supervised 

transfer learning 

method that uses mixed 

2D and 3D labels in a 

unified deep neural 

network which gives 

the 3D pose of the 

human in the image 

with good results. 

Even though the 3D 

poses with (x, y, z) 

coordinates are 

determined a complete 

reconstruction of the 

human 3D model for the 

pose in the real-time 

input image is not done. 

Deeply Learned 

Compositional 

Models for 

Human Pose 

Estimation 

Wei Tang, Pei 

Yu and Ying 

Wu 

2018 Exploits deep neural 

networks with a 

hierarchical 

compositional 

architecture and 

bottom-up/top-down 

inference stages to 

learn the 

compositionality of 

human bodies. In 

addition, the approach 

proposes a novel bone-

Uses 2D images and 

manual annotations for 

all images which is 

labour intensive. Does 

not necessarily give the 

3D information of the 

human in the image. 
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based part 

representation. 

Unite the 

People: Closing 

the Loop 

Between 3D and 

2D Human 

Representations 

Christoph 

Lassner, Javier 

Romero, Martin 

Kiefel, Federica 

Bogo, Michael 

J. Black, Peter 

V. Gehler 

2017 An approach to create 

high quality 3D body 

model fits for multiple 

human pose datasets 

called the UP-3D 

dataset with rich 

annotations. This 

dataset is then used to 

train models which 

predicted 31 segments 

and 91 landmark 

locations on the human 

body giving state-of-

the-art results for 3D 

human pose and shape 

estimation. 

The 3D model 

configuration does not 

always match the image 

evidence and it only 

recovers a rough pose. It 

also does not handle 

occluded or multi-

person scenarios. 

Neural Body 

Fitting: 

Unifying Deep 

Learning and 

Model-Based 

Mohamed 

Omran 

Christoph 

Lassner Gerard 

Pons-Moll Peter 

2018 The approach 

integrates a statistical 

body model within a 

CNN, leveraging 

reliable bottom-up 

It does not support 

challenging settings 

involving multiple, 

possibly occluded, 

people. 
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Human Pose and 

Shape 

Estimation 

V. Gehler Bernt 

Schiele 

semantic body part 

segmentation and 

robust top-down body 

model constraints. It 

presents a robust, 

efficiently trainable 

framework for 3D 

human pose estimation 

from 2D images 

DensePose: 

Dense Human 

Pose Estimation 

In The Wild 

Rıza Alp Güler, 

Natalia 

Neverova, 

Iasonas 

Kokkinos 

2018 An approach to 

establish dense 

correspondence 

between human pixels 

of an RGB image to the 

3D surface of human 

body. This seems to be 

very suitable in the 

context of autonomous 

vehicles as it handles 

large amounts of 

occlusion, scale, and 

pose variation. 

This approach has space 

for improvement when 

applied to a different 

domain like the self-

driving vehicles. For 

example, integrating 

our voting algorithm to 

this approach would 

help improve the 

confidence of pose 

estimation. 

Table 1: Review of object recognition and pose estimation methods 

 



45 
 

The previous researches in object recognition used different approaches with the state-of-the-art 

being deep learning approaches, like YOLO. In most of the previous approaches either semantic 

segmentation or object detection using rectangle bounding boxes was applied. For example, 

AlexNet (Krizhevsky et al. [16]), VGG-16 (Simonyan et al. [17]), GooLeNet (Szegedy1 et al. [18]) 

and ResNet (He et al. [19]) all delivered promising deep learning architectures with high accurate 

results, for use in semantic segmentation tasks of objects. A region based semantic segmentation 

approach was used by R-CNN (Girshick et al. [25]) in 2014. This was first replaced by a version 

with improved performance, the Fast-R-CNN (Girshick et al. [26]) in 2015 and later by the Faster-

RCNN (Girshick et al. [27]) in 2016. These approaches were once state-of-the-art before YOLO 

(Redmon et al. [28]) was introduced. YOLO tremendously decreased the computation time of 

training the model by loading the image into the network only once, unlike the other methods 

which use the selective search algorithm which requires greater computational time. All these 

approaches use 2D images to train their models and to perform object recognition.  

Object recognition is still a hot research topic in computer vision because it has many challenges 

such as viewpoint variations, scaling, illumination changes, partial occlusion, and background 

clutter. The major difference between two- and three-dimensional data is that 3D data include 

depth information which is not included in 2D data. There are many previous works which were 

implemented to overcome these challenges. The method proposed in this research aims to make 

use of the keypoint features extracted from 3D models to improve the confidence with which the 

system can confirm the presence of a recognized object at a location. Hence, a deep review was 

done on the previous works in different domains which did object recognition by extraction of the 

keypoint features. The survey paper by Carvalho et al. [8] comprises works of around 446 different 

approaches for object recognition using features of 3D models.  
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Many previous works make use of keypoint feature extraction from 2D images, RGB-D images, 

3D models and point cloud data for solving the object recognition problem of 3D objects in 

different domains. For example, Tangruamsub et al. [1], adopted an approach of learning and 

matching between model and image objects using a voting technique for object recognition and 

posterior pose estimation in the context of the car domain. Shimamura et al. [3] adopted a method 

of local feature extraction, followed by a candidate’s verification on the database and posterior 

matching evaluation through a geometric verification based on consistency constraints to handle 

3D viewpoint changes under cluttered scenes for robust object recognition. Wohlkinger et al. [4] 

used RGB-D images with CAD to address the problem of real-time 3D shape-based object class 

recognition. The work presents its scaling to many categories and the reliable perception of 

categories using a novel shape descriptor for partial point clouds based on shape functions which 

are capable of training on synthetic data and classifying objects from a depth sensor in a single 

partial view in a fast and robust manner. The approach by Socher et al. [5] uses a deep learning 

architecture based on a combination of convolutional and recursive neural networks (CNN and 

RNN) for learning features and classifying RGB-D images. Chi Li et al. [6] uses RGB-D images 

for semantic scene segmentation, partitioning the scene in different object regions, and object pose 

estimation through a model registration method.  

As mentioned earlier, the approach used in this research is different from the above methods as 

the proposed idea aims to extract keypoint features from 3D models of objects on the road and 

apply a voting algorithm to match it with the real-time input image features and determine the 

presence of the object with high confidence value along with the pose of the recognized object. 

Shah et al. [7] uses 3D object models to present a local surface description technique for automatic 

three-dimensional (3D) object recognition using detection of highly repeatable keypoints by 
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computing the divergence of the vector field at each point of the surface. Suwajanakorn et al. [23] 

uses the approach of an end-to-end geometric reasoning framework based on deep learning 

architecture, to learn an optimal set of category-specific 3D keypoints from rendered 3D car 

models which are optimized for the downstream pose estimation task. The KeypointNet model 

[23] is used in this research for extracting the keypoint features from the 3D models and the real-

time input images, which serve as input to the proposed algorithm. This is explained in detail in 

Chapter 3.  

Unlike objects which do not significantly change their structure, such as cars or trucks, object 

recognition and 3D pose estimation in case of the humans is complicated due to the complex 

structure and rich variation in poses, clothing, hairstyle, body shapes, occlusions, viewpoints, 

motion blur, and other factors. Various works have been done in this area recently and hence it is 

currently one of the hot topics in computer vision. Tang et al. [2] and Zhou et al. [34] use 2D image 

datasets as proposed by Sapp et al. [30], Johnson et al. [31], Andriluka et al. [32] and Ionescu et 

al. [33], for the human pose estimation task. Zhou et al. [34] uses a weakly-supervised transfer 

learning method that uses a 2D pose estimation sub-network with a 3D depth regression sub-

network in a unified deep neural network which gives the 3D pose of humans in the image with 

good results. Tang et al. [2] exploit deep neural networks with hierarchical compositional 

architecture and bottom-up/top-down inference stages to learn the compositionality of human 

bodies along with a novel bone-based part representation. The 2D keypoint prediction in humans 

has seen considerable progress in recent years and could be considered nearly solved in the works 

by Tang et al. [2], Insafutdinov et al. [9], Newell et al. [10] and Ramakrishna et al. [44]. 

The above discussed approaches do not make use of 3D human body models. Since the overall 

approach of the proposed system tries to utilize 3D models; works using 3D models to determine 
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human pose and shape were reviewed further.  However, 3D pose estimation from single images 

remains a challenge. An approach to creating high-quality 3D human body model fits for multiple 

human pose datasets called the UP-3D dataset with rich annotations is used in the work by Lassner 

et al. [38]. This dataset is then used to train models which predicted 31 segments and 91 landmark 

locations on the human body giving state-of-the-art results for 3D human pose and shape 

estimation. Varol et al. [35] and Saint et al. [37] present 3D human datasets. In the work by Saint 

et al. [37], the authors present a dataset named, 3DBodyTex, which consists of 3D body scans with 

high-quality texture information along with a fully automatic method for body model fitting to a 

3D scan. The approach used in Varol et al. [35] presents the SURREAL (Synthetic hUmans foR 

REAL tasks) dataset with synthetically generated but realistic images of people rendered from 3D 

sequences of human motion capture data. The approach by Loper et al. [41] is used by most of the 

human pose estimation research to generate the 3D human body shapes. SMPL (A skinned Multi-

Person Linear Model) [41] is a realistic 3D model of the human body that is based on skinning and 

blend shapes and is learned from thousands of 3D body scans. Based on the parameters provided 

it generates body images from the learned thousands of 3D body shapes. Omran et al. [39] use an 

approach that integrates a statistical body model within a CNN, leveraging reliable bottom-up 

semantic body part segmentation and robust top-down body model constraints. It presents a robust, 

efficiently trainable framework for 3D human pose estimation from 2D images. However, in 

Lassner et al. [38], the 3D model configuration does not always match the image evidence and 

only recovers a rough pose. The approach used in both the works of Lassner et al. [38] and Omran 

et al. [39] cannot handle occluded or multi-person scenarios. 

Guler et al. [40], introduced an approach to establish dense correspondences between human pixels 

of an RGB image to the 3D surface of the human body. This seems to be very suitable in the 
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context of autonomous vehicles as it handles large amounts of occlusion, scale, and pose variation 

and hence this approach is adopted by the proposed system for human pose estimation discussed 

later in Chapter 3. 

 

2.8 Thesis Statement 

 

2.8.1 Problem Statement 

 

The literature suggests that there is need for continuous improvement in the confidence level with 

which an object is identified, until it is safe to put self-driving vehicles on the road. The input into 

the proposed system is the image frames of the video of a real-time road scene captured by the 

camera attached to a self-driving vehicle. The main goal of this thesis is to perform object 

recognition and subsequent pose estimation of the dynamic objects from these image frames with 

the help of 3D object model information stored in the repository. The object tracking module 

provides additional information like the speed and location of the recognized object. The 

combination of the 3D information of the recognized dynamic object along with its speed and 

location is the output from the system and is anticipated to allow the autonomous navigation 

system of the self-driving vehicles to recognize the presence of a dynamic object at a given location 

with improved confidence which helps the system to take appropriate navigation decisions, thus 

ensuring smooth and safe driving. 

 

2.8.2 Thesis Contribution 

 

The major contributions of this thesis can be summarized as follows: 
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• The proposed system matches keypoint features of the dynamic objects in the input image 

with the keypoint feature information of 3D object models stored in the repository to find 

a suitable matching 3D model for each of the dynamic objects present in the input image. 

A voting algorithm has been developed for this purpose which also estimates a confidence 

score that signifies the confidence of the object identification. The results of the proposed 

approach show that this 3D model information improves the confidence of recognition and 

pose estimation of the dynamic objects in the input image. 

• Once the cars and pedestrians in the input image are recognized, the proposed system tracks 

these objects in order to get their location and speed information. 

• The 3D dynamic object model information along with their speed and location details are 

then used to update a virtual city with these objects in real-time.  

• The information of the dynamic objects from the virtual city can then be used by the 

autonomous navigation system of the self-driving vehicles to take appropriate navigation 

decisions. 

The previous works on recognition and pose estimation of dynamic objects, in the context of 

autonomous driving show the need for continuous improvement in the confidence level of obstacle 

detection before it is safe to put these self-driving vehicles on the road. The proposed system 

improves the confidence level of recognition and subsequent pose estimation of dynamic objects 

on the road. This thesis concentrates solely on cars and pedestrians under the dynamic object 

category. In the case of cars, the keypoint features of the cars in the input image are matched with 

the keypoint feature information of 3D car models stored in the repository. This research makes 

use of the KeypointNet [23] model to extract keypoints corresponding to very specific parts of a 

car (for example wheels and headlights). This helps in finding a suitable matching 3D car model 
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from the repository for the car identified in the input image. In the case of pedestrians, the complex 

structure of the human body makes the pose estimation task cumbersome. Building a 3D human 

model repository is a labour-intensive task which is beyond the scope of this thesis work. Hence, 

the DensePose [40] deep learning network developed by the Facebook research team is adopted 

and integrated into the proposed system of this research. DensePose [40] establishes dense 

correspondences between the pedestrians in the input image and a 3D surface-based representation 

of the human body. Once the cars and pedestrians in the input image are recognized, these objects 

are tracked to get their location and speed information. The objects are tracked from different 

frames of the input video and their location and speed information are determined. With the help 

of the results obtained, this research claims that the use of keypoint feature information extracted 

from 3D object models helps estimate the pose of objects with improved confidence, when 

compared to methods like Tangruamsub et al. [1] which use keypoint feature information extracted 

from 2D images or when compared to other deep learning techniques [28,84] for object recognition 

in self-driving vehicles. 
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Chapter 3: Proposed System 
 

This chapter discusses the proposed system developed for the recognition and pose estimation of 

dynamic objects on the road, followed by the tracking of recognized objects, in the context of self-

driving vehicles. The chapter contains the algorithm used to identify the dynamic objects with their 

pose and confidence scores. Once the dynamic objects are recognized, the proposed system tracks 

these objects to get their location and speed information. Additionally, the chapter discusses the 

relationship and contributions of this thesis to the other components of an overall system which 

was developed to tackle the various problems that are prevalent in self-driving vehicles today. 

 

3.1 Motivation 

 

There has been a lot of research taking place in the field of autonomous driving these days and yet 

a fully automated vehicle is still a dream. Additionally, the semi-autonomous cars that are available 

on the market, have recently been involved in pedestrian fatalities. For example, the two recent 

deaths involving Uber and Tesla vehicles using driverless systems have raised the debate on safety 

to such a level that it threatens to significantly delay or derail the adoption of the technology. It is 

clear that still there is a lot of room for improvement in the technologies used for autonomous 

vehicles. This system proposes a new approach to improve the object recognition and pose 

estimation techniques, which is discussed in detail in the following sections. 
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3.2 Relation of the thesis to other components of the overall system 

 

This research work is related to the overall system shown in Figure 30. The relation and 

contributions of this thesis to the overall system is discussed below. 

There are basically six different modules for this system which are interconnected with each other. 

 

 

Figure 30: Flowchart of the overall system 
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The overall system primarily deals with the creation of a virtual city from open source/cloud VGI 

data such as 2D street views and satellite images. This virtual city contains 3D models of static 

objects like buildings and variable objects like trees. Apart from this, a repository containing the 

3D models of dynamic objects (such as cars) is created separately. The module marked in blue in 

Figure 30 shows the real-time video (image sequence) passed as input into the overall system. The 

keypoint features of the input image are identified along with the orientation details. The module 

marked in yellow in Figure 30 is the static and variable object elimination module. In this module, 

the identified keypoint features of the static objects like buildings or variable objects like trees in 

the input image are matched with the 3D models of these static objects present in the virtual city. 

The matching of the keypoint features of static objects in the input image with the keypoints of the 

3D models of the static objects in the virtual city verifies the presence of the static or variable 

object at a location. Once verification is done, the static and variable objects are removed and only 

the dynamic objects are retained. This reduces the processing time as only the recognition of the 

objects which would impact the navigation of the car need to be taken care of. The module marked 

in red in Figure 30 is the area dealt with by this thesis. This module handles the object recognition 

and pose estimation of the dynamic objects present in the input image. This module additionally 

tracks the recognized object from multiple frames of the input video. The recognized object with 

its pose information along with the objects speed and location details are used to update the virtual 

city with the identified dynamic objects in real-time. The module marked in light green in Figure 

30 updates the simulation of the dynamic objects in to the virtual city and uses this information 

along with IoT (internet of things) to determine the navigation of the self-driving vehicle. 
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3.2.1 Modules of the overall system directly related to the thesis research 

 

The modules of the overall system which are directly related to this thesis are mainly the virtual 

city module (marked in green), the extraction of object features module (marked in pink) and the 

dynamic object detection module (marked in light green). The virtual city module and the 

extraction of object features module act as input into the proposed system. The dynamic object 

detection module then uses the output from the proposed system for determining the navigation 

decisions of the self-driving vehicle. The three modules which signify the contribution of this 

thesis to the overall system are explained in detailed below. 

1. Creation of the Virtual City: A virtual city is first created from open source VGI data 

such as 2D street views and satellite images. 3D structural files are extracted with 3D 

structures of the buildings. These are rendered, and the final 3D structure is obtained, with 

the geolocation information externally mapped on to the model. By extracting real-world 

images and georeferencing them, the textures are mapped onto buildings in the 3D model. 

In this way, a virtual city with static objects like buildings and variable objects like trees is 

created. Later this virtual city is updated with dynamic objects in real-time. The virtual city 

with 3D static, variable and dynamic object model information present in real-time road 

scenes is used by the autonomous navigation system to determine the correct navigation 

decisions for the self-driving car. This module is marked using a dark green rectangle box 

in Figure 30. 

2. Key point Extraction and Dataset Creation: As discussed earlier, in the scope of this 

thesis only cars and humans are considered in the category of dynamic objects. In the case 

of cars, the 3D object models stored in the repository are rendered as mentioned in Section 

2.4.1. KeypointNet [23] is used to extract the keypoint features from different rendered 
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views of 3D car models. The coordinate information of the identified keypoints of the 

rendered image, orientation information details of each keypoint and the direction that the 

car is moving in (Left, Right, Towards, Away) are stored in annotation files. In the case of 

humans, the DensePose [40] model is adopted and integrated into the overall system for 

human pose estimation. The DensePose [40] model has its own manually-collected ground 

truth dataset called the COCO-DensePose dataset which annotates dense correspondence 

between the image and a 3D surface model by asking the annotators to segment the image 

into semantic regions and to then localize the corresponding surface point for each of the 

sampled points on any of the rendered part images. The surface coordinates of the rendered 

views localize the collected 2D points on the 3D model. 

The dynamic object recognition module uses this repository for matching the keypoint 

features of the dynamic objects in the input image with the keypoint feature information of 

the 3D object models stored in the repository, and a suitable 3D model corresponding to 

the object in the input image is retrieved. This module is marked using a pink rectangle 

box in Figure 30.  

3. Dynamic Object detection using IoT:  This module uses the information from the 

dynamic object recognition module to update the virtual city with dynamic objects on the 

road in real-time. The recognized object with its pose information along with the speed and 

location of the objects are used to update the virtual city with the identified dynamic objects 

in real-time. Prior knowledge about the dynamic, static and variable objects from the virtual 

city and IoT is then used to determine the appropriate navigation decision of the self-

driving car. This module is marked using a light green rectangle box in Fig 30. 
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3.3 Proposed Techniques for Dynamic Object Recognition and Pose Estimation 
 

The dynamic object recognition and pose estimation module is the most crucial module in 

determining the navigation of an autonomous car. With deep learning techniques being the state-

of-the-art in object recognition and pose estimation, the aim of this thesis is to create an algorithm 

which will further improve the confidence with which the system can confirm the presence of an 

object at a given location in an input frame. As discussed in chapter 2, the 3D object models contain 

additional depth information which helps the system recognize the 3D structure of objects in an 

input frame. This idea is exploited in this research, and a repository of rendered images of 3D 

object models is used to match the objects in the input image and find the best suitable 3D model 

from the repository for the each of the dynamic objects present in the input image. The use of 3D 

object models is anticipated to improve the confidence of object recognition and the information 

from the 3D models will provide the overall system with crucial information to help determine the 

navigation decisions of the self-driving vehicle in real-time. This thesis deals only with cars and 

pedestrians in the category of dynamic objects. However, in future this work can be extended to 

other objects like bicycles, buses, animals, and birds.  

The proposed technique developed for both cars and pedestrians, makes use of the datasets created 

by identifying the keypoints on 3D object models. The most suitable matching 3D model for each 

of the dynamic objects in the input image is then retrieved using the keypoint information stored 

in the repository or dataset.  

For cars, a repository is created with keypoint information for different rendered views of 3D car 

models (from the ShapeNet dataset [60]). However, due to the complex structure of humans, the 

labour-intensive task of manually creating such a repository is beyond the scope of this thesis 

work. Hence the DensePose [40] model which has its own manually-collected ground truth dataset 
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called the COCO-DensePose dataset has been adopted and integrated into our system for 3D pose 

estimation of pedestrians on the road. The sections below discuss the approach adopted in the case 

of cars and humans in detail. 

 

3.3.1 Object Recognition and Pose Estimation of Cars 

 

As mentioned earlier, a repository is initially created with rendered images of 3D car models in 

different orientations and views. For each of these rendered images, the keypoint coordinate 

information and the direction in which the vehicle is moving is stored in separate annotation files. 

Since the work of the overall system is still in progress, in the efforts to test the proposed algorithm, 

a small repository with the above-mentioned information was created as shown in Figure 31 below. 

 

Figure 31: Snippet of the repository 
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The repository contains one folder for each of the rendered images. Rendered images in different 

orientations and views were considered to make the repository rich enough to test the prototype. 

Each folder contains four files as shown in Figure 31. 

The folder contains a file which is the rendered image of the 3D car model in a particular 

orientation and view. Another file containing the rendered car image with the keypoint features 

plotted on it is also present in the folder. Apart from these, the folder contains two annotation files. 

One of the annotation files contains details of the (u,v) coordinates of the keypoint features. The 

other annotation file contains the direction in which the car is moving in the rendered image. 

Currently, four directions are being considered by the system: Left, Right, Towards, Away. This 

labeling is used by the algorithm to predict the direction in which the car is moving in the real-

time image. 

The repository with the keypoint information of the rendered images of 3D car models in different 

possible views serves as the dataset for finding a suitable matching 3D model along with the pose 

information for each of the cars identified in the real-time input image. The new approach 

developed for this purpose is discussed below. 

 

3.3.1.1 The New Approach 

 

A voting algorithm has been developed which is inspired by the approach proposed by 

Tangruamsub et al. [1]. Consider a real-time input image with a single car on the road. The single 

car scenario is used for explaining the algorithm and the special scenarios (occlusion and a car 

partly invisible due to some obstacle) which are discussed in the later sections. The keypoints are 

identified on the real-time input image using the KeypointNet model [23]. First, the algorithm 
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compares the keypoints of the input image with the set of keypoints belonging to each rendered 

image in the repository and find the best match among them. Once the matched model is found, 

the rest of the unmatched feature points are back-projected on to the input image. For each of these 

keypoints the object centre candidates are found and the ones at a distance greater than the pre-

defined threshold from the center of the image are removed. To make sure that all keypoints are 

part of a single object in the image, a clustering technique has been developed to group the object 

centre candidates. The idea is that, if all the object centre candidates are close to each other then 

there is a high chance that the object exists. This idea is again inspired by the work of Tangruamsub 

et al. [1], where they used a similar approach to cluster the feature points of 2D images. This is 

well depicted in Figure 32 below [1]. 

 

Figure 32: Object center candidates 

 

The number of clusters and the keypoints within each cluster is then used to assign a confidence 

score value which gives information about the presence of the number and pose of objects at that 

location in the frame. The definition of the term confidence score and the method used in this 

research to calculate it is discussed in detail below. 
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3.3.1.2 Confidence Score 

 

In the context of machine learning, the term "confidence" is simply the probability of some event. 

If an event has high probability, it means it has high confidence [82,83]. In the same way, the term 

"confidence score", is used in the scope of this research, as a measure of the probability of the 

object being at a given location in the real-time input image.  

In the work by Tangruamsub et al. [1], in order to determine the presence and position of an object 

in an input image, the authors clustered the object centre candidates computed from matching 

keypoints and used the number of cluster elements as a confidence measure. This technique of 

using the number of cluster elements to determine the confidence score was adopted by this 

research. However, in this work, the confidence score is calculated as a probability value between 

0.0 and 1.0, with 1.0 representing the highest confidence value and 0.0 representing the lowest 

confidence value. The proposed algorithm first checks if all keypoints which matched with the 

template model fall into a single cluster. This signifies that all keypoints are close to each other 

and the input image contains only single object. If all keypoints match, then the confidence of the 

object being present at the location is high and the confidence score is calculated as: 

confidence score =  
Number of matched keypoints

Number of matched keypoints in the cluster 
  = 1.0 

If the cluster does not contain all keypoints that matched with the template model, then the 

confidence score is calculated as: 

confidence score = 
Number of matched keypoint features

Total number of keypoint features in the cluster
  

This gives the confidence or the probability of the object being at that location. 
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In special cases like occluded objects in a single image, more than one cluster will be formed as 

some of the object centre candidates corresponding to the different keypoints would be far from 

each other. In such cases, if any of the clusters have very few object centre candidates 

corresponding to the keypoints (<=4 keypoints), then the confidence of the object being present at 

that location must be very low. Hence, in such cases, the formula below is used to calculate the 

confidence score: 

confidence score = 
Number of matched keypoint features in the cluster

Total number of matched keypoint features
   

This is necessary because, the number of features in the cluster is very low, even for a small number 

of matched features the probability would be high, which would not give an accurate measure of 

the presence of the object at that location. However, considering the entire set of identified 

keypoints, would give the confidence score of the object being at that location.  

The proposed voting algorithm explained in section 3.5.2 below, clearly defines how the 

confidence score is calculated from the number of matched keypoints in the different cases. 

The experiments and results of the different scenarios discussed in Chapter 4, will help with 

understanding the details of the algorithm. 

 

3.3.2 Object Recognition and Pose Estimation of Humans 

 

In the case of pedestrians, the pose estimation is challenging due to the higher complexity and 

flexibility of the human body as well as the larger variation in poses. Building the 3D human model 

repository is a labour-intensive task which is beyond the scope of this thesis work. Therefore, the 

DensePose [40] deep learning network developed by the Facebook research team is adopted and 
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integrated into the proposed system of this research for pedestrian pose estimation. DensePose [40] 

establishes dense correspondences between pedestrians in the input image and a 3D surface-based 

representation of the human body. The DensePose [40] system, primarily created a manually-

collected ground truth dataset called the COCO-DensePose dataset by gathering dense 

correspondences between the SMPL model [41] and the persons appearing in the COCO dataset 

[63]. The DensePose [40] system accomplished the task of creating the COCO-DensePose dataset 

through a novel annotation pipeline which exploits 3D surface information during annotation. In 

the first stage of the annotation pipeline, the annotators were asked to segment the image into 

semantic regions of the human body like the head, torso, lower/upper arms, lower/upper legs, 

hands, and feet, and to then localize the corresponding surface point for each of the sampled points 

on any of the rendered part images. In the second stage, the surface coordinates of the rendered 

views localize the collected 2D points on the 3D model. The DensePose [40] system gathered 

annotations for 50K humans, collecting more than 5 million manually annotated correspondences. 

The COCO-DensePose dataset is then used to train a deep network that predicts dense 

correspondences between the input image pixels and surface points. The architectures of the 

DenseReg [65] approach and the Mask-R CNN system [66] were combined to develop the 

DensePose-RCNN system. The DensePose-RCNN is a fully convolutional network that combines 

classification and regression tasks. In the first step, the pixel is classified as belonging to either the 

background or one of several region parts which provide a coarse estimate of the surface 

coordinates. In the second step, a regression system indicates the exact coordinates of the pixel 

within the part. Cascaded extensions of DensePose-RCNN were developed to further improve the 

accuracy of the system. The DensePose [40] system successfully estimates human body pose while 

handling a large variability of scales, poses, and occlusion. The DensePose [40] model is integrated 
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into the proposed system which delivers dense correspondence by regressing body surface 

coordinates at any image pixel of pedestrians in the input image. 

 

3.4 Proposed Technique for Dynamic Object Tracking 

 

After the task of object recognition and pose estimation, the dynamic objects are tracked using the 

real-time input video. The speed of the moving vehicles and pedestrians is determined and passed 

to the “Dynamic object detection using IoT” module (Refer Section 3.2). This additional 

information along with the updated 3D model from the virtual city can be used to ensure safe 

driving. Object tracking in video is a classic computer vision problem. It consists not only of 

detecting the object in a scene, but also of recognizing the object in each frame. There are various 

computer vision algorithms which perform object tracking.  Traditionally, speed detection was 

achieved by directly measuring the distance from the camera to the vehicle in order to calibrate 

the speed of the vehicle across the frames. For speed cameras specifically, Doppler radar 

technology is used to measure the change of microwaves reflected from a vehicle in order to obtain 

the speed at which it is moving. Here, the input video stream is used to detect the speed of the 

vehicles and pedestrians across different frames of the video. In video surveillance, normally some 

features of the moving objects are extracted using which the object is tracked. The approach 

developed by Kagita et al. [69] uses the Haar Cascade Classifier to identify the vehicles/vehicle 

boundaries. The Haar cascade classifier can be created for any object with the OpenCV python 

library [68]. To build the Haar cascade positive (images containing the object to be tracked) and 

negative (images without the object to be tracked) images are needed. The OpenCV library has the 

function opencv_createsamples which can be used to create a set of positive samples. Once the 

negative and positive sample images are collected, two description files need to be created. The 
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file named bg.txt contains the information for the negative samples. The function 

opencv_createsamples, create the positive samples along with the description file named info.lst 

which contains the following information: image filename, the number of objects in the image, 

and their locations. The location information contains the x and y coordinates, the width and the 

height of the rectangular bounding box for the object within the image. The function 

opencv_createsamples uses the file named info.lst to create the vector file, by passing the location 

of the info.lst, the number of images to be present in the file, and the dimensions of the image to 

be kept in this file. At this point, the Haar classifier is trained using the files mentioned previously: 

bg.txt, info.lst and vector file. The command “opencv_traincascade” is used to train the classifier 

which uses the above files and the number of stages required to train as input parameters. After 

training the file cascade.xml is created, which can now be used to track object of interest in any 

new video. For most common objects like cars, buses, bikes or pedestrians the trained .xml files 

are easily available. Therefore, object tracking can be easily done with the help of the OpenCV 

python library. 

Once a vehicle and its location information are detected in a video, the next task is to find the 

speed at which the vehicle is moving by considering the different frames of the video sequence. 

The midpoints of the bounding boxes surrounding the vehicle are obtained and used as the 

"position" of the vehicle which will be compared to the position in future frames. The distance a 

vehicle has travelled in the image plane would be the relative difference, measured in pixels, at 

various vehicle positions in subsequent frames. The time is calculated as [69]:  

Time = Number of pixels progressed by vehicle/frames per second  

Distance is calculated as [69]: 
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Distance = sqrt(mid1*mid1+mid2*mid2), where mid1 and mid2 are the positions of the vehicle in 

frame one and two respectively.  

If the difference is less than 10 pixels, then the car is assumed to be stationary and is neglected 

when updating values. To generalize the direction in which the vehicle is progressing subjecting 

to change in pixel values, Manhattan distance is being calculated between the centroids of the 

vehicles in subsequent frames and the resulting pixel value is converted from the image plane to 

the object plane. In this research the same approach has been implemented for pedestrians, by 

using the file cascade.xml corresponding to pedestrians for the detection of pedestrians followed 

by their speed estimation. Once the speed of the vehicle in the image plane is calculated, the pixel 

values obtained can then be converted into measures representative of object plane, using the 

distance of the object from the camera attached to the vehicle using the formula [69]: exact distance 

to object (mm) = focal length (mm) * real height of the object (mm) * image height (pixels)/object 

height (pixels) * sensor height (mm). This would help in determining the relative distance between 

the moving car and the moving object on the road and hence calculate the relative speed. Also in 

autonomous driving scenarios, precise 3D localization and trajectory estimation is of fundamental 

importance. In order to prevent collisions, it is crucial to be aware of the extent and the orientation 

of objects in world space, especially for objects close to the camera. Osep et al., [92] proposes a 

tracking framework which exploits both 2D and 3D measurements for object tracking in self-

driving vehicles. Use of 3D bounding boxes assist in locating the objects in world coordinates. 

Osep et al., [92] introduced a novel 2D-3D Kalman filter, which is keeping both an image- and a 

world-space (position and size) estimate. These estimates are loosely coupled to ensure the 

consistency of a track. This coupling enables us to track distant objects and continue these tracks 

with more precise information in the close range, while smoothly transitioning between the 
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modalities. The use of 3D bounding boxes for object tracking would be useful to get the 

measurements in world coordinates and can be considered as a future scope to this thesis work.  

The results for object tracking using the proposed method are shown in Chapter 4. 

 

3.5 Design of the Flowchart and Algorithms 

 

The flowchart representing the complete proposed technique is depicted in Figure 33 below. The 

real-time image obtained from the cameras of the self-driving vehicle is the input to the system. 

The 3D models corresponding to the dynamic objects in the input image along with the pose 

information obtained from the u, v coordinates of the keypoints of the objects, is the output of the 

system. Additionally, the recognized objects are tracked using multiple frames of the input video 

(sequence of images) to obtain the speed and location of the objects. The object tracking technique 

is depicted in a separate flowchart in Figure 34. 
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Figure 33: Flowchart representing the proposed technique for object recognition and pose 

estimation of dynamic objects 

 

The proposed system has an additional object tracking module to track the speed and location of 

the dynamic objects in the input video sequence. The flowchart in Figure 35, depicts the proposed 

technique for tracking cars and pedestrians from the input video (sequence of image frames). 
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Figure 34: Flowchart depicting the proposed technique for object tracking from input video 

 

 

 



70 
 

3.5.1 The Proposed Algorithm for Recognition, Pose Estimation and Tracking of 

Dynamic Objects in the Real-Time Input Image 

 

The step-wise algorithm of the proposed technique for the recognition and pose estimation of 

dynamic objects followed by tracking of the recognized objects from the real-time input image is 

discussed below. 

Algorithm 1: The proposed technique for recognition and pose estimation of dynamic objects 

followed by tracking of the recognized objects from the real-time input image  

INPUT: The real-time input image captured by the camera sensor of the self-driving car  

OUTPUT: The 3D pose information along with the speed and location details of all dynamic 

objects present in the input image. 

Step 1: Identify the keypoint features from the real-time input image. 

Step 2: If the object is a car, do steps 3 to 7, else if the object is a human, do steps 8 to 10 

Step 3: Match the keypoint features of the car in the input image with the keypoint features of the 

rendered images of 3D car models stored in the repository. 

Step 4: If a suitable matching car model is found, do step 6 and step 7, else do step 5. 

Step 5: Update the repository with more rendered images of different 3D car models. 

Step 6: Apply the proposed voting algorithm and estimate the confidence score value. 

Step 7: Output the confidence score along with the direction of car movement obtained from the 

annotation file of the matched template model for each of the cars recognized in the input image. 

Step 8: Apply the DensePose-RCNN model pre-trained with the COCO-DensePose dataset and 

retrieve the UV coordinates of the pixels within each body part of the pedestrians in the input 

image. 

Step 9: Visualize the isocontours of the UV fields on the pedestrians in the input image. 

Step 10: Map the textures on to the isocontours of the UV fields and visualize the 3D human pose 

estimated from these UV coordinates. 

Step 11: Track each of the recognized dynamic objects (cars and pedestrians) from the input video 

to determine their location and speed. 

Step 12: End 
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The proposed voting algorithm to estimate the confidence score value of the recognized cars in the 

input image is discussed in detail in section 3.5.2 and the proposed algorithm for the tracking of 

the dynamic objects to determine their location and speed is discussed in detail in section 3.5.3. 

 

3.5.2 The Proposed Voting Algorithm for Cars 

 

The Voting and Clustering techniques are explained in detail below. In the work by Tangruamsub 

et al. [1], the authors developed a similar voting algorithm, using 2D images. This approach by 

Tangruamsub et al. [1] is compared with the proposed method and in order to prove that the use 

of 3D models gives better results. 

Algorithm 2: The voting technique for determining the confidence scores of objects in the 

real time image 

INPUT: The repository with rendered images and their corresponding keypoint coordinate 

information, orientation details and the direction of the car.  

OUTPUT: The confidence scores for the object in the image along with its direction of movement. 

Step 1: Each keypoint of the input image is matched with the keypoints of the models stored in the 

repository by calculating the distance between the jth keypoint feature of the input image to the ith 

key point feature of the template model as: 

  j1NN = arg min j dij [1] 

  dij - is the distance between qj and pi 

  qj - the j-th keypoint feature of the input image 

  pi - the i-th keypoint feature of a template model. 

This distance is compared to all keypoint features of the template models to find the best template 

model match. If the distance exceeds the predefined threshold in all matches, it is concluded that 

qj does not match any template model. Repeat for all keypoints in the input image and the template 

model, T, with maximum matched keypoints is selected as the best match. If none of the keypoints 

of the input image match with any of the template models, go to Step 11. 

Step 2: Save the matched key points and unmatched keypoints of T in separate lists. 



72 
 

Step 4: Back project the unmatched keypoints of the T on to the real time car image. 

Step 5: Find the centre of the input image as (𝐶𝑥, 𝐶𝑦). 

Step 6: Find the distance of all the keypoints to the center of the real time image and remove all 

the points which are farther than a specific threshold. 

Step 7:  Find the object centre candidates from the matched features using the formula below: 

[1]          

            σtemp – scale of a keypoint  

  θtemp - orientation of a keypoint of a matched template model 

  σin – scale of a keypoint of an input image 

  θin – orientation of a keypoint of an input image 

  Δx, Δy – distance vector from the keypoint to the object centre 

Step 8: Apply the clustering technique on these object center candidates to determine the 

confidence score of the car being at the location in the specified direction. 

Step 9: If the clusters are determined and confidence scores predicted. Go to Step 10.   

Step 10: Insert a bounding box over the image and display the confidence score, along with the 

direction of the car as determined from the annotation file of the matched template model. 

Step 11: Add more models to the repository until the repository is rich enough to handle any input 

car image in any orientation. 

Step 12: End 

                                                                                                                                                                                                 

The Clustering Technique 

The voting algorithm explained above uses the following clustering technique in order to find the 

cluster into which an object center candidate belongs. This algorithm helps to determine if there is 

more than one prominent cluster in an image. This is useful for determining the presence of more 

than one car in the real-time input image and for other occlusion scenarios. 
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Algorithm 3: Clustering technique for grouping the object center candidates 

INPUT: The set of object centre candidates O and cluster list C. 

OUTPUT: The confidence scores for different cluster determined by the algorithm 

 

Step 1: Let O be the set of all object centre candidates and n be the total number of elements in O. 

Assign any random element from set O (here the first element in the list is chosen) to the first 

cluster C1. 

Step 2: Set an intra-cluster distance d. 

Step 3: For all each of the remaining elements of O, repeat step 4 to step 6. 

Step 4: For all the clusters currently in list C, do step 5. 

Step 5: Compute the distance of Oi to every element present in the cluster Ck. The distance formula 

used: 

d = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 

where Oi = (x1, y1) and Oj = (x2, y2). 

If the distance of between Oi and any other element of Ck exceeds the threshold d, do Step 6, 

otherwise assign Oi to the same cluster, and go back to step 3. 

Step 6: If Oi, doesn’t fit into any cluster, assign it to a new cluster and add it to end of the list C. 

Step 7: Once all the elements Oi of O are assigned to different clusters, find the number of clusters 

formed. 

Step 8: If the number of clusters = 1, go to step 9 else go to step 12. 

Step 9: Apart from the object center candidates corresponding to the back projected keypoints, 

check if, the cluster contains object center candidates which correspond to the keypoints in the 

matched set of feature points, M, that was saved in Step 2 of the voting algorithm. If yes, do Step 

10, else do Step 11. 

Step 10: Assign confidence_score = 1.0 

Step 11: Assign confidence_score =  
Number of matched keypoint features

Total number of keypoint features in the cluster
 

Step 12: If number of clusters > 1, for each cluster, repeat step 13 and 14 

Step 13: Check the number of object centre candidates corresponding to the matched set M in the 

cluster. Let this count be denoted as ‘mi’.  

Step 14: Check the number of points p within the cluster. If p > 1 and < =4, go to step 15, else go 

to step 16. 
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Step 15: Compare the cluster set with the matched set, and if none of the points belong to it, assign 

confidence_score = 0.0 and assign label = ‘WARNING’ instead of ‘CAR’, else set 

confidence_score as: confidence_score =  
Number of matched keypoint features(mi) in the cluster

Total number of matched keypoint features
 

Step 16: Compare the cluster set with the matched set, and if number of matched keypoints = 0, 

do step 17, else if number of matched keypoints > 4, do step 9 else do step 18. 

Step 17: Assign confidence_score = 0.0 and assign label = ‘WARNING’ instead of ‘CAR’. 

Step 18: Assign confidence_score as:  

confidence score =  
Number of matched keypoint features(mi) in the cluster 

Total number of matched keypoint features
 

Step 19: End 

 

Note that confidence scores are set as a value between 0.0 and 1.0, with 1.0 showing the highest 

confidence.  

Once the different clusters have confidence scores assigned, the keypoint coordinates of each 

cluster is used to determine the bounding box for each object. The output displays the bounding 

box around the object with the confidence score and the direction that the car is moving in retrieved 

from the annotation file of the matched model. 

 

3.5.3 The Proposed Object Tracking Algorithm 

 

Algorithm 4: The proposed technique for tracking dynamic objects from the input video 

INPUT: The real-time input video captured by the camera of the self-driving car  

OUTPUT: The speed and location details of all the dynamic objects present in the input video. 

Step 1: Split the input video into image frames using built-in functions from the OPENCV Python 

libraries. 

Step 2: Use the pre-trained Haar Cascade classifier for cars and humans to detect the vehicles and 

pedestrians in each image frame. 

Step 3: Save the detected objects with bounding box location details. 
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Step 4: Determine the position, mid, of each object in consecutive frames from the midpoints of 

the bounding box surrounding each object. 

Step 5: Determine the distance as: sqrt (mid1 * mid1 + mid2 * mid2) from the positions mid1 and 

mid2 of the objects in frame one and frame two respectively. 

Step 6: Determine the time as: Number of pixels progressed by the object/ frames per second. 

Step 7: Output the speed computed from the distance and time as: Speed = Distance / Time. 

Step 8: End 

 

The main algorithm of the proposed technique in Section 3.5.1 and the sub-algorithm in Section 

3.5.2 and Section 3.5.3, help in the 3D pose estimation of the dynamic objects in the input image 

and provides additional information of their location and speed by tracking these dynamic objects 

from the input video in real-time. The combination of this information from the proposed system 

is used by the overall system to update the dynamic objects on-to the virtual city which is later 

used by the autonomous navigation system of the self-driving vehicle to take appropriate 

navigation decisions. 

 

3.6 Time Complexity of the Proposed Algorithm 
 

The time complexity is calculated based on the programmatical implementation. The proposed 

technique starts with keypoint feature matching between the input images and the rendered images 

of 3D object models stored in the repository. Since each keypoint feature(i) of the input image is 

matched with the keypoint features (j) of all the models (n) stored in the repository, the time 

complexity for this task is calculated as O (i * j * n). The voting algorithm determines the object 

center candidates for all matched keypoint features (x) of the input image plus the unmatched 

keypoint features back-projected from the matched template model from the repository (y). Thus, 
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the time complexity for this task is calculated as O(n), where n = x + y. After applying the 

clustering technique, confidence scores are estimated for each cluster formed based on the number 

of keypoint features in each cluster. The time complexity for this task is calculated as O(m), where 

m is the number of clusters formed. Once the object is identified and the pose estimated, the 

recognized object is tracked to determine the location and speed of the object, using multiple 

frames of the input video. The time complexity for object tracking thus depends on the number of 

dynamic objects present in the video. The time complexity determining both the location and speed 

of the objects is therefore calculated as, O(n), where n is the number of dynamic objects present in 

the input video. 

 

Module Time Complexity Details 

Keypoint feature matching 

between the input object and 

the objects stored in the 

repository. 

 

O (i * j * n) 

i = number of keypoints 

identified on the input image 

j = number of keypoints 

identified on the rendered 

images of 3D models stored 

in the repository 

n = number of rendered 

images of 3D models stored 

in the repository 

Voting Technique & 

Confidence Score estimation 

Detection of the object centre 

candidates – O (n) 

n = number of matched 

keypoints plus the back-

projected keypoints from the 

matched template model from 

repository on the input object. 

Confidence score assignment 

– O(m) 

m = number of 

clusters(objects) formed. 

Object Tracking Determination of location 

using bounding box – O(n) 

n = number of dynamic 

objects in the input video 

Determination of speed – 

O(n) 

n = number of dynamic 

objects in the input video 

 

Table 2: Time complexity of the algorithm 
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Chapter 4: Implementation and Experiments 
 

The proposed approach was implemented on Windows using the Python programming language. 

During the implementation phase of this research work, different Python and OpenCV libraries 

were used. The list of software and tools used are given below. 

 

4.1 Software Information 

 

The entire implementation of the thesis was done on an Alienware 1.5.0 x64-based Desktop, 

with NVIDIA version 8.1.940.0 and one Intel64 ~ 3192 Mhz GPU. 

 

Item Details 

 

OS 

 

 

Windows/ Linux 

 

Languages 

 

 

Python v3.7.1 

 

IDE 

 

 

Jupyter Notebook, Anaconda Prompt 

 

Python libraries  

 

 

OpenCV, Tensorflow, Pytorch, Scikit, CUDA 

10.0, ImageAI 

 

Tools 

 

 

Blender, 3D viewer 

Table 3: List of tools used for implementation of the proposed system 
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4.2 Experiments and Results of Object Recognition and Pose Estimation of Cars  

 

The proposed algorithm has been implemented by creating a small repository of 3D car models 

from the ShapeNet dataset [60]. In the scope of the overall system, the repository of car models 

must be updated with 3D models of a variety of real time cars. However, since this module is still 

a work in progress, the proposed algorithm has been tested with a limited number of 3D car models 

from the ShapeNet dataset [60] which resembles real-time cars. Initially before attempting with 

real-time car images, some rendered images of the cars currently available in the repository were 

placed onto road backgrounds to create a real time feel and effect. This was done in order to check 

how well the algorithm would perform if the 3D car models in repository are very close to the real-

time car images. 

The algorithm was tested on different scenarios and it gave decent results. Each of these scenarios 

are discussed below with the results obtained. 

 

4.2.1 Simulated input image with a single car 

 

Consider the below input image with a single car on the road. 

 

Figure 35: Input image 
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The KeypointNet model [23] identifies the keypoint features of the input image (Figure 35). It can 

be observed that few feature points are detected outside of the object on the image. The proposed 

voting algorithm removes the points which do not lie on the object by determining the object centre 

candidates and eliminating the points which lie outside a pre-defined threshold distance from the 

centre. 

 

Figure 36: Keypoints detected using KeypointNet 

 

When implementing the voting algorithm, as discussed above, each of the feature points are 

matched with the models in the repository in order to find the matching template model. Figure 37 

shows the matching model from the repository after applying the algorithm. 
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Figure 37: Matched model from the repository 

 

Next, the image centre is determined which is then used to find the object center candidates, as 

discussed in the algorithm above. 

 

Figure 38: Image centre coordinates 

 

As discussed in Step 6 and Step 7 of the voting algorithm, all the keypoints lying outside of the 

object are eliminated and the object center candidates are determined as shown in Figure 39 below. 
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Figure 39: Object center candidates plotted on the image 

 

The results in each step are shown in Figure 40 below. 

 

Figure 40: Representation of results in each step 

 

Finally, the confidence score value is determined as discussed in the algorithm. In this example all 

keypoint features came under a single cluster and matched with the points on template model from 

repository. Therefore, a confidence score of 1.0 is assigned as explained in the algorithm. This 

signifies that the object is present at that location with a very high confidence level. This is 
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programmatically represented with a bounding box and the confidence score value printed on it as 

shown in Figure 41 below. The direction of the car is also determined from the annotation file of 

the matched template model from the repository. 

 

Figure 41: Car detected with confidence score = 1.0 

 

Two more examples are shown below. The first one, shows the step-wise results of a single car 

moving in the “Left” direction and the second shows the step-wise results of a single car moving 

“Towards” the autonomous car. 
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Car moving Towards 

 

Figure 42: Step-wise results for the image of a car moving in the "Towards" direction 

 

Car moving Left 

 

Figure 43: Step-wise results for the image of a car moving in the "Left" direction 
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4.2.2 Real-time input image with a single car 

 

In case of the real-world road scenes, there would be multiple cars on the road. Therefore, it is 

required to initially identify the individual cars on the road and then crop them separately, as the 

pre-requisite for the KeypointNet model [23] is that the images be in 128 x 128 size for detecting 

the keypoints. The voting algorithm is then applied to determine the confidence score value with 

which the presence of the car can be confirmed at that location. 

For this purpose, the python library, ImageAI (Olafenwa et al. [72]), is used that helps software 

developers easily integrate state-of-the-art computer vision technologies into new applications. 

The RetinaNet [72] model is used for object detection in real time. The comparison section 

discusses how the method improves the confidence of the presence of object at a given location. 

While considering the real-time road scenes, the camera attached to the autonomous vehicle 

captures different frames. The Figure 44 below shows one such scene. 

 

Figure 44: A real time road scene with a single car 

 

The ImageAI python library along with the RetinaNet model [72], detects the object and crops it 

using the functions within the ImageAI python library as shown in Fig 45 below. 
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Figure 45: Cropping the detected car using ImageAI python library 

 

The keypoints detected using KeypointNet [23] as shown in Figure 46 below. 

 

Figure 46: Keypoint features identified using KeypointNet 

 

The matched model from the repository is shown in Figure 47 below. 
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Figure 47: Matched model from the repository 

 

Note that it was challenging to find a model matching the cars in the real time input image with 

the same orientation and view. The repository developed by the proposed overall system needs to 

be updated with real-time 3D car models as part of future work. The image centre and object centre 

candidates are determined using the algorithm. See Figure 48 below. 

 

Figure 48: Object centre and object centre candidates 
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The clustering algorithm is then applied and the confidence score value of the object at the 

location is determined. The step wise flow is shown in Figure 49 below. 

 

Figure 49: Step-wise representation of results for real time single car scenario 

 

 

Figure 50: Car detected with confidence score = 1.0 in real time image 
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The proposed algorithm works quite well for a single car in the real-time input image. The 

algorithm was also tested on some special cases such as images with cars partly occluded by 

another car and images in which only a part of the vehicle is present (like the head of a trailer). 

The algorithm gave decent results in these scenarios. Each scenario is discussed in the sections 

below. 

 

4.2.3 Real-time input image with a car partially occluded by another car 

 

Most often multiple cars are found on the road and there are situations where one car is partially 

covered by another car or a small part of another car. 

Consider the image of a real-time road scene in Figure 51 below. 

 

Figure 51: Real time road scene with multiple cars 

 

After applying the ImageAI python library and the Resnet model [72] for getting the cropped 

images of each of the identified cars as discussed in section 4.2.2, the different car images are 

obtained as shown in Figure 52 below. 
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             (a)                                              (b)                                                       (c)  

 

Figure 52: Cars Detected and cropped using the ImageAI library and the Resnet model 

 

As discussed in the above scenarios, when using the proposed algorithm, the image centre and 

object centre candidates are found to determine the keypoints that lie on the object. Figure 53 

shows the results of the different steps of the algorithm. 

 

Figure 53: Step-wise results for the image of a car partly occluded by the tyre of another car 

 

In this case, its evident that the main car is partly covered by wheels of the car behind it. The 

proposed algorithm correctly separates the keypoints identified on the wheels of the car behind 

into a different cluster. In this case, two clusters are formed. After identifying keypoints, model 

matching, back projecting model keypoints and removing key points far from centre, a total of 13 

keypoints are obtained. Out of these 13 keypoints, 9 keypoints are the matched keypoints plus the 

back projected keypoints. The second cluster contains one of the matched keypoint. Hence if the 
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first cluster contains the rest of the nine keypoints, a high confidence score value is assigned to it. 

The first cluster containing all object centre candidates of the prominent car in the image, has 11 

keypoints and the second cluster has just 2 keypoints. In the first cluster, 8 points match the 

template model (which includes all the matched and back projected keypoints), hence as 

mentioned in our algorithm, a high confidence score = 8/8 = 1.0 is assigned to that cluster. However 

only 1 point in 2nd cluster matches the template model, hence a very low confidence score of 1/9 

= 0.1 is assigned to it as depicted in Figure 53. 

 

4.2.4 Real-time input image with part of the vehicle missing 

 

Consider the input image shown in Figure 54 below, where only the head of the trailer is moving 

on the road.  

 

Figure 54: Tractor unit without a trailer on the road 
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When the repository only has the 3D model of the entire truck, i.e. the tractor unit along with its 

trailer (Figure 55), then the algorithm identifies the missing part of the vehicle. Initially, the 

keypoints of the input image match with the keypoints of the 3D model of the truck. Then the 

unmatched keypoints are back projected, and the object centre candidates are determined. Once 

the points lying far from the object centre are removed, the clustering technique is applied. Two 

clusters were formed. The first cluster had four keypoints matching the “matched” keypoint set 

(obtained in Step 2 of the proposed algorithm) and the back projected set of keypoints. Hence, a 

confidence score of, 4/10 = 0.4 was assigned to it. However, the second cluster didn’t have any 

keypoints which matched with the ‘matched’ keypoint set (obtained in Step 2 of the proposed 

algorithm) and only had keypoints matching with the back projected set. Therefore, as discussed 

in the algorithm, a confidence score of, 0/10 = 0.0 was assigned to the second cluster. The step-

wise results are displayed in Figure 55 below. 

 

Figure 55: Step-wise results for vehicle with a missing part 

 

The results of the proposed voting technique applied on cars shows how the keypoint features 

extracted from 3D models help in estimating the confidence of object recognition and determining 
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the occluded and missing parts of a vehicle. The next section discusses the experiments and results 

of object recognition and pose estimation of pedestrians in the real-time input. 

 

4.2.5 Real-time input image with objects other than cars or pedestrians 

 

Consider the images in Figure 56 below with no car or pedestrians in it.  

 

Figure 56: Input images with no car or pedestrians 

 

The 3D keypoint features detected on these images does not match with any of the keypoint 

features of the rendered images of 3D models stored in the repository and hence goes unrecognized 

by our system, as expected.  

                           

Figure 57: Keypoint features detected on images without cars or pedestrians 
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Figure 57 depicts the keypoint features detected on images without the objects of interest. This 

again signifies the advantage of using latent 3D keypoints for object recognition, rather than 2D 

feature points, as the 3D keypoints detects the interesting parts of different objects. Also, the 

orientation information of the keypoints of different rendered 3D models stored in the repository 

used for matching the dynamic objects in the input image helps in identifying the exact object, 

rather than giving false predictions.  

 

4.3 Experiments and Results of Object Recognition and Pose Estimation of Pedestrians  

 

As discussed in section 3.3.2 of chapter 3, due to the challenges in mapping the 2D human images 

to 3D models of the human body and the tedious effort and time required to create the repository 

of human 3D models in different pose and type along with labelling of their keypoint features, 

"DensePose"[40] model has been adopted for 3D human pose estimation in the scope of the overall 

system. The source code of “DensePose” [40], publicly available in their GitHub repository [73] 

was used to test the functioning of the overall system in different road scenarios. The different 

scenarios and their corresponding results are given below. 

 

4.3.1 Input image with an adult on the road 

 

Consider the input image of an adult on road as in Figure 58 below. 
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Figure 58: Input image with an adult on the road 

 

The “DensePose” determines the UV coordinates from the human 3D models as explained in 

section 3.3.2. The visualization of the isocontours of the UV fields are shown in Figure 59 below. 

 

Figure 59: Visualization of the isocontours of the UV fields in the image with an adult on the 

road 

 

The textures are then mapped on to the isocontours of the UV fields to get the complete look and 

feel of the 3D models. This is depicted in Figure 60 below. 
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Figure 60: Textures mapped on the isocontours of the UV fields in an image with an adult on the 

road 

 

 

4.3.2 Input image with an adult and child on the road 

 

Consider the input image of an adult and a child on road as in Figure 61 below. 

 

Figure 61: Input image with an adult and a child crossing the road 

 

The visualization of the isocontours of the UV fields are shown in Figure 62 below. 
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Figure 62: Visualization of the isocontours of the UV fields in the image with an adult and a 

child crossing the road 

 

The textures are then mapped on-to the isocontours of the UV fields to get the complete look and 

feel of the 3D models. This is depicted in Figure 63 below. 

 

 

Figure 63: Textures mapped on the isocontours of the UV fields for an image with an adult and a 

child crossing the road 



97 
 

4.3.3 Real-time input image with pedestrians running across the road 

 

Consider an input image with two men running across the road as shown in Figure 64 below. 

 

Figure 64: Input image with two men running across the road 

 

The visualization of the isocontours of the UV fields are shown in Figure 65 below. 

 

Figure 65: Visualization of the isocontours of the UV fields in an image with two men running 

across the road 

 

The textures are then mapped on-to the isocontours of the UV fields to get the complete look and 

feel of the 3D models. This is depicted in Figure 66 below. 
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Figure 66: Textures mapped on the isocontours of the UV fields for an image with two men 

running across the road 

 

 

4.3.4 Real-time input image with multiple people on road (Occluded humans) 

 

Consider an input image with multiple pedestrians (few partly occluded) on the road as shown in 

Figure 67 below. 

 

Figure 67: Input image with multiple pedestrians (few partly occluded) crossing the road 

 

The visualization of the isocontours of the UV fields are shown in Figure 68 below. 
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Figure 68:Visualization of the isocontours of the UV fields in the image with multiple 

pedestrians (few partly occluded) crossing the road 

 

The textures are then mapped on to the isocontours of the UV fields to get the complete look and 

feel of the 3D models. This is depicted in Figure 69 below. 

 

Figure 69: Textures mapped on the isocontours of the UV fields for an image with multiple 

pedestrians (few partly occluded) crossing the road 

 

The above results show that the “DensePose” model [40], can handle a variety of human poses on 

the road, multiple humans on the road, humans which are partly occluded by other humans or 
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objects, and short or tall humans. The scope of improvements to this model is discussed in section 

4.6. 

 

4.4 Results of the Tracking of Dynamic Objects 

 

As explained in section 3.4, object tracking for cars and pedestrians on the road is also done as 

part of this research. The objects along with their speed in km/hr is depicted with rectangular 

bounding boxes. Figure 70 below, shows the different frames of the input video with the object 

tracking details in cars. 

                          

                      

Figure 70: Different frames of the input video tracking the car with the estimated speeds 

displayed on it 
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Similarly, the Figure 71 below, shows the different frames of the input video with the object 

tracking details in pedestrians. 

    

 

       

Figure 71: Different frames of the input video tracking the humans with the estimated speeds 

displayed on it 

 

As discussed in section 3.4, the distance a vehicle has travelled in the image plane would be the 

relative differences in pixels at various vehicle positions in the subsequent frames. To get the exact 

speed of an object, it is required to traverse a few frames in order to have an idea of the distance it 

covers over the frame. The speed and location details are also passed on to the virtual city for 

updating the recognized dynamic objects. 
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4.5 Comparison and Discussions 

 

As mentioned in the introduction, most of the previous researches [1, 28, 84] use the mean average 

precision(mAP) as the measure of accuracy in the object detection and pose estimation predictions. 

Therefore, it is important to first define the term mean average precision before using it to compare 

the results of the proposed approach with that of the previous works.  

 

4.5.1 Mean Average Precision 

 

AP (Average precision) is a popular metric in measuring the accuracy of object detectors like 

Faster R-CNN or SSD, etc. Average precision computes the average precision value for the recall 

value over 0 to 1[85]. Precision and Recall may be defined as below [89]: 

Recall: is the fraction of relevant instances that are retrieved. 

R = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 = 

𝑇𝑃

𝑎𝑙𝑙 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠
 , where, TP is the True Positive and FN is the False Negative. 

Precision: is the fraction of retrieved instances that are relevant. 

P = 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 = 

𝑇𝑃

𝑎𝑙𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
 , where, the TP is the True Positive and FP is the False Positive. 

mAP (mean average precision) is the average of AP.  In some context, the AP for each class is 

computed and averaged. But in some contexts, they mean the same thing. In the state-of-the-art 

YOLOv3 approach [88] there is no difference between AP and mAP [85]. 
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4.5.2 Estimation of Mean Average Precision using the proposed method 

 

Due to limited open source 3D model car datasets closely matching real-time cars and other 

constraints like the time taken to render each model and to create corresponding annotation files, 

so far, the proposed algorithm was tested with 100 models in the repository and 40 real-time 

images. The 4 different pose labels, Left, Right, Towards and Away are used to determine the 

direction in which the car is moving on the road. 

The confusion matrix table was used to calculate the mean average precision. A confusion 

matrix is a table that is often used to describe the performance of a classification model (or 

"classifier") on a set of test data for which the true values are known [90]. The table below shows 

the confusion matrix obtained using the proposed approach for the test set of 40 input images. 

Predicted Pose of the Cars 

Actual Pose 

of the Cars 

 Left Right Towards Away 

Left 8 1 0 0 

Right 3 12 0 0 

Towards 0 0 6 0 

Away 0 0 0 10 

Table 4: Confusion Matrix 

 

The actual poses are the direction of the car in the input image. And the predicted poses are the 

direction of the car specified in the annotation file of the matched model found from the repository 

by the proposed approach. 
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From the formula of precision defined in Section 4.5.1, the precision values for each of the poses 

of the car is calculated as below [86,87]: 

P(Left) = 
8

(8+3+0+0)
 = 0.727 

P(Right) = 
12

(1+12+0+0)
 = 0.923 

P(Away) = 
6

(0+0+6+0)
 = 1.00 

P(Towards) = 
10

(0+0+0+10)
 = 1.00 

The mean Average Precision is then calculated as: 
(0.727 + 0.923 + 1.00 + 1.00 )

4
 = 0.9107 = 91.07 % 

 

Table 5 contains the mAP values estimated for object recognition in state-of-the-art deep learning 

approaches, approach by Tangruamsub et al. [1] and the approach proposed in this thesis. 

Existing deep learning approaches 

Approach mAP 

YOLOv2 on VOC2007 78.6 

3D YOLO based on LiDAR data 

(Hakim,2018 [84]) 65.10 

*1Comparison with Tangruamsub et al., 2011 

Approach 

Number of Models/Images in 

Repository 

Number of Test 

Images mAP 

Tangruamsub et al. 553 544 86 

Our method 100 40 91.07 

Table 5: mAP values for different approaches 

 

                                                           

*Comparison with the approach using voting algorithm for object recognition and pose estimation 

by extracting feature points from 2D data. 
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The repository needs to be updated with more car models and their corresponding annotation 

files in order to test the proposed approach with additional input images. 

 

4.5.3 Results Comparison and Discussion: Cars 

 

Having discussed the results of the proposed approach on different scenarios of cars, the way in 

which this approach would improve object recognition in the context of autonomous driving is 

discussed below.  

4.5.3.1 Advantages of the proposed system 

 

The major advantages that were observed as a result of using 3D models for object recognition 

and subsequent pose estimation of the dynamic objects in the proposed system are discussed 

below. 

a. Improvement in confidence of object recognition and pose estimation 

The state-of-the-art deep learning models (ResNet, YOLO) detects objects with high accuracy. 

However, applications like that of autonomous vehicles which involve the lives of humans on the 

road require even more precise and accurate predictions. This is one of the reasons that even with 

a lot of advancements in deep learning or other machine learning techniques, a fully autonomous 

vehicle is still far from viability. Figure 72 below shows the output of object detection with the 

accuracy of the predicted object using the Resnet model [72]. The prediction gives an accuracy of 

92.847% that the detected object is a car.  
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Figure 72: Object recognition with Resnet model 

 

The proposed approach aims to improve the accuracy level by using 3D car models and compare 

the real-time image keypoints with that of the 3D model keypoint features. The use of 3D object 

models helps us to make use of the depth and orientation information which help detect very 

specific keypoints of the car (like the wheels and headlights). This keypoint features help us to 

assign a confidence score to the detected object as explained in the voting algorithm. 

Therefore, it can be claimed that the algorithm would help to improve the confidence that the 

detected object is a car at that location. The proposed algorithm gave a confidence score = 1.0 

(highest confidence value) that the object is present at the location if all keypoints identified match 

exactly with the template model keypoints. Apart from just detecting the object with a confidence 

value the algorithm also gives the direction of the moving car (Left, Right, Away, Towards). This 

is pictorially represented in Figure 73 below.  
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 HIGH CONFIDENCE!! 

Figure 73: Pictorial representation of how the proposed approach improves prediction 

confidence 

 

Figure 74 below depicts another example in which the back tyre of the car is occluded. The 3D 

model of car in the same orientation is retrieved from the repository by the system.  The system 

detects the car in the image with high confidence after back projecting the keypoint features of the 

matched template model onto it.  

 

Figure 74: Step-wise representation of results for input image of car with partial occlusion 

 

Hence it is clear than the use of keypoint features extracted from 3D models not only yield better 

confidence for object recognition but also can be used for back-projection for the purpose of object 

verification. 
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b. No incorrect detection of objects by the system 

 

Tangruamsub et al.,2011 [1] discusses the cases of incorrect detections in their official paper. The 

system proposed in [1] recognizes cow, cycle and cat instead of cars as shown in Figure 75.  

 

Figure 75: Objects detected incorrectly instead of cars (Source: Tangruamsub et al.,2011) 

 

As discussed in section 4.2.5, the proposed system can filter the images having no car or pedestrian, 

thus avoiding incorrect detections. This signifies the advantage of using latent 3D keypoints for 

object recognition (Figure 57), rather than feature points extracted from 2D images. Also, the 

orientation information of the keypoints of different rendered 3D models stored in the repository 

used for matching the dynamic objects in the input image helps in identifying the exact object, 

rather than giving incorrect detections.  

 

4.5.4 Results Comparison and Discussion: Humans 

 

In the context of autonomous driving, the human pose estimation is very crucial, as even a slight 

error in estimation can cost human lives. The “DensePose” model [40], has given good results in 
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a variety of scenarios, like scenes with multiple persons, pedestrians occluded by other pedestrians 

or objects, and short and tall pedestrians. The official paper of DensePose claims an AP (Average 

Precision) of 87.5 in case of pose estimation obtained through cascading.  “DensePose”, instructs 

the annotators to estimate the body part behind the clothes, so that for instance wearing a long skirt 

would not complicate the subsequent annotation of correspondences. Though this is very useful in 

many applications, in the context of autonomous driving, it is important to know the exact location 

of the legs behind the long skirt. For instance, consider the woman in Figure 76 below. The results 

after applying the “DensePose” model [40] are shown in Figure 77 below. As expected it predicts 

the limbs behind the long skirt. Now, suppose that the women in the figure is handicapped and 

does not have legs. In the case of autonomous driving, this information is very crucial to make 

suitable navigation decisions. The proposed voting technique can be integrated into this approach 

to determine a confidence score value of the body part being there at that location in the image. 

This additional information would improve the confidence with which the autonomous car could 

take navigation decisions.  

 

Figure 76: Woman wearing a long skirt 



110 
 

 

Figure 77: Pose estimation results after applying DensePose model 

 

However, with limited resources and manpower, creating the repository with the different human 

models with their corresponding keypoint annotations is cumbersome. Therefore, it is kept aside 

as future scope of the overall proposed system. 

 

4.6 Observation and Limitations 
 

The proposed approach finds the suitable matching car model from the repository in most cases. 

Therefore, the correct direction of the car is also retrieved from the annotation files corresponding 

to the matched template model in most cases. 

However, it was observed that in some scenarios where the “Left” pose and “Right” pose of the 

cars look very similar (for cars whose front and back look somewhat similar), like the two cars 

shown in Figure 78, the pattern of keypoints detected look very similar, and hence the template 

models match with each other even though they are in a different pose. The confusion matrix 

(Table 3) also shows that the “Left” and “Right” poses were wrongly predicted in some cases. The 
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KeypointNet model [23] also reports in their official paper that the orientation network fails to 

predict correct orientation and the output keypoints are flipped in the case of cars whose front and 

back look similar. This is shown in Figure 79 which is taken from the official paper of the 

KeypointNet model [23]. This is another area of the system which has scope for improvement in 

the future. 

 

Figure 78: Two cars in two opposite directions with keypoints at similar coordinate positions 

 

 

Figure 79: Failure case with output keypoints flipped in the case of the KeypointNet model 
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Chapter 5: Conclusion and Future Work 
 

Most of the leading car companies today are looking forward to making the dream of a fully 

autonomous car a reality, with an eye on the huge impact or revolution it would create. There are 

several advantages that an autonomous car offers. These include less traffic, increased safety, and 

less wastage of time on driving. However, for the autonomous cars to perform with zero faults or 

accidents, it is required that the machine does object recognition and pose estimation of the 

different objects on the road just as the human brain does. This requires the machine to understand 

the 3D structure of any object it sees on the road. The aim of the proposed approach is to make the 

system recognize the 3D structure of the objects on the road with the help of 3D object models. 

The virtual city, proposed in this research, contains 3D models of the buildings and other static 

objects on the road. This information is used by the car to determine the presence of a building (or 

tree) and get its 3D views which helps it to take the correct navigation decisions. The dynamic 

objects are identified, and their corresponding 3D models are retrieved from the repository. In 

addition to that, the object is tracked to determine its speed and location information using 

bounding boxes. All this information is sent to the virtual city where the simulated dynamic objects 

are updated in real-time. 

Even though the 3D models of cars or other objects are expensive, it is worth the investment when 

it comes to the safety of humans on the road. This approach of using 3D models and extracting the 

keypoints of the significant parts of the cars, human body, and buildings have proved to improve 

the object recognition confidence. As discussed in Chapter 4, the experiments show that the 

proposed algorithm was able to handle the special cases of cars occluded by other cars or identify 

obstacles when a part of the car is missing. It is anticipated that once all the modules of the overall 

system are completed, much better results can be produced. This means the completion of a fully 
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updated dynamic object repository with rendered images of real-time car models, and completion 

of other modules like the static and variable object elimination which would improve the overall 

performance of the system. 

Though the proposed approach has given decent results, there is a lot of room for improvement. 

As discussed, in section 4.5.3, the human pose estimation needs to be improved to be able to handle 

all scenarios in the context of the autonomous driving domain. Also, currently the proposed 

algorithm uses a set of pre-defined threshold values (Refer to the algorithm in section 3.5.2), which 

have been determined by running a variety of different experiments. Automating the task of finding 

the threshold values for the voting and clustering algorithm can be taken up as future work. Also, 

the KeypointNet model [23], can be modified to extract a different number of keypoints and then 

update the repository accordingly. The proposed system can then use this new set of keypoints. 

The time complexity of the system can be reduced considerably if deep learning techniques are 

integrated into the system to recognize the dynamic objects belonging to different classes (cars or 

pedestrians) initially and then apply the proposed algorithm for pose and confidence score 

estimation. This is another area for future scope. Finally, the proposed system can also be extended 

to other dynamic objects like animals and birds or any other objects which would impact driving 

on the road. 
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