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ABSTRACT 

 

 Decomposition is used to solve optimization problems by introducing 

many simple scalar optimization subproblems and optimizing them 

simultaneously. Dynamic Multi-Objective Optimization Problems (DMOP) have 

several objective functions and constraints that vary over time. As a consequence 

of such dynamic changes, the optimal solutions may vary over time, affecting the 

performance of convergence. In this thesis, we propose a new Cultural Algorithm 

(CA) based on decomposition (CA/D). The objective of the CA/D algorithm is to 

decompose DMOP into a number of subproblems that can be optimized using the 

information shared by neighboring problems. The proposed CA/D approach is 

evaluated using a number of CEC 2015 optimization benchmark functions. When 

compared to CA, Multi-population CA (MPCA), and  MPCA incorporating game 

strategies (MPCA-GS), the results obtained showed that  CA/D outperformed 

them in 7 out of the 15 benchmark functions. 
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Chapter 1 

 

Introduction 

 

1.1  Background  

 Optimization problems involve finding one or more effective and efficient 

solution(s) from a pool of feasible solutions. In other words, it involves finding 

the best solution by maximizing the desired factors and minimizing undesired 

factors [30]. Evolutionary Algorithms (EA) have been widely used by researchers 

to solve complex optimization problems. EA contains a search space which 

focuses on the optimization of the problem and searches for the best possible 

solution [14]. The search space in EA comprises exploration and exploitation 

operators. Exploration means finding new points in different areas of the search 

spaces, which has not been investigated before. On the other hand, exploitation is 

the process of improving and combining the traits of the currently known 

solutions [31]. The solutions generated can be near-optimal or optimal. While 

EAs are successfully applied to various types of optimization problems, they 

undergo specific issues such as immature convergence and diversity over 
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generations. Diversity can be maintained between the population by using 

Cultural Algorithms (CA). CA is a class of EA which is most likely used to solve 

multi-objective problems (MOP). Introducing decomposition of the MOP in CA 

can address the issue of immature convergence (finding solutions as close as 

possible to Pareto optimal front) as decomposing the problem into many 

subproblems, enhances the search for best solutions which shows good potential 

for better results. 

 

 Decomposition is a traditional and primary method used to solve multi-

objective problems. As the name suggests, it decomposes a multi-objective 

optimization into many simple scalar optimization subproblems, and also 

optimizes these problems simultaneously [1]. Using Decomposition strategies in 

CA can provide a balance between the exploration and exploitation in the 

Evolutionary algorithms. It can make efficient use of the knowledge obtained 

from the sub-problem(s) to decide whether to co-operate with another sub-

problem and generate excellent results. The combination of these two different 

fields can cover the significant aspects of diversity, immature convergence, 

escaping from local optima, exploration, and exploitation. This combination can 

lead to better results and efficiently solve optimization problems. 
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1.2  Problem Definition  

 Ongoing research focuses on solving optimization problems which have a 

single objective function commonly known as Single-Objective Optimization 

Problem (SOP). Formally, consider an optimization problem denoted as follows 

[1]: 

   𝑚𝑖𝑛 𝑚𝑎𝑥⁄                𝑓 (𝑥),                                 (1.1) 

   𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜          𝑔𝑗  (𝑥) ≥ 0,  j = 1,2, . . . , J; 

            ℎ𝑘 (𝑥) = 0,   k = 1,2, . . . , K.  

where,    𝑥 = (𝑥1, 𝑥2, .  .  .  , 𝑥𝑛)𝑇  is a vector of n decision variables, 

𝑔𝑗  (𝑥) and ℎ𝑘 (𝑥)are equality and inequality constraints respectively. However, 

real-world problems usually involve one or more objectives to be optimized, and 

this is termed: Multi-Objective Optimization Problem (MOP) [2]. A typical 

example of MOP is the problem of buying a car [3]; we tend to select one which 

has maximum comfort and minimum cost; these issues considered here are 

called objective functions. A car with maximum comfort usually has a higher cost; 

whereas a car with minimum cost sacrifices comfort. Objective functions conflict 

with each other making this problem exciting and challenging to solve.  

 

 MOPs have to solve these conflicting and competing objectives. The 

solutions obtained are known as Pareto Optimal Solutions (POS) or Non-
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Dominated Solutions. A set of POS is called a Pareto Front (PF), if it is 

represented graphically and forms a clear-cut curve by joining all the optimal 

solutions in the objective space. Mathematically, an MOP is expressed as [3]: 

   𝑚𝑖𝑛 𝑚𝑎𝑥⁄         𝑓𝑚 (𝑥),            m = 1,2, . . . , M;                         (1.2) 

   𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜       𝑔𝑗(𝑥) ≥ 0,      j = 1,2, . . . , J; 

            ℎ𝑘(𝑥) = 0 ,     k = 1,2, . . . , K. 

where, 𝑥 = (𝑥1, 𝑥2, .  .  .  , 𝑥𝑛)𝑇is a vector of n decision variables, 𝑔𝑗(𝑥) and ℎ𝑘(𝑥) are 

equality and inequality constraints, respectively, m is the number of objectives 

(m ≥ 2). The MOP finds multiple optimal solutions which have a wide range of 

values for the objective functions, and later choosing one optimal solution with 

the help of higher-level information. If there is no further information about the 

problem; then it will be challenging to choose one solution over all other optimal 

solutions which are now equally important.  

 

  Therefore, there are two goals in solving MOP, namely: Convergence and 

Diversity. Thus, Convergence. Finding a set of solutions as close as possible to 

the POF and  Diversity. Finding a set of solutions as diverse as possible. There 

are other basic concepts of optimization problems such as [4]: 
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 Pareto dominance: A solution 𝑥 = (𝑥1, 𝑥2, .  .  .  , 𝑥𝑛) dominates (denoted by 

≺) another solution 𝑦 = (𝑦1, 𝑦2, .  .  .  , 𝑦𝑛) if and only if f (x) is comparatively less 

than f (y). That means, ∀𝑚 ∈  {1, . . . , 𝑀} , we have 𝑓𝑚(𝑥) ≤ 𝑓𝑚(𝑦)  and ∃𝑚 ∈

 {1, . . . , 𝑀}, where 𝑓𝑚(𝑥) < 𝑓𝑚(𝑦). 

 Pareto optimal solutions: A solution 𝑥 = (𝑥1, 𝑥2, .  .  .  , 𝑥𝑛) is said to be an 

optimal solution if and only if there is no 𝑦 = (𝑦1, 𝑦2, .  .  .  , 𝑦𝑛) that y dominates x. 

 Pareto optimal set: Given MOP f (x),  the Pareto optimal set 𝑃 = {𝑥 ∈

 𝛺 |∄𝑦 ∈  𝛺, 𝑓(𝑦) ≺ 𝑓(𝑥)}, which is also known as non-dominated solutions as 

discussed. 

 Pareto front: Given MOP f (x) and its Pareto Optimal set P, the Pareto 

front PF is { f (x), 𝑥 ∈  𝑃}. 

 

1.2.1 Dynamic Multi-Objective Optimization 

 In the real world, a dynamic change to an optimization problem should be 

taken into account; where the objective functions, constraints, as well as the 

decision variables may change with respect to time [5]. Furthermore, considering 

our car purchasing problem mentioned earlier, it is possible that some desirable 

cars may not be available for sale at the moment or anymore; or there are newer 

car models available in the market; or the price of your desired car has gone up 

over time, etc. All these culminate to Dynamic Optimization Problems (DOPs). 
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 When numerous competing objective functions and constraints change 

with respect to time simultaneously in real-world DOPs [3], the problem is called 

a Dynamic Multi-Objective Optimization Problem (DMOP). As a result, the POS 

and PF may vary with regard to time. In this thesis, we consider the following 

DMOPs  [6]: 

    𝑚𝑖𝑛 𝐹 (𝑥, 𝑡) = (𝑓1(𝑥, 𝑡), 𝑓2(𝑥, 𝑡) , . . , 𝑓𝑚(𝑥, 𝑡))T              (1.3) 

                  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑥 ∈ Ω 

where m is the number of objectives, t = 0, 1, 2… is the discrete-time instant, x = 

(x1, x2 , . . . , xn)T is the decision variable vector, and Ω represents the decision 

space. The objective function F (x, t) have m time-dependent objective functions 

that vary periodically.  

 

 There exist a variety of algorithms or optimization techniques used in 

solving DMOPs such as (1.3). Some of the classical methods to solve a MOP is to 

group all the objective functions into a single function. In other words, the 

conversion of MOP to SOP. A few traditional methods are the weighted-sum 

method [4], the ℇ-constraint method [41], and the goal-programming method 

[4]. There are specific difficulties which may accompany the classical 

optimization methods. In the weighted-sum method, the shape of the curve for 

the Pareto Optimal front is sensitive. The required knowledge concerning the 

problem for these traditional methods is not available. Also, there are other 



 

7 
 

optimization methods to solve DMOPs, such as particle swarm optimization  [9] 

and artificial immune systems [10]. 

 

 Another method for solving the optimization problems is using the 

Evolutionary Algorithms (EAs). An advantage of EA over traditional methods for 

a MOP is that the former operates over a set of solutions at a time. This method 

performs satisfactorily well when dealing with DMOP. Therefore, applying EAs 

has grabbed the attention of researchers. In 1966, the first method to solve the 

application of dynamic environments using EA was introduced. However, it 

became widely known and used in the late 80′𝑠 Dealing with DMOP is 

complicated and as a result of the dynamism, algorithm design for a DMOP is 

different from that of a static MOP. As discussed the goals of the MOP algorithm 

is to have fast convergence as well as be able to track the loss in diversity during 

an environmental change. Therefore, many other new additional techniques were 

introduced to maintain diversity in the population-based methods. When dealing 

with DMOPs, the main goal is not only to converge to a well-diversified Pareto 

Front but also to rapidly track down the PF as it changes over time. The proposed 

algorithm should have a high convergence rate. 
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1.3 Evolutionary Computation 

 Evolutionary Computation (EC) is a set of algorithms which are inspired 

by the evolution of the biological model. EC is one of the branches of artificial 

intelligence, which is used for metaheuristic and stochastic optimization of 

complex problems [14]. Evolutionary algorithm (EA) is a subset of EC; hence, 

they are also known as optimization algorithms. There is numerous algorithm 

which comes under EA, such as: 

 

1.      Genetic Algorithms 

2.     Differential Evolution 

3.     Cultural Algorithms 

4.     Coevolution 

  

 The standard underlying concept in all the evolutionary algorithm is the 

same: given a set of the population, which in environmental pressure causes 

natural selection. The fitness function evaluates each candidate, and only the 

better candidate survive the next generation, eliminating the worst ones. Each 

individual is evolved by using mutation and recombination operators. Mutation 

is applied to only on one individual and as a result, we get a new candidate 

whereas in recombination two individuals (called parents) are selected and it 
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results in the new generation of one or more new candidates (called offsprings). 

Mutation and recombination operators generate a new set of candidates 

(offsprings) which replace the existing old individuals for the next generation. 

This process repeats until the stopping criteria are met (number of generations, 

CPU time).  Figure 1.1 represents the pseudo-code for the evolutionary algorithm 

[23]. 

 

 When an algorithm incorporates genetics in the process of evolution is 

known as Genetic Algorithms (GA). GAs are a heuristic search algorithm which is 

based on evolutionary ideas of natural selection. GA was first proposed by 

Holland [24], which is inspired by the Darwin theory of evolution and biological 

genetics. GA was used by many researchers to solve optimization problems. 

However, a simple GA converges into a single optimum, and it is not suitable for 

multi-objective optimization. GA evolves complex problems by coevolution, 

which also includes explicit notions of modularity to provide a fair chance to 

complex problems to evolve in the form of co-adopted subcomponents. The 

structure for complex problems is noted when there is a need for rule hierarchies 

in classifier systems and subroutines in genetic programming [25]. When two or 

more individuals reciprocally affect each other in evolution, then it is known as 

Coevolution. The main disadvantage of coevolution is that it has a good chance of 

losing diversity among the population. 
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Figure 1.1 Pseudo-code for EA [23] 

 Differential Evolution (DE) is also an EA which was introduced by Storn 

and Price [25] to solve global optimization problems. DE was designed to solve 

continuous problems but also works excellent in combinatorial optimization 

problems. Even on the continuous domain, it cannot be applied directly, but 

overall, it shows good performance on optimization problems and some 

permutation problems [27, 28]. DE is popular among the EA due to its robust 

search space exploration. In DE, the differential formulation mechanism is used 

to generate offspring from the population. All of the above-discussed EAs are 

used to solve complex optimization problems, but none of them uses knowledge 

of the individual to solve. To apply the knowledge possessed by the individual or 

population, Reynolds [12] designed the Cultural Algorithms (CA).  
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 Cultural Algorithms extracts knowledge and uses them to direct the search 

process. A huge number of successful applications of CA exhibits the performance 

of knowledge-based EA. The search mechanism is improved by amending the 

extracted knowledge into a CA. Therefore it leads CA to find better solutions with 

excellent quality and also improves the convergence rate. The inspiration for CA 

is from human cultures and beliefs. Unlike the other EAs, CA has two search 

spaces: the population space and belief space. Population space consists of 

individuals in the population, and belief space consists of the knowledge of the 

best individual in the population of the current generation. There are five 

knowledge components of CA, such as situational, topographical, historical, 

normative, and domain. It is discussed briefly in Chapter 2. 

 

1.4 Decomposition 

 There are several approaches for converting a MOP for the approximation 

of the Pareto Front into a number of scalar optimization problems. 

Decomposition is similar to the traditional and primary method used to solve 

multi-objective problems. As the name suggests, it decomposes a multi-objective 

optimization into many simple scalar optimization subproblems and also 

optimizes these problems simultaneously [1]. Information of several neighboring 

subproblems is used to solve a subproblem. The idea of decomposition has been 

started to involve in the current state-of-the-art in DMOPs algorithm. For 

example, a decomposition algorithm consists of a set of scalar optimization 
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problems in which the objectives are the aggregation of the objectives in DMOP. 

A scalar optimization algorithm is applied to these scalar optimization problems 

in a chain based on the coefficients of aggregation, the solution obtained from the 

previous problem is set as the starting point for the next subproblem to be solved. 

This is done because the next aggregation objective is just slightly different from 

the previous one. 

 

 In 1979, Hwang and Masud presented the classification of decomposition 

methods according to the participation of the decision-maker [15]. There are four 

classes, namely, no-preference methods, priori methods, posteriori methods, and 

interactive methods. Interactive methods are the most advanced class out of the 

four methods mentioned. Interactive methods are believed to produce the most 

satisfactory results. The detailed discussion about the types of decomposition 

methods is presented in Chapter 2. 

 

1.5 Research Motivation 

 The primary motivation of this research has come from observing the 

techniques to solve complex optimization problems. While working on the 

optimization problems, we found there are many algorithms which can be used. 

The main problem with most of the algorithm was that they were less general and 

more problem-specific. Mostly the existing algorithm tries to solve these 
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problems in static rather than a dynamic way. After working in this topic, we 

realized the Cultural Algorithms, shows many potentials to solve complex 

optimization problems, and they also resemble the human culture.  Exchange of 

knowledge between the individuals in the environment can help them to explore 

and exploit conditions around them more precisely. We implement this idea by 

introducing specific strategies such as breaking the DMOP into many 

subproblems for achieving a better quality of results and convergence 

performance. In this thesis, we focus on implementing different decomposition 

strategies in CA for better performance. Convergence based approaches try to 

make use of past information for thriving better tracking performance. 

 

1.6 Thesis Statement 

 In this thesis, the goal is to improve the convergence performance and 

track the optima. We are aiming to achieve this objective by introducing 

Decomposition strategy into Cultural Algorithm, which uses belief space to store 

past information about each individual. This past information is used to thrive in 

better performance for the convergence. These algorithms also use domain 

knowledge that will lead to faster convergence. Complexity in DMOPs makes it 

challenging to handle them. The decomposition strategy will help to handle the 

complexity of the problem. We will evaluate our method using the CEC 2015 

Benchmarks and analyze the results.  
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1.7 Thesis Contribution 

 In our work, we aim to develop and evaluate different decomposition 

strategies to improve the results of Dynamic Multi-Objective Optimization 

Problem. Different decomposition techniques are compared with each other to 

evaluate and identify the better method on its performance on optimizing the 

complex problems. In our work, we hypothesize that decomposition techniques 

incorporated in CA will lead to improving the performance in DMOP through 

accelerating the convergence. In our study, we hypothesize when a DMOP is 

decomposed into many subproblems by using one of the specific strategies 

proposed that will affect the whole population and improve the performance. In 

order to evaluate the efficiency of the proposed algorithm, the Convergence Ratio 

(CR) measure is incorporated. We have developed our framework based on the 

work done by Cao [6], Parikh [19] and implemented different decomposition 

techniques incorporated by cultural algorithms. CEC  2015 [29] expensive 

benchmark functions have been used to test our framework and compare it with 

existing algorithms. Testing is done on both 10 and 30-dimensional functions of 

CEC. The function consists of different types of simple, multimodal, hybrid, and 

composite functions. 

 

 

 



 

15 
 

1.8 Thesis Outline 

 The rest of the thesis/research work is organized as follows 

 In Chapter III, I discuss the related work/literature review in the field of 

optimization problems using different techniques. 

 In Chapter III, I introduce Evolutionary Computation and explain its 

working in detail. We also introduce CA and types of Decomposition methods 

that are used in this research. 

             In Chapter IV, I explain the proposed approach, which makes it possible 

to utilize evolutionary techniques in complex optimization problems. 

             In Chapter V, I present the experimental setup and results with its 

assumption.  

             In Chapter VI, I compare our methods with state-of-the-art techniques 

and deeply analyze the results. We also compare the results of different 

decomposition techniques. 

             In Chapter VII, I conclude the research by providing insights for future 

work. 
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Chapter 2 

 

Literature Review 

 

 This chapter consists of all the related work obtained for the establishment 

of fundamental ideas, developing our framework, and the structure of our thesis. 

In this section, we explain the literature related to Dynamic Multi-Objective 

Optimization Problem (DMOP), Cultural Algorithms, and Decomposition 

strategies. The first section consists of the traditional methods used to solve 

DMOPs. The second section of this chapter consists of evolutionary methods to 

solve DMOPs. The third section consists of literature for cultural algorithms 

solving DMOPs. 

 

2.1 Traditional methods to solve DMOPs 

 In general, for Multi-Objective Optimization Problem (MOP), it is intuitive 

to propose the aggregation of the different objective functions into a single one. 

In order to generate an emblematic approximation of the whole PF, the user must 

perform several runs with different parameter settings. In the following, we will 
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explain some classic methods for handling MOPs. Cohen [41] classified them into 

the following two types: 

1. Generating methods 

2. Preference-based methods 

 

In the generating methods, a handful of non-dominated solutions are 

produced, and one solution from the obtained non-dominated solutions is 

chosen. No prior knowledge about the relative importance of each solution is 

given. On the other hand, preference-based methods, some known 

information/preference for each objective function is used in the optimization 

process. Meitten [1] further fine-tuned the above classification into four different 

classes. 

 

1. No-preference methods 

2. Posteriori methods 

3. A priori methods 

4. Interactive methods 

 

 The no-preference methods do not obtain any information about the 

importance of the objective function, but intuition is used to find a single optimal 

solution. It is vital to note that although no preference information is used, these 

methods do not make any attempt to find multiple Pareto Optimal Solution 

(POS). 
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 Posteriori methods utilize preference information of each objective 

function and iteratively process a set of Pareto Optimal Solution (POS).  The 

classical method of generating POS requires some knowledge on algorithmic 

parameters which ensure us in a finding a POS. This method is expensive and 

computationally demanding. It is challenging to represent POS if the objective 

functions are two or more. Some of the techniques include the weighted sum 

method, the ℇ-constraint method, and the hybrid method. 

 

 Priori methods use more preference information about the objective 

function and also finds one preferred POS. The expected solution may be too 

optimistic or pessimistic. It is hard to express a preference without knowing the 

problem well. One of the most common methods in this class is goal 

programming. 

 

 Interactive methods use the preference information progressively or 

iteratively throughout the optimization process. A minimum knowledge is needed 

in advance. The main aspect of this approach is that during the optimization 

process, the user is required to provide some information about the direction of 

search, weight vectors, reference points, and other factors. Since the information 

is collected iteratively, these techniques are becoming popular in practice. There 

are many types of interactive methods; we use the Tchebycheff method and 

Reference point method in this thesis, which will be discussed in detail later. 
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2.1.1 The weighted sum  

  The weighted sum method [4] converts the MOP to SOP (Single 

Optimization Problem) by forming a linear aggregation of the objectives as 

follows:  

   𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒        𝐹(𝑥)  = ∑ 𝑤𝑚 𝑓𝑚(𝑥),𝑀
𝑚=1                                    (2.1)    

   𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜      𝑔𝑗(𝑥) ≥ 0,       𝑗 =  1,2, . . . , 𝐽; 

       ℎ𝑘(𝑥) =  0,   𝑘 =  1,2, . . . , 𝐾; 

where 𝑤𝑚  ( ∊ [0,1] ) is the weight of the m-th objective function. Solving 2.1 with 

varying weighted-coefficient sets provides a set of Pareto Optimal Solutions 

(POS).  The weight of an objective function is usually chosen in proportion to the 

objective’s relative significance in the problem considered. The major strength of 

this method is its efficiency and its simplicity, whereas the main disadvantage of 

this method is its difficulty in determining the significant weights for the 

corresponding problem.  

 

2.1.2 The ℇ-constraints method  

 In 1971, Haimes [41] reformulated the MOP by just keeping one of the 

objectives and restricting the other objectives within the user-specified values. 

The problem is as follows:  
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                       𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒          𝑓𝜇(𝑥),                   (2.2) 

 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜         𝑓𝑚(𝑥) ≤ 𝜀𝑚, 𝑚 = 1,2, … , 𝑀 𝑎𝑛𝑑 𝑚 ≠ 𝜇 

                    𝑔𝑗(𝑥) ≥ 0,       𝑗 =  1,2, . . . , 𝐽; 

                ℎ𝑘(𝑥) =  0,   𝑘 =  1,2, . . . , 𝐾; 

where, 𝜀𝑚 represents an upper bound of the value of  𝑓𝑚 also, need not necessarily 

mean a small value close to zero. This method is done by optimizing an 

individually selected Subjective function (𝑓𝜇) while keeping the remaining (M-1) 

objectives values less than or equal to some user-specified thresholds (𝜀𝑚 ). 

Different POS values can be obtained for different threshold values. The solution 

for 2.2 mostly depends on the chosen ε vector. The chosen value should lie within 

the maximum and minimum values of the individual objective function. 

 

2.1.3 The goal programming method  

 The primary idea in goal programming [7] is to find solutions which 

achieve a predefined target (goal) for one or more objective functions. Let f(x) be 

the objective function, x be the solution vector.  In goal programming, a target 

value G  is selected for every objective function by the user, and the task is to find 

a solution of the objective, which is equal to G. The problem is formulated as 

follows: 

   𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑥)  =  ∑ 𝑤𝑖
𝑀
𝑖=1 |𝑓𝑖(𝑥) − 𝐺𝑖|   (2.3) 
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where 𝑤𝑖  represents the weighting coefficient of the 𝑖𝑡ℎ  objective such that                

∑ 𝑤𝑖  =  1 𝑀
𝑖=1 𝑎𝑛𝑑 𝑤𝑖  ≥  0, ∀𝑖 =  {1, . . . , 𝑀}. The implementation of this method is 

simple, but its major drawback is its sensitivity to the weighting coefficients and 

the target value defined by the user. 

 

2.2 Evolutionary methods  

 As mentioned earlier, Evolutionary Algorithms (EA) are population-based 

methods that are inspired by biological evolution. Finding and maintaining 

multiple solutions in one single simulation is a unique nature of evolutionary 

optimization methods. In this thesis, we are dealing with the presence of 

dynamism, the design for dynamic multi-objective optimization problem 

(DMOP) is different from that of multi-objective optimization (MOP) for static 

problems. The algorithm should not only have a fast convergence performance 

but also be able to address diversity loss when there is an environmental change 

in order to explore the new search space. In literature, many approaches have 

been proposed to handle the environmental changes, and they can be categorized 

into three approaches as follows: 

 

1. Convergence-based approaches 

2. Diversity-based approaches  

3. Prediction-based approaches 
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2.2.1 Convergence-based methods 

 The main goal of these approaches is to achieve a fast convergence 

performance so that the tracking ability of the algorithm is guaranteed. For better 

tracking ability, these approaches make use of the past information, mainly when 

the new Pareto Optimal Solution (POS) is similar to the past POS or the 

environment change exhibits some regular patterns [6]. Making a note of 

relevant past information might help track the new POS as soon as possible [8]. 

The reuse of past information is closely related to the type of environmental 

change involved and hence, can be helpful for various purposes. These are also 

known as memory-based methods because past information is used and helps in 

evolving population when needed. In 2010 Wang and Li [32] proposed new 

DMOP test problems and also a new multi-strategy ensemble Multi-objective 

Evolutionary Algorithm (MS-MOEA) where the convergence speed is accelerated 

using a new offspring generation mechanism based on adaptive genetic and 

differential operators. The algorithm also uses a Gaussian mutation operator and 

a memory-like strategy to reinitialize the population when change occurs. Several 

memory-based dynamic environment techniques have been introduced in [33]. 

The major drawback of this approach is that memory is very dependent on 

diversity, and hence, it should be used with the combination of diversity-based 

techniques. 
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2.2.2  Diversity-based methods 

 It mainly focuses on maintaining the population diversity. Generally, the 

diversity of the population can be handled by increasing diversity using mutation 

of selected old solutions or some random generation of new solutions upon 

detection of environmental change or deploying multi-population methods [13], 

[16]. Good diversity helps obtain promising search regions. In [53], Deb 

presented an extended version of the Nondominated Sorting Genetic Algorithm 

(NSGA-II) [54] by introducing diversity at each environmental change detection. 

There were two approaches discussed in the paper; the first version introduced 

the diversity by replacing the population with new randomly created solutions. In 

the second version, diversity is promised by replacing the population with 

mutated solutions. In 2015 Azzouz [2], proposed a different version of the above 

algorithm to deal with dynamic constraints by replacing the constraint-handling 

mechanism with a much elaborated and self-adaptive penalty function. The 

major drawback of diversity-based methods is the difficulty to determine the 

useful amount of diversity needed. Because when the diversity high, it will 

resemble restarting the optimization process, whereas less diversity leads to slow 

convergence. 

 

2.2.3  Prediction-based approaches 

 When the behavior of the dynamic problem follows a regular pattern, a 

prediction model is usually used to exploit the past information and anticipate 
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the location of the new optimal solutions.  In [34], the authors proposed a new 

technique known as Feed-forward Prediction Strategy (FPS) to estimate the 

location of the optimal solution in DMOPs. In this method, a  prediction set is 

placed in the neighborhood to accelerate the discovery of the next optimum. This 

set is formed by selecting two points as vertices and tracking and predicting them 

as the next step optimum. In FPS, only two points of the optimal solutions are 

predicted. In [20], the authors proposed to predict the number of Pareto optimal 

solutions in the decision space once changes are detected. Then, the individuals 

in the reinitialized population are generated around these predicted points. Later 

in [35], the authors proposed a new prediction strategy known as the dynamic 

predictive gradient strategy to predict the direction and magnitude of the changes 

in location of the Pareto optimal solutions.  

 

 More recently, in [36], the authors proposed a prediction model to predict 

the whole population rather than some isolated points. This approach is known 

as the Population Prediction Strategy (PPS) consists of dividing the optimal 

solutions into two parts: a center point and manifold. When a change is detected, 

the next center point is predicted using a sequence of center points maintained 

throughout the search progress, and the previous manifold is used to predict the 

next manifold. Then, the new population consists of the predicted center point 

and manifold. In 2018, [6] proposed a differential prediction model which is 

incorporated into MOEA based on decomposition (MOEA/D-DP) to solve 

DMOPs. The differential prediction model is used to forecast the shift vector in 

the decision space of the centroid in the population. This method uses only three 
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historical locations of the centroid. After the detection of environmental change, 

half of the population is forecasted their new location in the decision space by 

using the DP model and the others retain their old position. In [16], the authors 

propose a new approach to predict the POS in DMOPs called dynamic MOEA 

based on Kalman Filter (KF).  KF is a set of mathematical equations which 

provides a well-ordered computational means to predict the state of a process, 

and also it minimizes the mean of the squared error. The efficiency of all the 

mentioned models relies on the accuracy of the predicted POS locations. If the 

actual locations and predicted locations are far in the decision space, then the 

prediction model will not be valued.  

 

2.2.4 Other Evolutionary Methods 

 In [37], presented an artificial life inspired EA for DMOP in the case of 

unpredictable parameter changes. Contrast to the classical EAs such as Genetic 

Algorithms (GA) where Darwinian theory is considered as a type of intelligence, 

the proposed method that life and interactions among the individuals in the 

population in a changing environment are itself a type of intelligence to be 

exploited. The major drawback of this method is the slow convergence speed 

because the algorithm progresses individual by individual. In [17], a new 

algorithm was proposed by the authors known as the Steady-state and 

Generational Evolutionary Algorithms (SGEA), which is the combination of fast 

and standard tracking ability of steady-state algorithms and proper diversity 

maintenance of generational algorithms. When an environmental change is 
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detected, the proposed algorithm responds to the change in a steady-state 

manner. If there is environmental change detection, it reuses a portion of 

outdated solutions with good distribution and relocates many solutions close to 

the new Pareto Front (PF). The relocation is based on the information collected 

from the previous environments and new environment. Thus adaptability of this 

algorithm is expected to bring good tracking ability. In [38], the authors 

proposed multiple reference point-based MOEA (MRP-MOEA) that deals with 

dynamic problems with undetectable change. This algorithm does not detect 

changes. It uses the new reference point-based dominance relation, ensuring the 

guidance of the search towards the optimal PF. 

 

2.2.5 Culturally evolved methods  

 The first CA to solve MOP was developed by Caello and Becerra [39]. The 

proposed algorithm was known Cultural Algorithm with Evolutionary 

Programming (CAEP). The belief space of MOP is constructed using the 

normative component and a grid. The number of non-dominated solutions for 

each cell is recorded in the grid. This information is utilized so that the non-

dominated solutions are distributed uniformly along the Pareto front. The 

normative component is updated at regular intervals, whereas the grid is updated 

every generation. Updating the grid means simply recalculating the number of 

non-dominated solutions each cell. Selection of the new population in the 
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population space is adapted to make use of the grid information. Tournament 

selection is used and applied to the parents and offspring.  

 

 

 On the other hand, Saleem and Reynolds [42] presented us that  CAs 

naturally contain self-adaptive components. The belief space in CA is dynamic, 

which makes CA suitable for tracking optima in dynamically changing 

environments. The belief space stores information from previous and current 

environmental states. Environmental history is stored in a table that consists of 

the following information about each environment: the location of the best 

solution, the fitness value of that solution, and the change magnitude in each 

dimension. This information is used by the dynamic influence function to 

introduce diversity in the population, proportional to the magnitude of change. 

In [44], the authors proposed a method to enhance the migration efficiency in 

Multi-Population Cultural Algorithm (MPCA). A novel MPCA adopting 

knowledge migration was proposed. Knowledge extracted from the evolution 

process of each sub-population directly reflects the information about dominant 

search space. By migrating knowledge among the sub-population at regular 

intervals, the algorithm realizes effective communication with low cost.  

 

 In [43], the authors proposed two new dynamic dimension approaches to 

improve the efficiency of the Heterogeneous Multi-Population Cultural Algorithm 

(HMPCA). The two approaches are Top-Down Strategy and Bottum-Up Strategy. 
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The first one starts with the local CA designed to optimize all the dimensions of 

the problem and recursively split the dimensions between two newly generated 

local CA. The second one starts with the idea of merging the dimensions of two 

local CAs when they reach to the no improvement threshold. This approach 

begins with the number of local CAs, and each CA is designed to optimize only 

one dimension. The number of initially generated local CAs is equal to the 

number of problem dimensions. Recently [19], provided us with knowledge 

migration strategies in MOP. It provides a variety of migration strategies which 

are inspired by the game theory model. This strategy was incorporated to 

increase diversity and avoid premature convergence. It also provides us with a 

significant migration to the population in the environment. Migration can 

depend on the individual choice; the decision of best individuals in the 

subpopulation or also by negotiating among the population. Game theory 

strategies were integrated with the MPCA. The proposed approach has two belief 

space, namely local and global belief space.  

 

 Recently [55], the authors proposed a method to tackle the distance 

between the parents to produce offspring in MOP, because it is not easy to 

produce an offspring in high-dimensional objective space. They proposed an elite 

gene-guided (EGG) reproduction operator. This was designed by three models: 

disturbance (Dr), exchange (Er) and inheritance to generate offsprings. To tackle 

MOPs,  a small value of Dr and a large value of Er showed overall better 

performance.  
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Chapter 3  

 

Evolutionary Computation 

 

 Optimization is a process which is used to minimize or maximize an 

objective function until an optimum or a satisfactory solution is found [3]. There 

exist many optimization problems where the computational time required to find 

the optimal solution is exponentially high. Evolutionary Computation contains a 

set of evolutionary algorithms (EA) that can find optimal or near-optimal 

solutions in polynomial time [14]. There are several Evolutionary Computation 

algorithms such as: 

 

1.           Evolutionary algorithm 

2.           Genetic algorithm 

3.           Cultural algorithm 
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3.1   Evolutionary Algorithm 

 Evolutionary algorithms are metaheuristic optimization algorithms which 

use mechanisms inspired by Darwin’s theory of biological evolution[31]. 

Evolutionary algorithms (EAs) are a subset of those methods which has been 

successfully used in the past for optimization problems. They are population-

based algorithms using the concepts of mutation, crossover, natural selection, 

and survival of the fittest, to refine a set of candidate solutions iteratively in a 

cycle [46]. In EAs the population is randomly initialized over specific search 

space which is called the initial population. Then it incorporates evolutionary 

operators which include mutation and crossover. This operator creates new 

offsprings (children) from the parent in the population. The selection operator 

selects the people with higher fitness from the parent and offspring, which serves 

as the population for the next generation. The leftover individuals are discarded 

from the people. This process continues, until the termination criteria are 

fulfilled, which can be either reaching a maximum number of predefined 

generations or CPU time. EA is based on the simplified model of biological 

evolution [47]. While solving a problem, a particular environment can be created 

where potential solutions can evolve. Parameters of the problem shape up the 

atmosphere, which helps to develop the right answer. EAs are a group of a 

probabilistic algorithm which is similar to the biological systems and artificial 

systems. Optimization using evolutionary algorithms also involves understanding 

the concepts of phenotypes, genotypes, objective function, fitness function, and 

search operations. The following definitions are stated below [46]. 
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Definition 1. (Phenome) 

The set of all the elements 𝑥 that can be the solution of the optimization problem 

is known as the problem space or the phenome 𝑋. 

Definition 2. (Phenotype)  

The elements 𝑥 ∈ 𝑋 of the phenome are known as the phenotypes. 

 Although we need to find the optimal phenotypes, the phenotypes are 

represented in mathematical terms so that it is possible to compute their score 

and execute different search operations. This representation of phenomes is 

known as genomes. 

Definition 3. (Genome) 

The set of all elements 𝑔 which can be processed by the search operations in an 

optimization problem is known as the search space or the genome 𝐺. 

Definition 4. (Genotype) 

The elements 𝑔 ∈ 𝐺 of the genome are known as genotypes. 

 A genotype may consist of many parameters, where each parameter may 

represent a specific property of the genotype. These parameters are known as 

genes. Genes can be binary, where its values can be either 0 or 1, or real coded, 

where its value is an actual number. The cost of a gene is known as an allele. 
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Figure 3.1: Relation between Genomes and Phenomes [46] 

 The phenomes (problem space) contains a set of a point on the Cartesian 

plane from which the optimum position is to find for a particular optimization 

problem. This problem space represents through genomes (search space), which 

is computationally easier to optimize. Each genotype present in the genome has 

binary genes. Once the optimal genotype is found, it is mapped into the 

corresponding optimal phenotype using a genotype-phenotype mapping (GPM) 

function. 

 

3.2 Genetic Algorithms 

 One of the most standard evolutionary algorithms is Genetic Algorithms 

(GA). Genetic Algorithms, first proposed by John Holland [24] and popularized 

by the works of Goldberg [48], can find the right solutions to problems that were 

otherwise computationally intractable. They are heuristic search techniques that 
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start with a random population and, based on the fitness evaluation, selects 

individuals that will produce the successor population. This process iterates until 

a stopping criterion reached. GA helps in searching for solutions, even when the 

domain knowledge is minimum [47]. 

 

3.2.1    Selection  

 Selection is one of the main operators in EAs, and it directly relates to the 

Darwin theory of survival of the fittest. Selection is applied to the population for 

two reasons: (1) Selection of the new population – At the end of each generation a 

new population of candidate solutions is selected to serve as the population of 

next generation.  The new population can be from the offspring or the 

combination of both parent and offspring. (2) Offsprings are produced from the 

application of crossover and mutation operators. In terms of crossover, ‘superior’ 

individuals will have more opportunities to reproduce to ensure that the offspring 

have the genetic material of the best individuals. On the other other hand 

mutation, selection mechanism focuses on ‘weak’ individuals. The hope is that 

the mutation of weak solutions will result in better traits to weak individuals, 

which increases their chances of survival [14]. They select the best individuals in 

the current generation based on their fitness. The individuals who are fitter are 

chosen, and the weaker are discarded from the production. The fitter individuals 

have a high chance of passing knowledge from the current generation to the next 
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generation. Many selection operators have been developed. Let us discuss some 

essential operators in detail. 

 

 Random Selection is the most straightforward selection operator. Each 

individual has the same probability to be selected: 1/ns, where ns is the population 

size. Fitness information is not needed, which makes that the best and worst 

individuals have the same probability of selection for the next generation. 

 

 Proportional Selection was proposed by Holland [24]; the selection is 

based on the most-fit individuals. A probability distribution proportional to the 

fitness is created, and the individuals are selected through sampling the 

distribution [14]. 

                     (3.1) 

where ns is the population size, and 𝜑𝑠(𝑥𝑖)  is the probability that 𝑥𝑖  will be 

selected; 𝑓𝛾(𝑥𝑖) is the scaled fitness of 𝑥𝑖 , it produces a positive floating-point 

value. There are two popular sampling methods used in proportional selection: 

roulette wheel sampling and stochastic universal sampling. Roulette wheel 

sampling is an example of a proportional selection operator where fitness values 

are normalized. Then the probability distribution can be visualized as the roulette 

wheel, where the size of each slice is directly proportional to the normalized 

selection probability of an individual. Selection can be similar to the rotation of a 
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roulette wheel and recording which slice ends up at the top, and then the 

corresponding individual is selected. Since the selection is directly proportional 

to the fitness, a strong individual may dominate in producing offspring, and this 

limits the diversity of the new population.  

 

 Tournament Selection selects a group of individuals 𝑛𝑡𝑠 randomly from the 

population where 𝑛𝑡𝑠 <  𝑛𝑠 (𝑛𝑡𝑠 is the size of tournament selection population). 

The performance of the selected 𝑛𝑡𝑠  individuals are compared, and the best 

individual is selected from the group. For crossover with two parents, the 

selection is carried out twice, one for each parent. When the tournament size is 

not too large, tournament selection prevents the best individual from 

dominating. Whereas if the tournament size is too small, there are chances that 

corrupt individuals are selected.  

 

3.2.2    Crossover Operation 

               In a crossover operation, specific genes of one individual are exchanged 

with the genes present in the same position as the other individual to produce 

two new individuals. A segment of genes is swapped between the parents to 

create their offspring and not single genes. The simplest of all is the single point 

crossover where a random crossover point is selected, and the bitstrings after 

that point are swapped between the two parents. In the multi-point crossover, 
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two or more crossover points are selected randomly, and every alternate bitstring 

sequence is swapped. In the uniform crossover [50], there exists a probability 

distribution for each gene. This distribution indicates the probability with which 

a gene should be exchanged. Here px is the bit-swapping probability. If px = 0.5 

then each bitstring as an equal chance to be swapped.  

 

Figure 3.2: Types of crossover operations [14] 

 

3.2.3    Mutation Operation 

 The main goal of mutation is to introduce genetic material into the existing 

individual; this adds diversity to the genetic characteristics of the population. The 

mutation is applied at a specific probability pm, to each gene of the offspring, 

which produces the mutated offspring.  It is also known as the mutation rate, 

which is generally a small value, pm ∊ [0,1], this is to ensure some good solutions 

are not biased too much.  Some of the mutation operators are developed [24]. 
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Uniform (Random) mutation, where the bits are chosen randomly, and 

corresponding bits are negated. Inorder mutation,  two points are selected 

randomly, and only the bits between these points undergo random mutation. The 

Gaussian mutation was proposed mainly for binary representation of the 

floating-point value. The bitstring, which represents a decision variable, can be 

converted back to floating-point value and mutated with Gaussian noise. Poisson 

distribution is used to draw chromosomes randomly to determine to mutate the 

genes. The bitstring of these genes is converted. To each of the floating-point 

value, the step size is added 𝑁 (0, 𝜎𝑗), where 𝜎𝑗  is 0.1 of the range of that decision 

variable. Gaussian mutation showed superior results in bit flipping. 

 

Figure 3.3: Types of Mutation [14] 
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3.3 Cultural Algorithms 

 The search process in the standard EAs is unbiased; it uses only a little or 

no domain knowledge to direct the search process [50]. The performance of the 

EAs can be improved considerably by using domain knowledge; it makes the 

search process biased. In 1994 Reynolds [12], proposed Cultural Algorithm (CA). 

CA is one of the popular types of EA which incorporates knowledge to guide the 

search process. A vast number of successful applications of CA exhibits the 

performance of knowledge-based EA. The search mechanism is improved by 

amending the extracted knowledge into a CA. Therefore it leads CA to find better 

solutions with high quality and also improves the convergence rate. In [14] 

Engelbrecht defines culture as “Culture is the sum total of the learned behavior 

of a group of people that are generally considered to be the tradition of that 

people and is transmitted from generation to generation.” 

 

 Fig. 3.4 illustrates the underlying architecture of CA. As depicted in the 

figure, CA maintains two search spaces: the population space like all the other 

EAs is represented by the individuals. Each individual will have a set of features 

independent from each other, which is used to determine its fitness. This space 

will be managed by an EAs such as GA or DE. CA has one more space known as 

the belief space. The belief space stores and updates all the extracted knowledge 

over generations. At each generation, these two spaces communicate with each 

other using a communication protocol. The protocol defines two communication 
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channels. One is the acceptance function which selects a group of individuals to 

adapt the set of beliefs and the second one is influence function, which defines a 

way that all the individuals in the population are influenced by the beliefs. The 

knowledge circulation is carried out as follows: 

 

i. The belief space will receive the top best individuals from the generation g 

in the population space using acceptance function. 

ii. The belief space knowledge is updated 

iii. In the following generation g+1, the knowledge updated in the belief space 

is sent through the influence function to the population space.  

iv. The population space integrates the knowledge to generate offspring from 

generation g and creates the next generation g+1. 

v. Now, the best individuals of g+1 are sent to the belief space and update its 

knowledge.  

This routine continues until the algorithm ends. It seems like the population 

space of a CA works like any other EA, but it uses knowledge-based evolutionary 

operators than random ones. 
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Figure 3.4: Architecture of CA [12] 

 

3.3.1   Belief Space 

 The belief space is the central component where knowledge or beliefs of 

the individuals in the population space is stored. This knowledge searches biased 

towards a particular direction, resulting in a significant reduction of the search 

space. The belief space is updated after each iteration by the fittest individuals. 

The belief space has been classified into five basic categories [12]: 
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 Situation knowledge component tracks the best solution found at every 

generation. 

 Normative knowledge component provides specific standards for 

individual behavior, which are used as guidelines for mutational adaptation to 

individuals. It also maintains a set of intervals, one for each dimension of the 

problem solved. 

 Domain knowledge component, it differs from the situational knowledge 

in that knowledge is not re-initialized at every generation but archives all the best 

solutions since the evolution began. 

 History knowledge component, it maintains a sequence of information 

about the environmental changes. It is mostly used in problems where search 

landscapes may change. 

 Topographical knowledge component, the search space is represented as 

a multidimensional grid. Information such as the frequency of the individual that 

occupies the cell is stored. 

 

3.3.2   Population Space 

 Population component is the space which consists of the individual in the 

population. The population space of CA is similar to that of GA. There are two 

functions which allow the individual to communicate between population space 
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to belief space and vice versa. The acceptance function transfers the best 

individual of the population space into belief space. After that, the belief space 

updates its knowledge and updates the population space by making use of 

influence function. The individuals in the population space make use of this 

knowledge to generate individuals for the next generation [51]. 
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Chapter 4 

 

Proposed Approach 

  

 In this section, we have introduced the pseudo-code and framework of our 

proposed algorithm. We will discuss the design, belief space, and population 

space of the algorithm.  

 

4.1 Cultural Algorithm to solve DMOPs 

 We propose the use of Cultural Algorithms (CA) combined with 

decomposition strategies to solve DMOPs. We have incorporated two different 

decomposition strategies with the CA. Implementing these strategies can improve 

the performance in DMOP through accelerating the convergence. Now we will 

discuss the Cultural Algorithms to solve DMOPs. The problems we focused on 

solving have n decision variables and k objective functions. The population space 

consists of a set of individuals, which contains n decision variables of the problem 
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to be solved. The population is initialized randomly, which consists of p 

individuals. There is an external memory introduced into the algorithm which 

collects all the non-dominated individuals found along the process. The final 

content of this file is the set of solutions produced by the algorithm. The size of 

the external memory is q, which is the number of non-dominated we aim to 

obtain. Next, we will discuss the structure of belief space and the remaining steps 

of the algorithm.  

 

4.1.1 Structure of Belief Space 
 

 The belief space consists of three parts: Situational Knowledge, Normative 

Knowledge, and Environmental History to adjust the belief space and influence 

the population. Mathematically, belief space can be represented as: 

          𝐵(𝑡)  =  [𝑁(𝑡), 𝑆(𝑡), 𝐸(𝑡)]       (4.1) 

where B(t) represents the belief space at generation t  N(t), S(t) and E(t) 

represent the Normative, Situational, and Environmental History knowledge 

respectively. Each of these components is updated simultaneously and influence 

each individual of the next generation. 
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 Situational Component: Let 𝑥𝑏𝑒𝑠𝑡(𝑡) represent the individual having the 

best fitness value at generation t. The situational component is updated as 

follows: 

   𝑆(𝑡 + 1)  =  {
𝑥𝑏𝑒𝑠𝑡(𝑡)      𝑖𝑓 𝑥𝑏𝑒𝑠𝑡(𝑡) >  𝑆(𝑡) 
𝑆(𝑡)                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     (4.2) 

 The property of storing the individual is known as elitism. Elitism 

guarantees that the EA will converge.  

 

 Normative Component: It consists of two parts, namely - the phenotypic 

normative part and a grid which is used to prioritize the generations of non-

dominated solutions that are uniformly distributed along the Pareto front.  

 The phenotypic normative part consists of the lower and upper bounds, 

𝑙𝑓𝑖𝑎𝑛𝑑 𝑢𝑓𝑖, for each objective function (i = 1,…, k) within which the grid will be 

built. The grid is used to place each non-dominated solution in some coordinate 

system where the values of the objective function are used to place each solution. 

Once we have the intervals, we need to know the number of identical sub-

intervals to apply to each of the objective function si  with i = 1,…,k so now the 

grid can be built in the objective space. For each cell, the number of non-

dominated solutions within that cell is recorded.  
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𝑙𝑓1 𝑢𝑓1 𝑙𝑓2 𝑢𝑓2 … 𝑙𝑓𝑘 𝑢𝑓𝑘 

Figure 4.1: Phenotypic normative part 

 In order to initialize the belief space, we need to have an initial population, 

because we will use the non-dominated individuals from the population. It has 

been proven that any population with a size greater than zero; there will be at 

least one non-dominated individual [52]. The initialization of the phenotypic part 

of the belief space includes finding the extreme of each objective function for the 

non-dominated solutions of the initial population. These extremes are stored in 

𝑙𝑓𝑖𝑎𝑛𝑑 𝑢𝑓𝑖 , so that the grid is constructed in the location of non-dominated 

solutions. The initialization of the grid part of the belief space involves 

setting/initializing the number of non-dominated solutions within each cell is to 

0.  

 

 In order to update the belief space, the grid is updated at each generation, 

whereas the phenotypic normative part is updated at regular intervals, gnormative, 

where gnormative (20) is a parameter defined by the user. The grid is updated by the 

increase in the number of non-dominated solutions by the number of individuals 

added to the external memory in the current generation. The update of the grid is 

very simple, and that is why we update it every generation. The acceptance 

function is used to update this part of the belief space; it uses the population of 

the external memory and only chooses the new individuals within the population. 

The update of phenotypic part is not done at every generation because it involves 
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the reconstruction of the grid, and which will affect the computational efficiency 

of the algorithm. The population of the external memory is used to implement 

this update.  

 

 Environmental History Component: Since we are dealing with dynamic 

problems, the belief will include the environmental history component. This is a 

data table for each environment, and it consists of the information such as the 

location of the best solution, the fitness value of the solution, the change in 

magnitude in each dimension, and the following change in the fitness value.  

 

4.1.2 Influence Functions 
 

 Once the belief is updated, it is used to influence the population for the 

next generation. To allow CA to adjust rapidly to environmental changes, we use 

an influence function, which introduces diversity to the population by mutating 

the population proportional to the magnitude of the change. The step size is 

calculated as follows [42]: 

                   (4.3) 
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where f represents landscape before the change 𝑓  represents the changes in 

landscape, 𝑓(𝑡) is the best fitness value stored in the history table. This indicates 

a large step size for large environment changes; thereby increasing the diversity. 

 

4.1.3 Mutation Operator 

 

 The information stored in the belief space belongs to the objective space of 

our problem. The mutation parameters are given as the input to the algorithm, 

which is provided by the user. The Gaussian mutation operator adopted in our 

algorithm is as follows [39]:  

    𝑥𝑖
′  =  [𝑥𝑖  +  𝑁 (0, 𝜎)]  ∗ 𝐹     (4.4)  

where: 𝑥𝑖  is the i-th variable of the individual x, 𝑥𝑖
′ is the i-th variable of new 

individual 𝑥′ obtained after applying the mutation operator and  F is the scalar 

factor. 𝑁 (𝜇, 𝜎) is a normal distribution of the random variable that has mean 𝜇 

and a standard deviation 𝜎 . In our case, 𝜇  will always be zero, and 𝜎  be the 

parameter provided by the user. Mutation is applied to i = 1 , . . . , n, and operates 

on the main population. At the end of this  process, the population size will 2p. 
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4.1.4 Selection Operator 

 

 Tournament selection is carried out using the main population of size 2p. 

Each individual is confronted against c individuals who are randomly chosen 

from the main population. The rules for tournament selection are as follows: 

• If an individual dominates its competitor (contender c), then the 

dominating individual wins. 

• If none of the competitors are non-comparable or if their objective 

values of the function are same, then: 

- If one of the individuals lie outside the grid, then that individual is 

selected. 

- If both lie within the cell, then the individual which lies in the less 

populated cell is selected. 

• If none of the above cases satisfy, then the fittest individual is selected. 

 

 The first rule is straightforward; we are just giving preference to the non-

dominated individuals. In the second rule, the influence of the belief space in 

decisions is appreciated during the tournament. Once the tournaments are done, 

we select the individual with maximum victories to be part of the next generation. 

The decisions taken in the tournament selection will be influenced by the 

information stored in the belief space. 
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4.1.5 Environmental Change Detection 

 

 When the problem changes, 10% of the population are chosen randomly 

for re-evaluation to detect environmental changes [20]. This is carried out by 

computing the average objective function values and comparing them with the 

previous and current generations. If they differ, then an environmental change 

has occurred. Therefore, the system responds to the change by reconstructing the 

population for only randomly chosen 50% individuals [6]. 

 

4.2 Decomposition Strategy 

 

 There is a wide variety of methods for accomplishing MOP, but none can 

be said to be superior to all the others. When selecting a method, the specific 

features of the problem to be solved should be taken into consideration. 

Consequently, the input from the decision-maker is essential. Therefore, Hwang 

(1979), classified the different methods according to the participation of the 

decision-maker which has been discussed in Chapter 2.4 

 

4.2.1 Tchebycheff Method 

  

  This method was proposed by Steur (1989), it is one of the types of 

interactive methods. The design of this method is to be user-friendly for the 
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decision-maker. To find a set of Pareto optimal solutions or non-dominated 

solutions, preference information from the decision-maker should be obtained 

iteratively. The preference information is distinguished by two user-specified 

inputs. One is known as the utopian objective vector or ideal solution (z*) to the 

DMOP. The second one is the weight vector  (𝜆𝑖: i = 1,2,…,n) which assigns the 

relative preferences to n objectives. The mathematical model is represented as 

follows [1]: 

  Minimize          𝑀𝑎𝑥𝑖...,𝑛[𝜆𝑖|𝑧𝑖
∗ − 𝑧𝑖|]    (4.5) 

              subject to        𝑔𝑗(𝑥) ≤ 0 ∀𝑗 = 1,2, … , 𝑚                    

               𝜆𝑖 ∈ 𝑅𝑛|𝜆𝑖 ∈ {0,1} 

                        ∑ 𝜆𝑖𝑖∈𝑛 = 1 

              x  ∈ X 

 

where zi  is one of the n-objectives being maximized and zi*  is the corresponding 

i-th utopian objective vector value or the ideal solution, 𝜆𝑖 is the i-th weight vector 

value. gj (x) is the j-th constraint of the original problem, m is the total number of 

constraints, Rn is the objective space. X is the decision space and x is the decision 

vector. For each Pareto optimal point x* , there is a weight vector λ such that x* is 

the optimal solution of (4.5) and each optimal solution of (4.5) is also a POS of 

(1.3). Therefore, we are able to obtain different Pareto optimal solutions by 

simply altering the value of the weight vector. Different solutions can be obtained 

with different weight vectors. 
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 The problem considered for our approach is defined here as follows: let λ1, 

. . . ,λN be considered the set of evenly spread weight vectors, a MOP will be 

decomposed into N scalar optimization subproblems, and the  j-th subproblem is 

as follows [6]: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑔(𝑥|𝜆𝑗 , 𝑧∗) = 𝑚𝑎𝑥
1≤𝑖≤𝑚

{𝜆𝑖
𝑗 |𝑓𝑖(𝑥) − 𝑧𝑖

∗} 

                                          subject to 𝑥 ∈ 𝑋                  (4.6) 

where 𝜆𝑗  =  𝜆1
𝑗
, . . . , 𝜆𝑚

𝑗
 and objective vector is 𝑧∗ = (𝑧1

∗, . . . , 𝑧𝑚
∗ )T for a minimization 

problem 𝑧𝑖
∗ = 𝑚𝑖𝑛{𝑓1(𝑥)}, 𝑥 ∈ 𝑋, for each i = 1, . . . ,m. The proposed approach 

CA/D minimizes the N-scalar subproblems simultaneously. In CA/D a 

neighborhood 𝜆𝑗 is defined by a set of closest weight vector in  λ1, . . . ,λN. The j-th 

subproblem neighborhood consists of all the subproblems with the weight vectors 

from the neighborhood 𝜆𝑗. The population of the subproblem consists of the best 

solution found so far for every subproblem. This is the modified version of 

MOEA/D-DP [6]. We explicitly use cultural algorithm (CA) which aims at 

providing better results by using the belief space component and also the history 

knowledge component which was mentioned earlier to keep track of the 

environmental changes occurred. Our algorithm for CA/D-TM works as follows: 

Algorithm 1: CA/D-TM 

Step I: Initialization 

1. Set the generation counter, T = 0. 

2. Initialize a population x1, . . . , xN and the population space P(0). 

3. Generate and initialize the belief space B(0). 

4. Select the neighborhood (subproblem) 𝑆(𝑖)  = {𝑖1, . . . , 𝑖𝐻}, where H are close 
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to the weight vectors 𝜆𝑗. 

5. Compute the Euclidean distance between any two weight vectors and work 

out the R closest weight vectors for each weight vector. For each i = 1, ... , N, 

set C(i) =  {i1 , . . . , iR} where 𝜆𝑗1 , … , 𝜆𝑗𝑅  are the R closest weight vectors to 𝜆𝑗. 

6. Initialize an objective vector z* = (z1, . . . , zm). 

7. Initialize the external memory q. 

 

Step II: Environmental change detection 

1. Re-examine 1/10 * N individuals which are randomly chosen from the 

population and calculate their average objective function value 𝐹̅ =

{𝑓1̅, . . . , 𝑓𝑚
̅̅ ̅} and have a comparison of these with the previous generation. If 

the values of objective function are different continue; otherwise go to Step 

III. 

2. Responding to the change, reconstruct the population P for randomly chosen 

50% individuals in the objective space. 

3. Output the population P, objective functions F and increment T = T+1. 

4. Re-examine the new population and update their objective vector 𝑧∗  

 

Step III: Update 

For i = 1, . . . N, do 

1. Reproduction – Select two indexes a, b from C(i) and then output the new 

solution y from xa and xb by using the genetic operators. (Mutation and 

Crossover). 

2. Evaluate the new solution y, if it is out of the boundary of the decision space 

and produce y’ 

3. Apply Tournament selection – Randomly choose c contenders and do 

tournaments. 

4. Select p individuals with max victories to produce the population of next 

generation. 

5. Update the population space P(T), if 𝑔(𝑦|𝜆𝑝, 𝑧∗) < 𝑔(𝑥𝑝|𝜆𝑝, 𝑧∗) then xp = y. 

6. Add the new non-dominated individuals to the external memory of size q 

7. Update the belief space B(T) using the individuals added to external memory. 

8. Update the objective vector z* for every i = 1, . . . , m,  zi > fi (y’) then set , zi  =  
fi (y’). 
 

Step IV: Stopping criterion 

1. If the stopping conditions are met then stop and output the population 

otherwise go to step II. 
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4.2.3 Reference Point Method (RP) 

 

 This method was proposed by Wierzbicki (1981); it is also a part of 

interactive methods. The reference point is a feasible or infeasible point in the 

objective space which will be reasonable or desirable to the decision-maker. The 

reference point is based on aspiration levels. In this method, the pareto optimal 

solutions are based on the reference points, not on function values or weighting 

vectors. It should be noted that RPs are not used to present user preference or to 

guide the search process but to predefine the search directions covering the entire 

search spaces in order to accelerate the convergence speed [38]. The goal of the 

RP method is to derive achievement functions having minimal solutions at 

weakly, ε-properly or Pareto optimal solution closest to a given aspiration level 

based on solving a scalarizing problem. Given a reference point 𝑧̅ for an M-

objective optimization problem 𝑓1(𝑥), . . . , 𝑓𝑖(𝑥) with 𝑥 ∈  𝑆 , the following is the 

mathematical representation [40]: 

        𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒          𝑀𝑎𝑥𝑖=1
𝑀 [𝑤𝑖(𝑓𝑖(𝑥) − 𝑧𝑖)]                 (4.4)  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑥 ∈ 𝑆 

where, 𝑤𝑖  is the i-th component of a chosen weight vector, which is used for 

scalarizing the objectives. An appropriate form of achievement function must also 

be selected. For an RP, the closest Pareto solution is the target solution for this 

method. The location of the RP makes the algorithm to focus on a specific region 

in the Pareto front, where the use of a weight vector is to make a fine trade-off 
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among the objectives and focuses the algorithm to obtain a single POS and 

trading-off the other objectives. Thus, the RP provides higher-level information 

about the region to focus; and on the other hand, the weight vector provides more 

detailed information about what to converge on the Pareto front. Our algorithm 

for CA/D-RP is stated below: 

Algorithm 1: CA/D-RP 

Step I: Initialization 

1. Set the generation counter, T = 0. 

2. Initialize a population x1, . . . , xN and the population space P(0). 

3. Generate and initialize the belief space B(0). 

4. Compute the Euclidean distance between any two weight vectors and work 

out the R closest weight vectors for each weight vector. For each i = 1, ... , N, 

set C(i) =  {i1 , . . . , iR} where 𝜆𝑗1 , … ,  𝜆𝑗𝑅  are the R closest weight vectors to 𝜆𝑗. 

5. Initialize a reference point 𝑧̅ = (z1, . . . , zm). 

6. Initialize the external memory q. 

 

Step II: Environmental change detection 

1. Re-examine 1/10 * N individuals which are randomly chosen from the 

population and calculate their average objective function value 𝐹̅ =

{𝑓1̅, . . . , 𝑓𝑚
̅̅ ̅} and have a comparison of these with the previous generation. If 

the values of objective function are different continue, otherwise go to Step 

III. 

2. Responding to the change, reconstruct the population P for randomly chosen 

50% individuals in the objective space. 

3. Output the population P, objective functions F and increment T = T+1. 

4. Re-examine the new population and update their reference point 𝑧̅. 

 

Step III: Update 

For i = 1, . . . N, do 

1. Reproduction – Select two indexes a, b from C(i) and then output the new 

solution y from xa and xb by using the genetic operators. (Mutation and 

Crossover). 

2. Evaluate the new solution y, if it is out of the boundary of the decision space 



 

56 
 

and produce y’ 

3. Apply Tournament selection – Randomly choose c contenders and do 

tournaments. 

4. Select p individuals with max victories to produce the population of next 

generation. 

5. Update the population space P(T). 

6. Add the new non-dominated individuals to the external memory of size q. 

7. Update the belief space B(T) using the individuals added to external memory. 

8. Update the reference point 𝑧̅ for every j = 1, . . . , m,  zj = 𝑧̅ + (z′ −  z̅) . ej (j-th 
unit vector) 

Step IV: Stopping criterion 

1. If the stopping conditions are met then stop and output the population; 

otherwise go to step II. 

 

 

 

 
 

Figure 4.2: Flowchart of the Algorithm 
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Chapter 5 

 

Benchmark Functions and Experiments 

  

 In this chapter, we will discuss the benchmark functions used in testing 

the proposed algorithm in comparison to existing algorithms, and describe the 

details of the experimental setup. 

 

5.1 Benchmark Optimization Functions 

 Benchmark optimization problems are often used to evaluate the 

performance of any optimization algorithm. The are used to evaluate the 

characteristics of the algorithms such as convergence, robustness, precision, and 

general performance. For our proposed algorithm, we have used the CEC 2015 

benchmark functions to evaluate and compare them with the existing algorithms 

[29]. These functions are briefed in the following section 1 . There are 15 

minimization functions. Functions may be either convex or non-convex. The test 

 
1 These content are taken from https://al-
roomi.org/multimedia/CEC_Database/CEC2015/RealParameterOptimization/ExpensiveOptimization/CEC2
015_ExpensiveOptimization_TechnicalReport.pdf 

https://al-roomi.org/multimedia/CEC_Database/CEC2015/RealParameterOptimization/ExpensiveOptimization/CEC2015_ExpensiveOptimization_TechnicalReport.pdf
https://al-roomi.org/multimedia/CEC_Database/CEC2015/RealParameterOptimization/ExpensiveOptimization/CEC2015_ExpensiveOptimization_TechnicalReport.pdf
https://al-roomi.org/multimedia/CEC_Database/CEC2015/RealParameterOptimization/ExpensiveOptimization/CEC2015_ExpensiveOptimization_TechnicalReport.pdf
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functions are dimension-wise scalable. For our experiments, the different 

functions used are as follows: 

 

1. Unimodal Functions 

2. Multi-modal Functions 

3. Hybrid Functions 

4. Composite Functions 

 

Table 5.1: Summary of the CEC 2015 Benchmark problems [29]. 

 

Categories No. Functions Related Basic Functions 

Unimodal 

Functions 

F1 Rotated Bent Cigar 

Function 

Bent Cigar Function 

F2 Rotated Discus 

Function 

Discus Function 

Simple 

Multi-modal 

Functions 

F3 Shifted and Rotated 

Weierstrass Function 

Weierstrass Function 

F4 Shifted and Rotated 

Schwefel's Function 

Schwefel's Function 

F5 Shifted and Rotated 

Katsuura Function 

Katsuura Function 

F6 Shifted and Rotated HappyCat Function 
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HappyCat Function 

F7 Shifted and Rotated 

HGBat Function 

HGBat Function 

F8 Shifted and Rotated 

Expanded Griewank's 

plus Rosenbrock's 

Function 

Griewank's Function Rosenbrock's 

Function 

F9 Shifted and Rotated 

Expanded Scaffer's F6 

Function 

Expanded Scaffer's F6 Function 

Hybrid 

Functions 

F10 Hybrid Function 1 

(N=3) 

Schwefel's Function Rastrigin’s Function 

High Condition Elliptic Function  

F11 Hybrid Function 2 

(N=4) 

Griewank's Function Rosenbrock's 

Function Scaffer's F6 Function 

Weierstrass Function 

F12 Hybrid Function 3 

(N=5) 

Katsuura Function HappyCat Function 

Griewank's Function Rosenbrock's 

Function Schwefel's Function Ackley’s 

Function 

Composite 

Functions 

 

F13 Composite Function 1 

(N=5) 

Rosenbrock's Function High Condition 

Elliptic Function Bent Cigar Function 

Discus Function 

F14 Composite Function 2 

(N=3) 

Schwefel's Function Rastrigin’s Function 

High Condition Elliptic Function 
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F15 Composite Function 3 

(N=5) 

HGBat Function Weierstrass Function 

Schwefel's Function Rastrigin’s Function 

High Condition Elliptic Function 

 

5.1.1 Unimodal Functions 

 The functions are the extension of the primary functions. They are shifted 

and rotated.  

  𝑜𝑖1  = [𝑜𝑖1, 𝑜𝑖2, . . . , 𝑜𝑖𝐷]𝑇        (5.1) 

is the shifted global optimum, which is randomly distributed in [−80,80]𝐷. All the 

test functions are scalable and shifted to  o. 

 

F1 (Rotated Bent Cigar Function): This is the extended version for bent 

cigar function. The properties of this function are non-separable, dimension-wise 

scalable, and unimodal.  

                               𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓1(𝑀(𝑥 −  𝑜1)) + 100       (5.2) 
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Figure 5.1: 3D-Map for Rotated Bent Cigar Function [29] 

F2 (Rotated Discus Function): This function is the extended version of 

discus function. The properties of this function are non-seperable, unimodal, and 

dimension-wise scalable.  

                                 𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓2(𝑀(𝑥 − 𝑜2)) + 200      (5.3)  

 

 

Figure 5.2: 3D – Map for Rotated Discus Function [29] 
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5.1.2 Simple Multi-Modal Functions 

F3 (Shifted and Rotated Weierstrass Function): This is an extended 

version for Weierstrass function. The properties of this function are non-

separable, dimension-wise scalable, and multi-modal. 

                             𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓3(𝑀(
0.5 (𝑥 − 𝑜3)

100
 )) + 300     (5.4) 

F4 (Shifted and Rotated Schwefel’s Function): This function is an 

extended version of Schwefel’s function. The properties of the function are non-

separable, multi-modal, and dimension-wise scalable. 

                            𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓4(𝑀(
1000 (𝑥 − 𝑜4)

100
 )) + 400     (5.5) 

 

Figure 5.3: 3D – Map for Rotated and Shifted Schwefel’s Function [29] 

F5 (Rotated and Shifted Katsuura Function): This is an extended version 

of Katsuura function. The properties of the function are non-separable, multi-

modal, and dimension-wise scalable.  
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                             𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓5(𝑀(
5 (𝑥 − 𝑜5)

100
 )) + 500      (5.6) 

 

Figure 5.4: 3D -Map for Rotated and Shifted Katsuura Function [29] 

F6 (Rotated and Shifted HappyCat Function): This is an extension of 

HappyCat function. The properties of this function are separable, dimension-wise 

scalable, and multi-modal. 

                              𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓6(𝑀(
5 (𝑥 − 𝑜6)

100
 )) + 600      (5.7) 

 

Figure 5.5: 3D – Map for Rotated and Shifted HappyCat Function [29] 



 

64 
 

F7 (Rotated and Shifted HGBat Function): This is an extended version of 

the HGBat function. The properties of the this function are  multi-modal, non-

separable and dimension-wise scalable. 

                                         𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓7(𝑀(
5 (𝑥 − 𝑜7)

100
 )) + 700   (5.8) 

 

Figure 5.6: 3D – Map for Rotated and Shifted HGBat Function [29] 

F8 (Shifted and Rotated Expanded Griewank's plus Rosenbrock's 

Function): This function is an extended and expanded version of two functions: 

Griewank’s and Rosenbrock function. The properties of this function are non-

separable, dimension-wise scalable, and multi-modal. 

     𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓8(𝑀(
5 (𝑥 − 𝑜8)

100
 )) + 800        (5.9) 

F9 (Shited and Rotated Expanded Scaffer’s F6 Function): This function is 

an expanded and extended version of Scaffer’s F6 function. The properties of this 

function are non-separable, dimension-wise scalable, and multi-modal. 
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   𝑓(𝑥1, … , 𝑥𝑛)  =  𝑓9(𝑀(𝑥 −  𝑜9)  +  1) + 900   (5.10) 

 

Figure 5.7: 3D – Map for Shifted and Rotated Scaffer’s F6 Function [29] 

 

5.1.3 Hybrid Functions 

 Hybrid functions resemble real-world optimization problems, comprising 

different set of variables possessing different properties. Similarly, in hybrid 

functions, all the variables are divided into some subsets, and each subset will 

have different basic functions operating on them. 

  𝐹(𝑥) = 𝑔1(𝑀1𝑧1) + 𝑔2(𝑀2𝑧2) + . . . + 𝑔𝑁(𝑀𝑁𝑧𝑁)  +  𝑓∗(𝑥)   (5.11) 

𝐹(𝑥): Hybrid Function 

𝑔𝑖(𝑥): i-th basic function used to construct the hybrid function. 

N: Number of basic functions 
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𝑧 =  [𝑧1, 𝑧2, . . . , 𝑧𝑁],  𝑧1 = [𝑦𝑠1
, 𝑦𝑠2

, … , 𝑦𝑠𝑚
],  𝑧2 = [𝑦𝑠𝑚+1

, 𝑦𝑠𝑚+2
, … , 𝑦𝑠𝑚+𝑛2

], … , 

     𝑧𝑁  =  [𝑦𝑠
∑ 𝑛𝑖+1𝑁−1

𝑖=1

  , 𝑦𝑠
∑ 𝑛𝑖+2𝑁−1

𝑖=1

, . . . , 𝑦𝑠𝐷
]    (5.12) 

 𝑦 =  𝑥 − 𝑜𝑖, S = randperm (1:D) 

𝑝𝑖: used to control the percentage of 𝑔𝑖(𝑥) 

𝑛𝑖: dimension for each basic function  ∑ 𝑛𝑖  =  𝐷𝑁
𝑖=1  

        𝑛1  =  [𝑝1𝐷] , 𝑛2  =  [𝑝2𝐷] , . . . , 𝑛𝑁−1  =  [𝑝𝑁−1𝐷] , 𝑛𝑁  =  𝐷 −  ∑ 𝑛𝑖
𝑁−1
𝑖 = 1    (5.13) 

F10 (Hybrid Funtion 1 ) (N = 3) 

p = [0.3, 0.3, 0.4] 

g1 : High Conditioned Elliptic Function  

g2 : Modified Schwefel’s Function 

g3 : Rastrigin’s Function  

F11 (Hybrid Function 2) (N = 4) 

p = [0.2, 0.2,  0.3, 0.3] 

g1 : Weierstrass  Function  

g2 : Griewank’s Function 

g3 : Scaffer’s F6 Function  
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g4 : Rosenbrock’s Function 

F12 (Hybrid Function 3) (N = 5) 

p = [0.1, 0.2, 0.2, 0.2, 0.3] 

g1 : Modified Schwefel’s Function  

g2 : HappyCat Function 

g3 : Auckley’s Function  

g4 : Katsuura Function 

g5 : Expanded Griewank’s plus Rosenbrock’s Function 

 

5.1.4 Composite Functions 

   𝐹(𝑥)  =  ∑ {𝜔𝑖  ∗  [𝜆𝑖𝑔𝑖(𝑥)  +  𝑏𝑖𝑎𝑠𝑖]}  +  𝐹∗𝑁
𝑖=1    (5.14)  

𝐹(𝑥): Composite Function 

𝑔𝑖(𝑥): i-th basic function used to construct the composite function. 

N: Number of basic functions 

𝑜𝑖 : new shifted optimum position for each 𝑔𝑖(𝑥), define the global and local 

optima’s position 

𝑏𝑖𝑎𝑠𝑖: defines which optimum is the global optimum  
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𝜎𝑖: used to control each 𝑔𝑖(𝑥)’s coverage range, a small 𝜎𝑖 gives a narrow range for 

that 𝑔𝑖(𝑥) 

𝜆𝑖: used to control each 𝑔𝑖(𝑥)’s height 

𝑤𝑖: weight for each 𝑔𝑖(𝑥)’s, calculated as below: 

    𝑊𝑖  =  
1

√∑  𝐷
𝑗 = 1

 𝑒𝑥𝑝 (
∑ (𝑥𝑗−𝑜𝑖𝑗)

2𝐷
𝑗 = 1

2𝐷𝜎𝑖
2 )     (5.15) 

Then normalize the weight 𝜔𝑖  =  𝑤𝑖 /  ∑ 𝜔𝑖
𝑛
𝑖=1   

So when x = 𝑜𝑖 , 𝜔𝑗  =  {
1    𝑗 = 𝑖
0    𝑗 ≠ 𝑖

   for j = 1,2, . . . , N,  f(x) = 𝑏𝑖𝑎𝑠𝑖 + f* 

 The optimum which has the smallest bias value is the global optimum. The 

composite function merges the properties of the subfunction better and 

maintains continuity around the global/optima. For some composite function, 

the hybrid functions are used as the basic functions. 

F13 (Composite Function 1) (N = 5) 

𝜆 = [1, 1e-6, 1e-26, 1e-6, 1e-6] 

𝜎 = [10, 20, 30, 40, 50]  

bias = [0, 100, 200, 300, 400] 

g1 : Rotated Rosenbrock’s Function  

g2 : Rotated Bent Cigar Function 
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g3 : Expanded Griewank’s plus Rosenbrock’s Function  

g4 : High Conditioned Elliptical Function 

g5 : Rotated Discus Function 

 

Figure 5.8: 3D – Map for Composite Function 1 [29] 

F14 (Composite Function 2) (N = 3) 

𝜆 = [0.25, 1, 1e-7] 

𝜎 = [10, 20, 30]  

bias = [0, 100, 200] 

g1 : Rotated Rastrigin’s Function  

g2 : Rotated Schwefel’s Function 

g3 : High Conditioned Elliptic Function  
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Figure 5.9: 3D – Map for Composite Function 2 [29] 

F15 (Composite Function 3) (N = 5) 

𝜆 = [10, 10, 2.5, 2.5, 1e-6] 

𝜎 = [10, 10, 30, 40, 50]  

bias = [0, 100, 200, 300, 400] 

g1 : Rotated Weierstrass Function  

g2 : Rotated Rastrigin’s Function 

g3 : Rotated High Conditioned Elliptic Function  

g4 : Rotated Schwefel’s Function 

g5 : Rotated Rosenbrock’s Function  
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Figure 5.10: 3D – Map for Composite Function 3 [29] 

 

5.2 Experimental Setup 

 Our proposed algorithm is compared with the performance of existing 

algorithms such as Cultural Algorithm (CA), Multi-Population Cultural Algorithm 

(MPCA), and MPCA incorporated by Game Theory Model (MPCA-GS) [19]. The 

proposed strategies: Tchebycheff method and Reference-Point method are 

compared with each other, and also with the above mentioned well-known 

algorithms. The algorithms are abbreviated as follows: 

 

M1: Cultural Algorithm 

M2: Multi-Population Cultural Algorithm 
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M3: Multi-Population Cultural Algorithm with Game theory model 

M4: Cultural Algorithm with Tchebycheff method 

M5: Cultural Algorithm with Reference point method 

 

 The five algorithms mentioned above are compared with each other. To 

make a fair comparison, the parameters used for all the algorithms are the same. 

The values of the parameters used are listed in Table 5.2. All the algorithms are 

tested individually 20 times on all the functions to get an exact solution. The 

performance of the proposed algorithm was evaluated using the following 

information: 

Mean Value (Mean): This is the mean value of the solution gotten maximum 

generation in 20 runs. 

Standard Deviation Value (Std): The standard deviation of the mean value. 

Best Individual Value (Best): This is the best individual in the whole population 

of all the generations. 

Average number of generation (Gen): This is the average number of generations 

required to find the best solution. 
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Parameters Values 

Size of the Population (N) 100 

Number of Generations 100 

Size of Neighbourhood 20 

Crossover Probability (CP) 0.5 

Scalar Factor (F) 0.5 

Polynomial Mutation Rate (pm) 1/n (n=number of dimensions) 

Independent Runs 20 

Dimensions 10 & 30 

Change of Severity (nt) 20 

Change of Frequency (τt) 10 

Table 5.2 Parameter values for the algorithm 

 

 There are different types of DMOPs based on severity, frequency, and 

predictability of changes. In our approach, we concentrate on the frequency and 

severity-based changes. The change in Frequency (τt) means how often the 

environment changes. Therefore, there is an environmental change every 10 

generations. The change in Severity (nt) refers to how severe the problem 

changes. The change can be either small or large. If the severity is small, it is 

easier to converge to the optimal solution since information acquired from the 

previous generation can be reused to accelerate the convergence. Otherwise, the 

problem may be completely unrelated to the previous one [45].  
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5.3 Results and Analysis 

 In this section, a relative comparison with respect to all benchmark 

models/algorithm is accomplished via experiments. The comparisons are carried 

out in both low dimension (10D) and high dimension (30D) for all the 

benchmark problems discussed in section 5.1. 

 

 F1 F2 F3 F4 F5 F6 F7 

M1        

Mean 1.12E09 6.76E05 3.19E02 5.06E03 5.15E02 6.16E02 7.48E02 

Std 5.18E02 4.65E03 0.74E00 2.01E02 0.65E00 2.07E00 5.60E01 

Best 1.43E09 5.66E05 3.11E02 1.64E03 5.02E02 6.01E02 7.97E02 

Gen 70 16 72 97 43 83 73 

M2        

Mean 1.44E09 5.22E05 3.10E02 1.22E03 5.02E02 6.01E02 7.11E02 

Std 3.15E02 9.47E03 0.71E00 8.15E01 0.21E00 0.19E00 2.97E00 

Best 1.75E09 5.07E04 3.06E02 4.40E03 5.01E02 6.00E02 7.00E02 

Gen 83 31 83 69 62 94 74 

M3        

Mean 1.55E09 5.70E05 3.10E02 1.07E03 5.02E02 6.02E02 7.11E02 



 

75 
 

Std 9.92E02 1.49E02 1.05E00 9.46E01 0.24E00 0.22E00 2.86E00 

Best 2.01E09 5.04E04 3.05E02 3.77E03 5.01E02 6.00E02 7.00E02 

Gen 97 29 59 91 54 93 86 

M4        

Mean 1.40E09 6.67E04 3.03E02 5.27E03 4.99E02 6.02E02 7.11E02 

Std 0.26E01 5.35E01 0.65E00 0.75E00 0.10E01 0.25E00 0.28E01 

Best 2.96E09 5.94E04 3.05E02 5.96E03 5.01E02 5.99E02 7.28E02 

Gen 84 40 55 87 23 36 69 

M5        

Mean 1.40E09 6.99E05 3.27E02 1.03E03 5.02E02 5.98E02 7.11E02 

Std 3.56E03 4.82E02 0.87E00 2.01E01 0.58E00 0.30E00 2.85E00 

Best 1.27E09 3.91E05 4.57E02 4.65E03 5.01E02 6.00E02 7.97E02 

Gen 90 35 61 91 26 42 74 

Table 5.3: M1-M5 on F1-F7 for 10D 

 

 F8 F9 F10 F11 F12 F13 F14 F15 

M1         

Mean 7.79E04 9.05E02 3.83E03 4.70E03 1.88E03 2.46E03 7.87E04 4.43E04 

Std 2.43E01 0.29E00 4.63E01 2.63E02 1.07E01 1.62E03 1.16E02 3.28E03 
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Best 8.66E04 9.04E02 3.77E03 1.43E03 1.97E03 2.60E03 8.31E04 2.00E04 

Gen 99 93 89 94 84 98 91 71 

M2         

Mean 6.83E03 9.04E02 3.01E03 1.11E03 1.48E03 1.66E03 5.61E03 1.98E03 

Std 3.67E03 0.11E00 4.11E01 2.73E00 5.73E01 1.53E01 1.61E00 1.12E02 

Best 8.04E03 9.04E02 3.23E03 1.10E03 1.29E03 1.62E03 5.60E03 1.56E03 

Gen 80 75 81 90 69 97 93 57 

M3         

Mean 7.07E03 9.04E02 2.03E03 1.11E03 1.48E03 1.66E03 5.61E03 2.02E03 

Std 4.66E03 0.10E00 5.72E02 1.90E00 5.51E01 1.67E01 2.50E00 5.12E01 

Best 8.03E03 9.04E02 3.49E03 1.10E03 1.24E03 1.61E03 5.60E03 1.93E03 

Gen 80 79 86 86 61 97 93 69 

M4         

Mean 7.95E03 9.01E02 2.01E03 1.11E03 1.48E03 1.42E03 5.59E03 1.77E03 

Std 2.87E03 0.23E00 4.10E02 2.54E00 1.98E02 1.45E02 1.75E02 1.32E02 

Best 8.01E03 9.99E02 3.58E03 1.57E03 1.01E03 1.61E03 5.98E03 1.43E03 

Gen 77 96 84 73 62 92 71 56 

M5         

Mean 7.56E03 9.82E02 2.01E02 1.85E03 1.33E03 1.42E03 5.98E01 1.77E03 
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Std 2.93E00 0.17E00 3.19E02 2.67E02 1.45E03 1.97E03 1.63E01 2.02E02 

Best 8.03E03 9.04E02 3.52E02 1.91E03 1.24E03 1.58E03 1.25E03 2.41E03 

Gen 72 93 81 83 59 90 77 65 

Table 5.4: M1-M5 on F8-F15 for 10D 

 

 As seen in table 5.3 and 5.4; the mean, standard deviation, best individual, 

and average generations have been recorded. The results of our proposed method 

are tabulated against the different existing algorithms, aforementioned. The 

results are for 10 dimensions. In abide to ensure equity/balance in our 

comparisons, all the parameters used are similar. All the best individuals and 

similar values are highlighted in the table (5.3 and 5.4). With respect to our 

results, M4 outperforms 7 out of the 15 benchmark functions. Thus, giving 4 

functions with similar results (F6, F7, F11, F12), but the number of generations 

required by the proposed M4 approach to converge is lesser when compared with 

other existing methods. Accordingly, we analyze the results in the next chapter. 

 On the other hand, another proposed approach M5 outperforms only 6 out 

of the 15 functions. Same as M4, it gives similar results for two functions (F5 and 

F7), and the number of generations required to converge is relatively the same as 

the existing methods. It can be observed that this method performs well on 

composite and hybrid functions as against multi-modal and unimodal functions. 

The explanation will be discussed in chapter 6. 
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 F1 F2 F3 F4 F5 F6 F7 

M1        

Mean 2.60E09 1.04E05 3.37E02 3.32E03 6.57E02 6.51E03 7.04E02 

Std 1.05E07 1.29E03 1.35E00 5.32E02 0.39E00 0.94E00 3.55E01 

Best 1.03E09 2.69E05 3.45E02 5.81E03 5.04E02 6.02E03 9.35E02 

Gen 95 22 78 87 51 75 85 

M2        

Mean 2.60E09 1.27E05 3.35E02 2.28E03 6.02E02 6.42E03 7.03E02 

Std 4.99E03 5.50E02 1.27E00 2.53E02 0.45E00 6.34E00 1.10E01 

Best 2.60E09 1.71E05 3.36E02 2.29E03 5.02E02 6.01E03 7.04E02 

Gen 98 31 87 88 36 51 96 

M3         

Mean 2.99E09 1.05E05 3.38E02 2.56E03 6.02E02 6.45E03 7.04E02 

Std 4.49E09 3.78E04 1.62E00 2.64E02 0.36E00 0.44E00 1.13E01 

Best 3.65E09 1.19E05 3.36E02 2.59E03 5.02E02 6.01E03 7.05E02 

Gen 97 35 71 98 44 53 98 

M4        

Mean 1.75E09 1.05E05 3.45E02 2.56E03 5.59E02 6.31E03 7.04E02 

Std 2.70E03 2.98E03 1.98E00 2.99E02 0.99E00 0.52E00 1.92E02 
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Best 2.56E09 1.19E05 3.06E02 2.59E03 5.02E02 5.99E03 7.65E02 

Gen 76 10 63 99 33 83 79 

M5        

Mean 1.75E09 1.06E09 3.08E02 2.23E03 5.59E02 6.31E03 7.05E02 

Std 2.98E02 5.54E09 1.84E00 2.26E02 0.85E00 0.94E00 1.72E02 

Best 2.65E09 1.17E09 3.16E02 2.61E03 5.02E02 6.00E03 7.02E02 

Gen 73 21 67 95 47 87 82 

Table 5.5: M1-M5 on F1-F7 for 30D 

 

 F8 F9 F10 F11 F12 F13 F14 F15 

M1         

Mean 1.14E04 9.67E02 2.05E06 1.58E03 1.94E03 3.65E03 1.99E03 2.82E03 

Std 4.67E02 0.20E00 8.84E03 4.37E02 3.58E02 3.52E03 4.70E03 8.58E03 

Best 1.78E04 9.14E02 3.62E06 1.48E03 1.07E03 4.27E03 2.88E03 7.28E03 

Gen 91 81 42 10 42 91 91 57 

M2         

Mean 2.09E04 9.15E02 1.74E06 1.44E03 2.05E03 1.68E03 1.67E03 2.81E03 

Std 4.34E04 0.85E00 1.98E03 4.52E01 7.65E03 6.97E01 2.71E01 2.15E01 

Best 2.01E04 9.13E02 3.58E06 1.41E03 1.94E03 1.68E03 1.65E03 2.81E03 
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Gen 98 89 49 69 88 93 94 35 

M3         

Mean 1.01E04 9.14E02 1.15E06 1.51E03 2.05E03 1.69E03 1.63E03 2.77E03 

Std 4.94E03 0.91E00 2.38E01 3.38E01 3.45E03 7.22E01 3.91E01 3.01E01 

Best 2.10E04 9.14E02 1.50E06 1.15E03 2.05E03 1.69E03 1.63E03 2.78E03 

Gen 91 87 81 59 69 90 95 50 

M4         

Mean 1.54E04 9.14E02 1.50E06 1.41E03 1.85E03 1.69E03 1.52E03 2.72E03 

Std 4.26E02 0.98E00 2.63E03 3.45E03 2.98E02 9.67E03 2.32E03 3.51E01 

Best 1.61E04 9.01E02 3.32E06 1.13E03 1.07E03 1.69E03 1.61E03 2.56E03 

Gen 82 75 74 73 36 79 84 47 

M5         

Mean 3.98E04 9.14E02 1.17E06 1.41E03 1.98E03 1.63E03 1.52E03 2.77E03 

Std 2.36E02 0.96E00 3.84E03 3.65E03 2.54E02 9.78E03 2.21E03 3.49E01 

Best 1.91E04 9.99E02 3.63E06 1.98E03 1.28E03 1.67E03 1.67E03 2.69E03 

Gen 95 88 66 74 38 67 97 52 

Table 5.6: M1-M5 on F8-F15 for 30D 

 Additionally, as observed in table 5.5 and 5.6; the mean, standard 

deviation, best individual, and average generations have been recorded. The 

results of our proposed method are tabulated against the different existing 
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algorithms, aforementioned. The results are for 30 dimensions. In order to 

ensure a relatively fair comparison, all the parameters used are similar. All the 

best individuals and similar values are highlighted in the table(5.5 and 5.6). With 

regard to our results, M4 outperforms 7 out of the 15 benchmark functions. Thus, 

resulting in 3 functions with similar results (F4, F9, F13), but the number of 

generations acquired by the proposed M4 approach to converge is lesser in 

comparison to the existing methods. We analyze the results in the next chapter. 

 On the other hand, another proposed approach M5 outperforms 8 out of 

the 15 benchmark functions. Same as M4, it gives similar results for 2 functions 

(F9 and F15), and the number of generations required to converge is relatively 

same as the existing methods. It can be observed that this method performs well 

on composite and hybrid as opposed to multi-modal and unimodal functions. The 

explanation will be discussed in chapter 6. 
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Chapter 6 

 

Discussion, Comparisons, and 

Analysis 

 In this chapter, we will discuss the different proposed strategies in the 

context of their characteristics. We will compare all the algorithms with each 

other and the convergence speed to reach the near-optimal solution. 

6.1 Comparison between M2, M3, and M4 
 

 We will compare M2 Vs. M3 Vs. M4. M4 is the Tchebycheff method, and 

we will compare it with the other two algorithms, MPCA, and MPCA with Game 

theory model on the 30-Dimensional problem.  

 Figure 6.1 demonstrates the performance of M4 with M2 and M3 on 

function F5, regarding the fitness value against the number of generations. We 

can observe from the figure that for M4 there is a fluctuation in fitness up to 

some generations. This is because of the environmental change that is occurring 

by the parameter (change in severity) mentioned in table 5.2. While for other 

algorithms like M2 and M3 it takes longer number of generations than M4 to 
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reach the optimal solution. The decomposition strategy helps to solve multi-

objective problems as it uses the information from the neighbourhood 

subproblem.  

Figure 6.1: Convergence performance of M2, M3 and M4 for F4 (30D) 

 

6.2 Comparison between M1, M3, and M4 

  

 Figure 6.2 demonstrates the performance of M4 with M1 and M3 on 

function F11, regarding the fitness value against the number of generations. This 

function is hybrid in nature and hence will have many local minima. It is a 

complex, non-convex and non-separable function. It is difficult for the 

individuals in the population to escape from the local optima and explore the new 

search space for a good optimal solution. This is the reason for the algorithm to 

have same solution over generations. This is the reason M1 attains a optimal 
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solution and gets stuck to it. It falls into the local optima and  follows the same 

pattern for the remaining generations. While M3 gets a good solution and then 

again obtains global minima. The knowledge of the past generation inherited by 

the next generation makes then fall into global minima. The graph of M4 shows 

that it takes time by the individual to attain the optimal solution. The 

decomposition is done by the dominating individuals of the population which 

allows the whole population to make better decisions and escape from the local 

optima. 

 

Figure 6.2: Convergence performance of M1, M3 and M4 for F11 (30D) 

 

6.3 Comparison between M2, M3, and M5 
 

 We will compare M2 Vs. M3 Vs. M5. M5 is the Reference point method, 

and we will compare it with the other two algorithms, Multi Population Cultural 
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Algorithm (MPCA), and MPCA with Game theory model on the 30-Dimensional 

problem.  

 The figure 6.3 demonstrates the comparison of M2, M3 and M5 on 

function F6. All the algorithms almost shows similar pattern in optimizing the 

function. M2 reaches the optimal solution (converges) in 60 generations. 

Whereas M3 gradually converges to the optimal solution but it does not reach the 

optimal solution. M5 gives the best result as the reference point method helps the 

individuals to explore the unsearched space with a better optimal solution. The 

convergence speed is not high because the population also posses diversity, 

avoiding it to move towards the best solution.  

 

Figure 6.3: Convergence performance of M2, M3 and M5  for F6 (30D) 
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6.4 Comparison between M1, M2, and M5 
 

 We will compare M1 Vs. M2 Vs. M5. M5 is the Reference point method, 

and we will compare it with the other two algorithms Cultural Algorithm (CA), 

and MPCA with Game theory model on the 30-Dimensional problem.  

 The figure 6.4 demonstrates the comparison of M1, M2 and M5 on 

function F10. All the algorithms follow similar pattern except for M1 which is CA. 

CA finds an optimal solution but in the next generation there is not enough 

exploration of the search space. While M2 and M5 follows a similar pattern for 

certain number of generations but later M2 keeps fluctuating, but M5 continues 

to find a better solution in the search space.  

 

Figure 6.4: Convergence performance of M1, M2 and M5  for F10 (30D) 

 



 

87 
 

6.5 Time Complexity  

 

 While analyzing an algorithm, we mostly consider the time complexity. 

The complexity depends upon the genetic operators, representation of the 

individuals and the population. The algorithm starts with the individual 

representation. The algorithm can decode a individual in linear time with the 

complexity of O(n), where n is the number of individuals. Here the run time 

complexity for each iteration in our algorithm can be represented as O(gs), where 

g is the number of iterations and s is the population size. Since we are using 

Cultural Algorithm we need to consider the complexity for updating the belief 

space and it can be represented as O(B).  
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Chapter 7 

 

Conclusion and Future Work 

 

 We proposed Cultural algorithm incorporating decomposition strategies to 

solve Dynamic Multi-Objective Optimization Problems. The decomposition 

methods used in this thesis are the Tchebycheff method and Reference Point 

method. We have compared CA/D with the traditional CA and MPCA and also 

MPCA with game strategies, respectively.  

 

 Our primary focus was to show the convergence performance of the 

population. To witness the convergence impact, we introduced decomposition 

into the cultural algorithm. It can be observed that the search space has been 

explored and exploited which makes the proposed algorithm to escape from the 

local optima. We have used the CEC 2015 benchmark functions to evaluate the 

proposed algorithm and compared them with the aforementioned. Our 

experimentation results and analysis show that CA/D outperforms on most of the 

complex test problems and gives similar kind of results or equivalent on the 

others. 
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 The major limitation of our model is that using Tchebycheff method for 

extremely large datasets because, the evaluation of the objective function values 

may be strenuous[1] and great deal of calculation is needed. The RP method 

convergence may not be fast, if the decision maker is not determined to find the 

optimal solutions.  

  

 In the near future, we intend to evaluate the proposed algorithm with 

more complex dynamic benchmark functions possessing higher dimensions. 

More decomposition strategies can be introduced into other evolutionary 

algorithms. The proposed approach shows good results on complex problems 

such as hybrid and composite functions. This procedure could be applied to real 

world applications Team formation problem (TFP) – to select multiple 

individuals that match the required set of skills must be chosen to maximize one 

or more social positive parameter. Another example such as reducing hospital 

readmissions to cut the healthcare costs and also recommendation systems, 

decision support systems. Apparently, all of the real world applications are 

dynamic in nature and complex.  
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