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ABSTRACT 

The current study operationally defined semantic richness as the depth and breadth 

of meaning associated with words. It also examined the relationship between 

known language variables and their relative contribution to semantic richness as a 

construct. A total of 60,000 subjective word ratings were explicitly collected from 

adult participants across 39 different countries who identified as speaking English 

as a first language. These ratings were compared to other known language 

variables to investigate the individual and collective relationships among them and 

determined their predictive influence on the collected ratings. It was found that 

although most variables were significantly related to the collected ratings and to 

other variables, together, 5 language metrics combined were significantly 

influential in predicting the variance in semantic richness, with sensorimotor 

contributing the most weight, followed by emotional arousal, body-object 

interaction, emotional valence, and association types. The findings from this study 

aim to bring awareness to the importance of using a scientific framework to 

understand the underlying components of semantic processing in order to better 

inform language interventions.  
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CHAPTER 1 

REVIEW OF THE LITERATURE 

Investigating individual characteristics of words is important for understanding 

the foundational processes involved in language development.  Understanding these 

foundations has implications for normal acquisition of productive and receptive language 

processes across the lifespan, and for educating and assisting people who are challenged 

to develop or reacquire language due to disability, disease, or trauma. Although many 

variables contribute to language processing, this study seeks to investigate the unique 

word-level characteristic known as semantic richness in order to understand how 

semantic (i.e., meaning) processing relates to word recognition. This science-based 

approach to the investigation of word-level metrics and their role in semantic processing 

may contribute to the development of effective treatment techniques for the development 

of language in young learners and to facilitate the return of language in clinical 

populations (e.g., patients with aphasia). 

Introduction to Language Acquisition 

The processes related to language acquisition are of interest in psycholinguistic 

and neurolinguistic research for many reasons. For instance, language ability is 

associated with academic success (Neumann et al., 2019; Nyarko et al., 2018) and 

performance on language related research tasks (e.g., verbal fluency tasks; Pexman et al., 

2013; Rabovsky et al., 2016), across the lifespan (Klooster et al., 2020; O’Connor et al., 

2019). For example, the reading proficiency of students in grades 1 to 3 was assessed by 

Nyarko and colleagues (2018) using the Wide Range Achievement Test 4 (WRAT4) 

word reading and sentence comprehension subtests. After controlling for demographic 
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characteristics, reading proficiency was found to be positively correlated with academic 

success. Further, Klooster and colleagues (2020) have demonstrated that language 

acquisition is a continually evolving and lifelong process that takes place over time, as 

word knowledge expands and the richness of meaning increases. 

In addition to the importance of language development, the process of acquisition 

has unique implications for each individual learner. For example, the process of language 

development has been shown to be different for first language learners and normal 

hearing learners (Hirshorn et al., 2015; O’Connor et al., 2019) when compared to second 

language learners, hearing impaired learners, and people who are reacquiring language 

skills after varying degrees of brain trauma (e.g., aphasia due to stroke; Madden et al., 

2018; O’Connor et al., 2019). Understanding differences in how language is acquired 

may help to inform learning strategies that will compliment the unique strengths and 

weaknesses of all learners. Theories of language development including the lexical 

quality hypothesis (Perfetti & Hart, 2002) and the triangle model of word knowledge 

(DVC; Perfetti, 2010) are central to this discussion and will be described below.  

Theories of Language Development 

The Lexical Quality Hypothesis 

The lexical quality hypothesis (LQH; Perfetti & Hart, 2002) states that language 

development takes place over time, through the interdependent relationship between 

lexical skill development, language comprehension, and reading practice. Lexical quality 

refers to the quality of the orthographic, semantic, and phonetic representation in the 

mental lexicon. Representations are acquired through repeated exposure in multiple 

contexts. Perfetti and Hart (2002) found that a positive relationship exists between the 
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strengthening of representations of lexical components and the subsequent development 

of increased comprehension. Components can be whole words, or they can be parts of 

words that are recognized as pieces that form words (e.g., the letters g, a, t, and e are 

parts of the whole word recognized as gate). This theory suggests that as children 

develop, they are exposed to increasing linguistic content over time. This exposure can 

take place through listening, speaking, reading, and writing. Higher levels of exposure 

results in a higher degree of skill development (i.e., lexical quality). As language skills 

develop, comprehension increases, leading to better performance on reading exercises. 

As reading skills increase, further development of language comprehension occurs. 

Therefore, the development and strength of each component of the LQH is predicated on 

the development of the other components. More simply, comprehension is enhanced 

through repeated exposure to language skills over time and level of comprehension relies 

on the level of word knowledge.  

According to this theory, word knowledge involves a three-part process (Perfetti 

& Hart, 2002) that includes a combination of orthography, phonology, and semantics. 

Orthography is the visual representation of the symbolic (i.e., written) form of language. 

Phonology refers to the auditory sounds that string together to form words. Semantics 

refers to the way in which meaning is conveyed or derived from words. For example, the 

word gate appears in its orthographic form (i.e., symbolic representation), made up of the 

letters g, a, t, and e. The visual representation of the sound (i.e., phonetic form of the 

word) is represented as {geyt}. The semantic representation of the word sound in this 

case is not unique because in this instance, it has more than one meaning (i.e., gate versus 

gait).  
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These multiple meanings are viewed by Perfetti and Hart (2002) as a potential 

threat to lexical quality. In other words, multiple meanings may interfere with the 

development of comprehension that is dependent on the skill of the learner. Using a 

similar example of the word gait, skilled readers will recognize the correct meaning by 

the visual representation of the word and the context in which it appears and understand it 

to be the way in which a person is standing or walking. Nonskilled readers may interpret 

the meaning correctly, or they may interpret it as something that refers to the physical 

barrier meant to control the flow of something going in and out. An understanding of the 

context from previous (and repeated) exposure is required to fully comprehend the word 

in the appropriate way. This lexical quality hypothesis was later extended to include the 

triangle model of language (i.e., DVC; Perfetti, 2010). 

The Triangle Model of Language Development 

Perfetti (2010) illustrates this model using a triangular visual representation of the 

cognitive-linguistic mechanisms that represent the interdependent relationship between 

decoding (D), vocabulary (V), and comprehension (C). Perfetti believes that taken 

together this model forms the overarching skill of general reading. This is similar to the 

LQH in that it recognizes orthography, phonology, and semantics are the foundation of 

reading. It differs from LQH in that it also recognizes that there is a dynamic relationship 

between these that contribute to language development over time. For example, this 

theory posits that decoding includes an understanding of the orthographic and 

phonological components of word knowledge, vocabulary represents knowledge of 

specific words in addition to the total number of words known, and comprehension is 
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representative of knowledge based on larger sets of words (i.e., sentences) as they are 

used in various contexts.  

Learning how to decode is pivotal to building vocabulary and vocabulary in turn 

facilitates comprehension. This model suggests that deficits in one area may hinder 

development of the other components (Perfetti, 2010). In addition, word meaning has 

been found to mediate the relationship between decoding and comprehension. This 

highlights the importance of understanding the role of the word-level characteristic of 

language known as semantic richness for its role in language acquisition.  

Individual Differences 

In addition to the various mechanisms underlying the language acquisition 

theories, individual differences in abilities influence language development (Hirshorn et 

al., 2015). For example, phonology is the most important component of language for 

reading comprehension among hearing children (Hirshorn et al., 2015) and second 

language learners (L2; O’Connor et al., 2019), and semantic processing is associated with 

faster recognition of words on language related tasks (Pexman et al., 2013). Importantly, 

whereas psychology research uses semantics as a measure of proficiency on verbal 

fluency tasks (König et al., 2018; Li et al., 2017), semantic processing has been found to 

be the most significant predictor of reading comprehension among deaf children 

(Sevcikova Sehyr et al., 2018) and is crucial in the retrieval of language in patients with 

aphasia (Madden et al., 2018). Thus, investigating the underlying structure of semantic 

processing will aid in the understanding of how meaning influences language 

development. 
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Introduction to Semantic Richness 

The above clearly indicate that the written, auditory, and semantic representations 

of words are important in language acquisition; but the processes related to the 

development and use of semantic representations are not yet fully understood. Newer 

research offers insight into these processes, with researchers examining the characteristic 

of words known as semantic richness to establish the extent to which meaning plays a 

role in reading (e.g., Yap et al., 2011). For example, higher levels of semantically rich 

input have been found to increase learning among children with autism spectrum disorder 

(ASD; Gladfelter & Goffman, 2018). But what exactly is semantic richness?  

The approach of previous research has focused on understanding linguistic 

processing through the examination of multiple, well studied variables of language. 

Semantic processing, and in particular, the variable known as semantic richness has only 

been studied as a construct that is estimated through the analysis of other characteristics 

of language. For example, Muraki and colleagues (2019) examined the effects of 

semantic richness through a single word level variable (i.e., number of features). Their 

research demonstrated that participants respond faster and more accurately to words with 

a higher number of features (e.g., legs, arms) than to words that are associated with fewer 

features (e.g., moo, bark). A higher number of features is associated with a higher degree 

of meaning (i.e., as a measure of semantic richness; Pexman et al., 2008; Yap et al., 

2011).  

In another example, Pexman and colleagues (2008) measured semantic richness 

by analyzing the number of semantic neighbours (NSN), number of features (NF), and 

context dispersion (CD). Other studies have analyzed body-object interaction (BOI; 
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Tousignant & Pexman, 2012; Yap et al., 2011), imageability (Taler et al., 2016; Yap et 

al., 2012), and number of senses (NoS; Taler et al., 2016; Yap et al., 2015) to estimate 

their own assumptions of the variables that contribute to semantic richness. 

To understand how these variables might work together to instantiate something 

that could be called semantic richness it is important to first define them here. The 

number of features can vary depending on a target word. In one example, the word chair 

is known to have a seat, two arms, a back, and legs. It may be understood by additional 

features, but the concept of a chair is understood to be such by nature of its associated 

features (Tousignant & Pexman, 2012; Hargreaves et al., 2012; McRae et al., 1999).  

In another example, the number of semantic neighbours (Buchanan et al., 2001) 

refers to how closely words tend to be related in semantic space (Danguecan, n.d.; 

Pexman et al., 2008). More specifically, when the word hair appears in a body of written 

text, the word face is more likely to be found in the same text when compared to the word 

toe (Danguecan, n.d; Lutfallah et al., 2018). Computational models examine the 

relationships between words and the rate at which those words tend to appear with other 

words. Some examples of these models include the Windsor improved norms of distance 

and similarities (WINDSORS), the bound encoding of the aggregate language 

environment (BEAGLES), and the hyperspace analog to language (HAL). The 

WINDSORS model uses an algorithm to determine the number of times a word is likely 

to appear near another word while controlling for the effect of word frequency (Durda & 

Buchanan, 2008). BEAGLES similarly examines the relationship of words to other words 

that share common neighbours in semantic space (Jones & Mewhort, 2007). The HAL 

model examines the relationship of words in semantic space using an algorithm to 
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determine the context in which words can be expected to be present along side their 

contextual neighbours (Burgess, 1998). Context dispersion refers to the many contexts in 

which a word might be used (Taler, 2016; Tousignant & Pexman, 2012; Yap et al., 2012). 

For example, the word table is understood to have the potential to be found in a kitchen, a 

living room, a restaurant, or in a retail store or even in the context of a vote in a 

boardroom. Words may also evoke mental images, and the extent to which this is true for 

a particular word is known as that word’s imageability (Keiffer & Trumpp, 2012; Taler et 

al., 2012; Yap et al., 2012).  

Number of senses refers to the ways in which a single word can have multiple 

representations (Lau et al., 2018; Taler et al., 2016; Yap et al., 2012). For example, a date 

can be some fruit, a specific day on a calendar, or an outing with a friend or romantic 

partner. Words with more senses are considered to be more semantically rich than words 

with fewer senses (Lau et al., 2018). Body-object interaction refers to the way that a 

person is able to physically interact with an object’s referent (Tillotson et al., 2008).  For 

example, one is more likely to interact with a couch than a cliff, meaning couch would 

rate higher on a BOI scale than cliff (Siakaluk et al., 2006; Tillotson et al., 2008). 

Although the above are all measures that researchers have either explicitly or implicitly 

linked to the concept of semantic richness the actual relationship between those variables 

and the concept has not yet been explored.  

Defining Semantic Richness 

Researchers tend to agree that semantic richness is a measure of the degree of 

meaning associated with words. For example, it is Pexman’s belief that “meaning is 

multidimensional” (Pexman et al., 2013) and semantic richness is “a multidimensional 
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construct that encompasses a word’s number of semantic neighbors (NSN), the number 

of features (NF) associated with its referent, and its contextual dispersion (CD)” (Pexman 

et al., 2008). More recently, Pexman’s research has focused on the principles underlying 

semantic processing (Pexman, 2020), namely word form, semantic representations, 

abstract concepts, and experience. However, a single definition of semantic richness has 

not yet been recorded. 

In an attempt to highlight the variations in definitions among current research, for 

the purpose of this study, other leading researchers in the field were asked to define 

semantic richness in their own words as displayed in Table 1. Together with current 

published studies and the opinions of researchers in the field, this study will operationally 

define semantic richness using the collective opinion that it refers to the depth and 

breadth of meaning of words. However, in addition to the lack of a standardized 

definition of semantic richness, challenges are present in the techniques previously used 

to measure this unique characteristic of language. 

Table 1  

Definitions of semantic richness according to researchers in the field 

Researcher Quote 

Marc Brysbaert “One element is links to other words 

(number and strength). I am convinced 

that early acquired words form the core 

(hubs) of the semantic network. So, they 

tend to be very rich.  Another element is 

the relationship to embodied experiences. 

This is captured by the new Lancaster 

sensorimotor norms.” 

 

Chris Westbury “Semantic richness is the depth of 

meaning and the degree to which it 

matters.” 
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Current Metrics and Limitations 

Some techniques used to analyze characteristics of language include the collection 

of reaction times to target words (Tillotson et al., 2008), the development of large corpora 

through the use of Likert-type rating scales (Tousignant & Pexman, 2012), and through 

the analysis of regression equations that are used to illustrate how each language variable 

contributes to the constructs such as semantic richness (Pexman et al., 2008). For 

example, words that are perceived as more likely to interact with one’s body are 

recognized faster than words rated lower for body-object interaction (Tillotson et al., 

2008). Similarly, words have been rated along Likert-type scale continuums to determine 

how they are perceived in relation to their action potential (Tousignant & Pexman, 2012). 

In this example, words (e.g., jump) were rated from 1 to 6 such that the range of 1 to 3 

more closely represented an entity (i.e., an inanimate object) and the range of 4 to 6 more 

closely represented an action. In Likert-type scale studies, the resultant ratings are often 

compared to norms from larger (i.e., big data) studies that collect language variable data 

such as word frequencies, reaction time norms, or concreteness ratings (e.g., Brysbaert & 

Kuperman, 2013). The findings can then be used to calculate averages that form the basis 

of each corpus.  

The use of Likert-type rating scales also presents a unique challenge, in the way 

that each individual word is rated on a single continuum. Data collected in this way are 

susceptible to floor and ceiling effects meaning raters may be more likely to consistently 

rate items at the low or high end of a continuum which can contribute to skewed findings. 

One way to mitigate these effects is to label every value on the response scale (Chyung, 

2020). For example, this would change a task that would normally be ranked from 
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Disagree to Agree on a scale that ranges from 1 to 6, to being ranked on a scale where 

each number on the scale represents an explicit response (e.g., Strongly Disagree, 

Disagree, Somewhat Disagree, Somewhat Agree, Agree, Strongly Agree).  

One solution is to rate individual responses in relation to every other response in a 

response set. This is arguably more useful, providing a nuanced understanding of the 

rated stimulus items using a forced choice study design. For example, in early 

psycholinguistic research, Anderson (1968) used Q-Methodology to force participants to 

rate words on the characteristic of likableness. This study design was unique at the time 

and forced the rating of individual words against all of the other words in the stimulus 

set. More recently, Lutfallah and Buchanan (2018) used a similar study design, 

developing a stimulus set that was generated from a corpus of 40,000 English lemmas 

(i.e., the base form of a word) that had previously been rated for concreteness (Brysbaert 

& Kuperman, 2013). Participants then rated the words in relation to all of the other words 

in the Q-Set. The findings were highly correlated with the original corpus (r = .93), with 

the additional benefit of rank ordering the findings relative to all of the other words in the 

newly generated list. 

 This technique is useful in obtaining more fine-grained differences between 

words in a previously rated corpus; however, Q-Methodology for corpus development is 

limited by the vast number of Q-sets that would be required to achieve an adequate 

sample rating for a large number of words. For these reasons, this study will use a Likert-

type rating scale for each individual word and mitigate the challenges of this study design 

by explicitly labeling each number on the scale.  



 

12 
 

Exploratory factor analysis has been used to examine the relative weight that each 

characteristic of language (i.e., BOI, concreteness, imageability) contributes to semantic 

richness (Muraki et al., 2019). Regression analysis is another way to examine how 

individual characteristics of language contribute to semantic richness. Goh and 

colleagues (2016) analyzed the contributions of six language variables (i.e., concreteness, 

valence, arousal, number of features, semantic neighbourhood density, and semantic 

diversity) to understand their role in semantic richness. This study was modelled after the 

Pexman et al. (2008) study that examined how the unique variance from visual and 

auditory word recognition timed tasks using NSN, NF, and CD were used to explain 

semantic richness. The current study also employed a multiple regression analysis to look 

at the overall relationship between multiple corpora of language variables and the 

collected semantic richness ratings; however, this is the first known study to explicitly 

collect values for semantic richness on a set of monomorphemic words. A model to 

predict semantic richness values from a set of predictor variables (see list of predictor 

variables below) was built by optimizing the multiple regression analysis. The model was 

then cross validated to ensure that the model performed similarly in randomly generated 

groups within the sample.  

Finally, limitations also exist in various methods used in the collection of data. 

Language variable data have been collected through a variety of study designs, including 

small (Robovsky et al., 2016; Taler et al., 2016), medium (Lau et al., 2018), and large-

scale studies (Brysbaert et al., 2013 For example, Brysbaert and colleagues’ (2013) 

collected ratings for 40,000 English lemmas using a large-scale (i.e., big data) technique 

using an online participant recruitment platform called Amazon Mechanical Turk 
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(MTurk; www.mturk.com). This type of recruitment service allows for a larger sample of 

North American respondents (Kennedy et al., 2020) to participate in research studies 

without consideration for constraints such as location or travel. Although larger scale 

studies may provide data that are more representative of the population as a whole, 

MTurk is not without its flaws. For example, Kennedy et al. (2020) discovered that data 

quality is a concern when bots fraudulently access and participate in studies that are 

aimed at collecting human participant data. In addition, they found that such MTurk data 

fraud has been increasing since 2018.  

Prolific (www.prolific.co) is an alternative participant recruitment software to 

MTurk. Some research has shown it to be comparable to MTurk in terms of data quality, 

meaning participants were adequately attentive during the task, lending to reliability of 

the data (Peer et al., 2017); however, Prolific allows for participant surveys and offers a 

more diverse participant base than similar software platforms. In addition, Prolific 

software allows researchers to confirm the validity of the data before approving it for use 

in the study and paying the participant (Peer et al., 2017). More importantly, Prolific 

participant responses were found to be more honest compared to other participant 

recruitment sites (Peer et al., 2017).  

The downside to online participant recruitment sites involves the potentially high 

cost of collecting data from large numbers of participants and potentially restricting the 

pool of participants to those who sign up to participate in paid research studies and those 

who participate for personal interest reasons. Using a viral based online data collection 

approach, the current study used a social media campaign to engage participants to 

collect large amounts of data. The study was shared virally across social media platforms 
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such as Facebook, Instagram, Twitter, and Reddit. One obvious advantage to this 

approach is that the data are collected without charge but another even more important 

benefit is that the participants have no reason to participate other than interest in the 

study. The results are consequently likely to reflect good-faith participation. 

Research Objectives 

The purpose of the current study was three-fold. The first objective was to 

operationally define semantic richness as its own variable of language based on 

definitions provided in prior research and by assessing the opinions of current researchers 

in the field. The second aim of this study was to create a corpus of monomorphemic 

words normed on this semantic richness variable. The norms were collected using an 

online word rating tool described below. The third objective of the study was to 

determine how these norms relate to other semantic norms to successfully predict the 

norms of unrated words using an equation developed using a multiple regression analysis 

in SPSS with the predictor variables described in the Methods section below. It was 

hypothesized, based on prior research, that all of the predictor variables used in this study 

would be significant contributors to the underlying construct of the newly collected 

semantic richness norms.  

CELEX 

The Centre for Lexical Information (CELEX; (Baayen & Piepenbrock, 1996) is a 

lexical database of Dutch, English, and German words that is used in a wide range of 

linguistics research (Crossley et al., 2010; Gagné et al., 2019; Hathout, 2014). The 

English words found in the database were taken from two dictionaries (Keuleers, 2015) 

and have been rated for various characteristics of language such as frequency, 
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orthography, phonology, and morphology. This database formed the basis from which the 

final stimulus set for this study originated (Baayen & Piepenbrock, 1996). 

 

CHAPTER 2 

DESIGN AND METHODOLOGY 

Study Design 

The study used a web-based word rating app (i.e., wordraterapp.ca) that allowed 

participants to rank words on one of six labels along a continuum according to how 

meaningful each word was to the individual (i.e., non-word, not at all, slightly, 

somewhat, moderately, and extremely). The words that were rated were chosen from the 

CELEX database and compared against Brysbaert and colleagues' 62,000 English 

lemmas (Brysbaert et al., 2018) to find a list of words that are known to 97.5% of the 

population (See Appendix A). These words were randomly divided into sets of 50 words 

that appeared to participants one at a time. Additionally, a list of non-words (See 

Appendix B) was generated from the WUGGY database (Keuleers & Brysbaert, 2010). A 

total of 10 nonwords were randomly selected to be shown with the 50 real words. The 

non-words were intended to be used as a measure of attention and effort in the rating 

procedure. 

Stimulus Development 

 The stimulus set was developed from a list of unique monomorphemic words 

taken from the CELEX database (Baayen & Piepenbrock, 1996). This list was then 

compared to Brysbaert and colleagues’ (2018) 62,000-word prevalence norms to remove 

words that are known to fewer than 97.5% of the population in both the United States and 
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the United Kingdom. This cut-off was chosen because it has been shown that this number 

reflects a point at which word knowledge is not affected by word frequency effects 

(Brysbaert et. al., 2018) and because maintaining only words with higher prevalence 

norms would increase the likelihood that all words in the stimulus set would be known to 

most participants. After all of these considerations, a final list of 4,026 words was 

generated.  

Predictor Variables 

The predictor variables were derived from a variety of sources including the 

English Lexicon Project (Balota et al., 2007), the Word Pair App (Lutfallah et al., 2018), 

the Lancaster Sensorimotor Norms: Multidimensional measures of Perceptual and Action 

Strength for 40,000 English words (Lynott, et al. 2019), and the Glasgow norms (Scott et 

al., 2018). Each variable and its source are described in Table 2. 

Table 2 

Predictor Variables 

Log-frequency (LF) This refers to word log or word frequency ratings 

collected from the Hyperspace Analogue Language 

(HAL) norms collected by Lund and Burgess (1996). 

These norms relate to the number of times a word 

presents itself relative to other words (i.e., the global 

word co-occurrence rate). The words were rated on a 

scale from 0-17 with an average of 4.49 and SD = 

2.89 (Balota et al., 2007). 

Semantic neighbourhood 

density (SND 

This refers to the relative distance of a relationship 

between words in multidimensional semantic space. 

For example, words with closer neighbours (e.g., 

sock and shoe) are more related than words with 

distant neighbours (e.g., sock and fork). The closer 

the words are within their neighbourhoods, the more 
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likely the words are to appear together within a block 

of text (Durda & Buchanan, 2008). These word 

values were taken from the Word Pair App site 

(Lutfallah et al., 2018). 

Context dispersion (CD) This refers to the SUBTLEX contextual diversity 

corpus that was derived by evaluating the percent of 

films that contain specific target words in their 

subtitles (Balota et al., 2007). The words were rated 

on a scale from 0-100 with an average of 2.85 and 

SD = 10.16. 

Concreteness (Con) This refers to the relatively tangibility of a word’s 

referent. These ratings were collected by Bysbaert et 

al. (2013, BRM) on a set of 40 thousand English 

word lemmas. The words were rated on a scale from 

1.04-5.00 with an average of 3.11 and SD = 1.03. 

Age of acquisition (AoA) This refers to the average age that individuals acquire 

words across the lifespan. These ratings were 

collected by Kuperman et al. (2012, BRM)). The 

words were rated on a scale from 1.58-18.92 with an 

average of 9.71 and SD = 2.96. 

Body-object interaction 

(BOI) 

This refers to the degree to which a word’s referent 

has the ability and chance to interact with one’s 

body. For example, the word couch would be more 

highly rated on this variable than the word cliff 

(Pexman et al., 2018, BRM). The words were rated 

on a scale from 1.12-6.88 with an average of 3.54 

and SD = 1.38. 

Emotional valence (EV) This refers to the positive or negative emotion 

associated with a word. (e.g., love and intruder; 

Warriner et al., 2013, BRM). The words were rated 

on a scale from 1.30-8.53 with an average of 5.08 

and SD = 1.28. 

Emotional arousal (EA) This refers to the relative intensity of emotion that is 

attributed to a word. For example, words can be rated 

based on high or low intensity (Warriner et al., 2013, 
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BRM). The words were rated on a scale from 1.6-

7.79 with an average of 4.21 and SD = 0.90. 

Association frequency (AF) This refers to the number of times a word appears 

within three words of a target word (De Deyne, et al., 

2018, BRM). The words were rated on a scale from 

1-13,771 with an average of 102.80 and SD = 

368.97. 

Association types (AT) This refers to the number of words that produce a 

target word as one of the first three associate words 

(De Deyne, et al., 2018, BRM). The words were 

rated on a scale from 2-2,177 with an average of 

38.85 and SD = 101.56. 

Imageability (Img) This refers to the degree to which a word’s referent 

can produce an image in the mind. The words were 

gathered from the Glasgow Norms and were rated on 

a scale from 1.74-6.94 with an average of 4.79 and 

SD = 1.35 (Scott et al., 2018). 

Semantic diversity (SD) This refers to the number and contexts of meaning 

that can be given to one particular word of the same 

spelling. The words were rated on a scale from 0.18-

2.41 with an average of 1.56 and SD = 0.34 

(Hoffman et al., 2012, BRM). 

Sensorimotor information 

(SI) 

These norms refer to a multidimensional measure of 

the strength of connection between a word and 

sensory (e.g., taste, sound) and motoric or action 

parts of the body (e.g., foot, hand; Lynott, et al., 

2019). 

Participant Recruitment and Inclusion Criteria 

Participants were recruited through an online social media campaign using 

Facebook, Twitter, Instagram, and Reddit. It was estimated that it would take between 5 

and 10 minutes to complete the ratings for one list of words, including the initial 

demographic questionnaire, consent, and instruction video. There were two criteria for 
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inclusion in the study. The first requirement was that each participant identified that 

English was their first language. The second was that participants must have identified as 

18 years old or older at the time of sign up. Based on the number of words in the stimulus 

set (4,026) and the number of times each word needed to be rated (using criteria similar 

to that used to collect the Brysbaert et al. [2013] concreteness ratings), it was estimated 

that a total of 2,000 lists of words needed to be rated. Participants were able to rate more 

than one list of words if they were interested. 

Participants were asked if English was their first language, their current age, and 

their country of residence. Identifying information was not recorded so there was no way 

for a participant to opt out of the study once they completed the sorting task. 

Demographic information was collected as a screener to begin the study process. Age and 

country of residence was tied to the data collection for the purposes of providing 

demographic information of the respondents. The data were separated from the 

participant information after the initial data cleaning step. It is difficult to determine the 

total number of participants recruited because some participants rated more than one list 

of words. Data were not collected on individual participants to comply with the de-

identification approved in the study’s ethics. Only participants who identified English as 

a first language and were 18 years of age or older were approved to participate in the 

study. Participants ranged in age from 18 to 65 (M = 35.71). Participants self-identified as 

living in a combined total of 39 countries (see Appendix C). The study was gamified to 

the extent that the task was fast and enjoyable. In exchange for participation in the rating 

of each list of words, participants were given a value representing their relative rating of 

their unique set of words compared to all other participants ratings of the same words.  
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Software and Computer Requirements 

Participants used either a cell phone, a PC or MAC desktop, or a lap top computer 

to complete the study at www.wordrater.ca. For each participant, a sorting algorithm 

gathered the least rated 500 words in the list and randomly sorted to generate a unique 

60-word stimulus set for each participant. This method ensured that each word in the 

stimulus set had an equal chance of being sorted over time. The study design included a 

home page that created a unique session ID to capture each user’s country of residence, 

age, and whether English was their first language. No other participant data were 

collected. This page was followed by a consent form and an instruction page. The study 

itself consisted of a word rating activity (See Figure 1). 

Figure 1 

Word rating activity in wordrater.ca 

 

Note. This figure is an example of the presentation of words in the online rating task at 

wordrater.ca. 

http://www.wordrater.ca/
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Procedure 

Upon signing up for the study, participants clicked a link directing them to the 

study page. Upon entering the study’s web address, participants were asked to provide 

their consent. If consent was not granted the user was unable to advance through the 

study and could exit the page at any time by closing the browser window. After granting 

consent, participants were directed to a demographic questionnaire (See Appendix D) 

followed by an instruction page with a video, detailing how to complete the study. The 

video asked the participants to rate each word according to how meaningful they found 

each word, noting there were no right or wrong answers. The participants were then 

instructed that if they were presented with a word that they have never seen before, they 

should rate the word as an “unknown word.” 

After reviewing the instructions and advancing to the study by clicking on the 

Next button, participants were presented with a word in the center of the screen and a 6-

point rating scale that was labelled non-word, not at all, slightly, somewhat, moderately, 

and extremely (See Figure 1). The scale item called non-word was included as a validity 

check for the six non-words that were presented randomly throughout the activity. These 

non-words served both as a measure of attention and effort. Participants were asked to 

make a decision about each of the 60 words plus the six non-words as they appeared in 

the center of the screen, one after the other. The choice of which button to click was 

determined based on their individual perception of the degree of semantic richness (i.e., 

meaning) of each word. They did this by clicking the label they felt most closely matched 

their opinion about the word. That is, they clicked on non-word, not at all, slightly, 

somewhat, moderately, or extremely, for each word. 
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Once all the words were sorted, participants who incorrectly rated any of the non-

words as words were directed to a page that asked them to identify whether they had 

rated any non-words incorrectly, and if so, how many. Participants who rated all non-

words correctly did not have to complete this step. The final screen presented to all 

participants was a page that thanked them for their participation in the word rating task 

and gave them information about how their ratings compared to others who had rated the 

same words. This page also provided instructions on how to contact the researcher with 

any questions relating to the study. 

CHAPTER 3 

STATISTICAL ANALYSIS AND RESULTS 

Data Cleaning and Preparation 

For each session, participants rated 50 words and 10 non-words. In total, 4,026 

words (See Appendix A) were rated from 3-34 times each (M = 18.32). The 10 non-

words (See Appendix B) were added to the task as a measure of each participant’s 

attention and effort. Data collected on each task was rated out of 60, with 50 points being 

awarded for each real word rated and one point for every non-word that was correctly 

rated as an unknown word. The total value was then compared to the number of words a 

participant identified as being incorrectly rated for a total score that was only visible to 

the researcher. For example, if a participant incorrectly rated two non-words as words, 

their score at the end of the rating task was 58 out of a total of 60 points. If they identified 

that they had incorrectly rated one or two words, the score would increase to 59 or 60 

points respectively. Any ratings of words that were incorrectly rated as non-words (n = 

310) were excluded from the analysis. 
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A tolerance of +/- 2 was allowed for participants to incorrectly identify non-words 

as words or incorrectly identifying an error when a word was correctly identified. Thus, 

individually rated lists with scores ranging from 58 to 62 were maintained in the dataset. 

Lists with scores outside of this range were deleted, accounting for 103 participants’ data 

(i.e., 5,150 data points) being removed (i.e., 100 participants scored 57 or less out of 60 

and 3 participants scored 63 or higher, meaning they incorrectly identified having rated 

non-words as words when they had been correctly rated). Thus, 60,000 individual ratings 

remained in the dataset as correctly rated.  

The words in the stimulus set were matched to their values from various data 

bases containing word-level variables relevant to measuring lexical processing. These 

values were used as predictor variables in the current study’s data analysis, and they 

include word frequency, semantic neighbourhood density, context dispersion, age of 

acquisition, body-object-interaction, emotional valence, emotional arousal, emotional 

dominance, association frequency, imageability, semantic diversity, association type, and 

sensorimotor strength. Each variable was described above with a reference to the 

available corpora. Words with associated values on all of the variables were kept in the 

final stimulus set. Words with missing values for any of the variables were excluded, 

resulting in the loss of 2,436 words. Thus, the final stimulus set contained 1,590 words. 

Statistical Analysis 

After entering the data into SPSS Version 28, a correlation analysis was 

conducted (See Table 3) to determine the extent to which all of the variables correlated 

with one another and to assess for multicollinearity among the variables. Then a multiple 

regression analysis was conducted to evaluate the extent to which participant ratings of 
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semantic richness can be predicted by a set of well studied variables of language. Finally, 

the model was cross validated by splitting the data randomly into two groups, with each 

group retaining approximately 50% of the data.  

Decisions about the specific variables entered into the regression analysis were 

made based on prior research referring to semantic richness (e.g., Pexman et al., 2008; 

Yap & Pexman, 2016). Descriptive statistics for these variables can be found in the 

“Predictor Variables” in Table 2. An examination of the correlations (See Table 3) 

revealed that all variables except semantic neighbourhood density (p = -.04) were 

significantly correlated with rated semantic richness at the p < .001 level. Concreteness 

was removed from the analysis because of its high correlation with body-object 

interaction (r = .78). Although it is typical to maintain the variable that is more highly 

correlated with the criterion variable, the decision to retain body-object interaction (r = 

.22) and eliminate concreteness (r = .32) was made because concreteness tends to be 

more highly correlated across many of the other variables in the current dataset. This 

decision was meant to eliminate any masking effects that the inclusion of the variable 

might cause. Context dispersion was highly correlated with log frequency (r = .71), so 

context dispersion was maintained in the dataset because of its higher correlation with 

semantic richness (r = .30). Emotional dominance was removed due to its high 

correlation with emotional valence (r = .67) and lower correlation with semantic richness 

(r = .10). Association frequencies and association types were almost perfectly correlated 

(r = .95) so the association types variable was maintained in the dataset because of its 

higher correlation with semantic richness (r = .35). The variables maintained in the 

analysis included semantic neighbourhood density (r = -.04), age of acquisition (r = -.16), 
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 body-object interaction (r = -.22), emotional valence (r = .15), emotional arousal 

(r = .21), semantic diversity (r = .20), imageability (r = -.09), context dispersion (r = .30), 

association types (r = .35), and sensorimotor (r = -.21). 

After entering the chosen variables into the regression model, the Enter method 

was used to regress the 10 predictor variables onto the criterion variable to assess the 

extent of each predictor variable’s unique contribution to semantic richness (Pituch & 

Stevens, 2016). The first step in the analysis was to test the assumptions for multiple 

regression and clean the data.  

On examination of the initial output, it was observed that four cases were missing 

from the body-object interaction dataset, and five cases from the imageability dataset. 

Thus, the sample size (N = 1,573) for this analysis was deemed to be large enough based 

on the equation (df = N-k-1 or 1,562), and the generally accepted ratio of 15 observations 

for each predictor variable in the regression equation (Pituch & Stevens, 2016). Outliers 

on x (predicted) were checked using Mahalonobis Distance using a Chi2 cut-off value of 

18.31 (Field, 2018; k = 10, p = .05). This resulted in 133 observations being outside of 

the cut-off value. Outliers on y (residuals) were checked using the Standardized 

Residuals. Using the acceptable cut-off of +/- 2.5 for a large sample size (Pituch & 

Stevens, 2016), 18 outliers were outside of the acceptable range. The data was initially 

analyzed with these observations removed; however, the decision was made to maintain 

the outlier variables in the model because they did not affect the regression due to the 

large sample size. Additionally, their inclusion reflects the unique opinions of a small 

group of participants that may help to explain subtle differences in the data. The Cook’s 

Distance scores and DFBeta scores were within the acceptable range of +/-1, indicating 
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that no cases were creating undue influence on the model. A visual inspection of the 

regression standardized residuals histogram suggests the data approximated a normal 

distribution. A graph of the observed and predicted scores on a P-P Plot of Regression 

Standardized Residuals indicated that the relationship was normally distributed and thus 

could be explained by a linear model. Further, the Shapiro Wilks test indicated that the 

residuals were normally distributed (SW = 1.0, p = .27). The constant variance of the 

residual terms meant that homoscedasticity was intact, and the Durbin-Watson test (2.07) 

of independent observations was in the acceptable range, indicating the residual errors 

were uncorrelated.  

The model was cross validated by splitting the original dataset into two randomly 

divided groups, resulting in each group retaining approximately 50% of the full dataset 

(Group1 n = 763; Group2 n = 810). As with the original dataset, the assumptions of both 

groups were met. All models were found to be significant. 
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Table 3 

Correlation Table of 12 Predictors, Including the 10 Final Predictors 

  SR SND LF CD Con AoA BOI EV EA AF AT SD Img SM  

SR -- -0.04 .29** .30** -.32** -.16** -.21** .15** .21** .30** .35** .20** -.09** -.21**  

SND -0.04 -- -.14** -.09** .12** 0.04 .12** -0.01 -0.02 0.00 -0.03 -.17** .28** .05*  

LF .29** -.14** -- .71** -.23** -.41** -.12** .23** -0.01 .46** .55** .55** -.09** -.10**  

CD .30** -.09** .71** -- -.26** -.46** -.15** .19** 0.02 .49** .58** .48** -.08** -.16**  

Con -.32** .12** -.23** -.26** -- -.25** .78** .14** -.16** 0.04 -0.04 -.40** .29** .19**  

AoA -.16** 0.04 -.41** -.46** -.25** -- -.26** -.28** .08** -.43** -.47** -.25** -.11**   .01  

BOI -.21** .12** -.12** -.15** .78** -.26** -- .21** -.16** .10** 0.04 -.34** .23**   -.02  

EV .15** -0.01 .23** .19** .14** -.28** .21** -- -.21** .17** .18** 0.05 0.02 0.01  

EA .21** -0.02 -0.01 0.02 -.16** .08** -.16** -.21** -- .10** .10** -0.03 -0.03 .18**  

AF .30** 0.00 .46** .49** 0.04 -.43** .10** .17** .10** -- .95** .20** 0.02 .12**  

AT .35** -0.03 .55** .58** -0.04 -.47** 0.04 .18** .10** .95** -- .28** 0.01 -.14**  

SD .20** -.17** .55** .48** -.40** -.25** -.34** 0.05 -0.03 .20** .28** -- -.13** -.07**  

Img -.09** .28** -.09** -.08** .29** -.11** .23** 0.02 -0.03 0.02 0.01 -.13** -- .06**  

SM -.21** .05* -.10** -.16** -.19** .01 -.02 .01 .18** .12** -.14** -.07** .06** --  

Note. SR = semantic richness; SND = semantic neighbourhood density; LF = log frequency; CD = context dispersion; Con = 

concreteness; AoA = Age of Acquisition; BOI = body-object interaction; EV = emotional valence; EA = emotional arousal; AF = 

association frequency; AT = association types, SD = semantic diversity; Img = imageability; SM = sensorimotor. *p < .05. **p < .01. 
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Results 

To determine the impact of current language metrics on semantic richness, a 

multiple regression analysis was performed. The Enter method was used in SPSS version 

28 and the F was set to correspond to an alpha of .05. The combination of the chosen set 

of language variables explained 25.3% of the variance in semantic richness (See Table 4). 

The model was found to be significant, F(10, 1562) = 52.97, p < .001, with an R2 = .25. 

The current model predicted semantic richness was equal to 3.05 + .13(SND) + .00(CD) - 

.01(AoA) - .08(BOI) + .06(EV) + .08(EA) + .00(AT) + .02(SD) - .02(Img) – 1.07(SM). 

Table 4 

Model 1 Summary 

Model R R2 Adj. R2 SEE 
R2 

Change 

F 

Change  

1 0.50 0.25 0.25 0.42 0.25 52.97 

 
      

 

 Of the 10 variables analyzed in the model, five were found to be significant 

contributors to the variance explained in semantic richness. Body-object interaction (β = 

-.24, t = -8.91, p < .001) and sensorimotor (β = -.15, t = -6.49, p < .001), were significant 

negative predictors of semantic richness, meaning that for every 1 unit of change in BOI 

or SM, semantic richness decreased by their corresponding t value. Emotional valence (β 

= .16, t = 6.85, p < .001), emotional arousal (β = .16, t = 6.89, p < .001), and association 

types (β = .25, t = 8.92, p < .001) were significant positive predictors of semantic 

richness. This means that for every 1 unit increase in a predictor variable, semantic 

richness increased by the value that was reflective of its associated t value. Semantic 
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neighbourhood density, context dispersion, age of acquisition, semantic diversity, and 

imageability were not found to be significant predictors of semantic richness in this 

model (See Table 5). 

Table 5 

Coefficients and Correlations of Final Total Sample Predictors 

Variable b   
Std. 

Error 
Structure t Sig. 

Zero-

order 
Partial Semi 

(Constant) 3.05 0.16 
 

18.75 <.001 
   

SND 0.13 0.11 0.03 1.23 0.22 -0.04 0.03 0.03 

AoA -0.01 0.01 -0.05 -1.88 0.06 -0.16 -0.05 -0.04 

BOI -0.08 0.01 -0.24 -8.91 <.001 -0.22 -0.22 -0.19 

EV 0.06 0.01 0.16 6.85 <.001 0.14 0.17 0.15 

EA 0.08 0.01 0.16 6.89 <.001 0.21 0.17 0.15 

SD 0.02 0.04 0.01 0.44 0.66 0.2 0.01 0.01 

Img -0.02 0.01 -0.04 -1.86 0.06 -0.09 -0.05 -0.04 

CD 0.00 0.00 0.03 1.02 0.31 0.3 0.03 0.02 

AT 0.00 0.00 0.25 8.92 <.001 0.36 0.22 0.19 

SM -1.07 0.16 -0.15 -6.49 <.001 -0.21 -0.16 -0.14 

Note. SR = semantic richness; SND = semantic neighbourhood density; CD = context 

dispersion; Con = concreteness; AoA = Age of Acquisition; BOI = body-object 

interaction; EV = emotional valence; EA = emotional arousal; AF = association 

frequency; AT = association types, SD = semantic diversity; Img = imageability; SM = 

sensorimotor. 

  

To cross validate the model, the dataset was split into two groups. The model for 

Group 1 (n = 763) was found to be significant, F(10, 752) = 22.62, p < .001, with an R2 = 

.23. This model found that 23.1% of the variance in semantic richness could be accounted 

for by the 10 predictor variables (See Table 6). The model predicted semantic richness 

was equal to 3.03 + .04(SND) + .00(CD) - .01(AoA) - .07(BOI) + .06(EV) + .09(EA) + .00(AT) - 

.02(SD) - .02(Img) - .95(SM). In this model, 5 variables were found to be significant predictors 

of semantic richness. Body-object interaction (β = -.23, t = -5.69, p < .001) and 

sensorimotor (β = -.12, t = -3.66, p < .001) were significant negative predictors of 
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semantic richness. Emotional valence (β = .16, t = 4.52, p < .001), emotional arousal (β = 

.17, t = 4.90, p < .001), and association types (β = .25, t = 5.83, p < .001) were found to 

be significant positive predictors of semantic richness. This meant that for every 1 unit 

increase in a predictor variable, semantic richness increased by the value that was 

reflective of its associated t value. Imageability, semantic neighbourhood density, age of 

acquisition, context dispersion, and semantic diversity were not found to be significant 

predictors of semantic richness in this model (See Table 7). 

Table 6 

Model Summary for Group 1 Split Data  

Model R R2 Adj. R2 SEE 
R2 

Change 

F 

Change  

1 0.48 0.23 0.22 0.44 0.23 22.62 

 
      

 

Table 7  

Coefficients and Correlations of Final Group 1 Predictors  

         

Variable b   

Std. 

Error Structure t Sig. 

Zero-

order Partial Semi 

Constant 3.03 0.24 
 

12.46 0.00 
   

SND 0.03 0.16 0.01 0.21 0.83 -0.05 0.01 0.01 

AoA -0.01 0.01 -0.03 -0.76 0.45 -0.14 -0.03 -0.02 

BOI -0.07 0.01 -0.23 -5.69 0.00 -0.22 -0.20 -0.18 

EV 0.06 0.01 0.16 4.52 0.00 0.11 0.16 0.14 

EA 0.09 0.02 0.17 4.90 0.00 0.21 0.18 0.16 

SD -0.02 0.07 -0.01 -0.25 0.80 0.19 -0.01 -0.01 

Img -0.02 0.02 -0.03 -0.87 0.38 -0.09 -0.03 -0.03 

CD 0.00 0.00 0.04 0.97 0.33 0.29 0.04 0.03 

AT 0.00 0.00 0.25 5.83 0.00 0.35 0.21 0.19 

SM -0.95 0.26 -0.12 -3.66 0.00 -0.20 -0.13 -0.12 

Note. SR = semantic richness; SND = semantic neighbourhood density; CD = context 

dispersion; Con = concreteness; AoA = Age of Acquisition; BOI = body-object 

interaction; EV = emotional valence; EA = emotional arousal; AF = association 
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frequency; AT = association types, SD = semantic diversity; Img = imageability; SM = 

sensorimotor. 

The model built for Group 2 (n = 810) was also found to be significant, F(10, 

799) = 31.12, p < .001, with an R2 = .28, meaning 28.0% of the variance in the criterion 

variable was accounted for by the predictors (See Table 8). Group 2’s model predicted 

semantic richness was equal to 3.06 + .23(SND) + .00(CD) - .02AoA) - .08(BOI) + .07(EV) + 

.08(EA) + .00(AT) + .05(SD) - .03(Img) - 1.15(SM). As found in Group 1, Group 2’s model found 

five variables to be significant predictors of semantic richness. Body-object interaction (β 

= -.25, t = -6.91, p < .001) and sensorimotor (β = -.17, t = -5.44, p < .001) were 

significant negative predictors of semantic richness. Emotional valence (β = .17, t = 5.12, 

p < .001), emotional arousal (β = .16, t = 4.85, p < .001), and association types (β = .26, t 

= 6.87, p < .001) were found to be significant positive predictors of semantic richness. 

This meant that for every 1 unit increase in a predictor variable, semantic richness 

increased by the value that was reflective of its associated t value. Imageability, semantic 

neighbourhood density, age of acquisition, context dispersion, and semantic diversity 

were not found to be significant predictors of semantic richness in this model (See Table 

9). 

Table 8 

Model Summary for Group 2 Split Data  

Model R R2 Adj. R2 SEE 
R2 

Change 

F 

Change  

1 0.50 0.25 0.24 0.42 0.25 26.20 

  

     
Table 9 

Coefficients and Correlations of Final Group 2 Predictors 
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Variable b   

Std. 

Error Structure t Sig. 

Zero-

order Partial Semi 

Constant 3.06 0.22   13.86 0.00       

SND 0.23 0.15 0.05 1.54 0.12 -0.03 0.05 0.05 

CD -0.02 0.01 -0.07 -1.90 0.06 -0.18 -0.07 -0.06 

AoA -0.08 0.01 -0.24 -6.91 0.00 -0.21 -0.24 -0.21 

BOI 0.06 0.01 0.17 5.12 0.00 0.18 0.18 0.15 

EV 0.08 0.02 0.16 4.85 0.00 0.21 0.17 0.15 

EA 0.05 0.06 0.03 0.89 0.37 0.22 0.03 0.03 

AT -0.03 0.02 -0.05 -1.69 0.09 -0.10 -0.06 -0.05 

SD 0.00 0.00 0.02 0.44 0.66 0.32 0.02 0.01 

Img 0.00 0.00 0.26 6.87 0.00 0.37 0.24 0.21 

SM -1.15 0.21 -0.17 -5.44 0.00 -0.23 -0.19 -0.16 

Note. SR = semantic richness; SND = semantic neighbourhood density; CD = context 

dispersion; Con = concreteness; AoA = Age of Acquisition; BOI = body-object 

interaction; EV = emotional valence; EA = emotional arousal; AF = association 

frequency; AT = association types, SD = semantic diversity; Img = imageability; SM = 

sensorimotor 

 

CHAPTER 4 

DISCUSSION 

General Discussion 

The current study examined the predictive value of a set of word-level metrics on 

the construct of semantic richness after operationally defining the term as the depth and 

breadth of meaning associated with words. Moreover, the study aimed to create the first 

known corpus of ratings explicitly collected for semantic richness. Together, these 

procedures were meant to inform the understanding of semantic richness and its 

underlying constructs and to identify the degree to which the collected ratings might be 

used in future studies to examine the effect of semantic processing.  

 Although it was expected that a relationship would exist between all of the 

variables in the study, specifically in how they would relate to and explain semantic 

richness, it came as a surprise to find that some variables did not correlate with the 
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predicted outcome variable and did not predict the underlying construct. For example, 

semantic neighbourhood density was shown to be related to many of the predictor 

variables (See Table 3) at the bivariate level; however, findings from this study indicated 

that semantic neighbourhood was not related to the objectively measured semantic 

richness ratings of meaningfulness when entered into the multiple regression analysis. 

This means that the relative closeness of words in semantic space was not found to be an 

important consideration in individual ratings of words in this study. One explanation for 

this may be due to the SND values used in this study (Lutfallah et al., 2018) being based 

on time to recognition. Another consideration for this finding may be related to the 

limited number of words available across all corpora.   

 The most influential contributors to semantic richness found in this model 

included body-object interaction, emotional valence, emotional arousal, association types, 

and sensorimotor. Body-object interaction and sensorimotor variables were found to be 

negative predictors of semantic richness. This suggests that the more likely a person is to 

interact with an object, either with their body or their senses, the less meaning they 

tended to associate with its word’s referent. This is supported by the negative relationship 

found between the collected semantic richness values and the concreteness ratings. 

Words scoring higher on the variable concreteness tended to score lower on 

meaningfulness. Put another way, abstract words were found to hold more meaning and 

thus scored higher on the semantic richness scales. 

  Surprisingly, association types and semantic richness are two variables that 

represent the relative closeness of words in semantic space, yet they had vastly different 

contributions to the prediction equation in this study. Words that tended to be closely 
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related by virtue of the likelihood of being found (i.e., spoken or heard) after other words 

(i.e., association types) were rated higher on meaningfulness. This variable contributed 

the most weight to the prediction equation relative to the other variables entered into the 

analysis. In contrast, words that tended to have more relatives (i.e., semantic 

neighbourhood density) did not contribute to the relative meaningfulness of the words in 

this study. Not surprisingly, the relationship between emotions and semantic richness 

indicates that words associated with higher levels and intensity of emotions tended to be 

rated as more meaningful.  

Limitations and Future Research 

This study is not without some limitations. For example, one limitation is related 

to the number of times each of the words were rated. Some words were rated only three 

times whereas others were rated up to 24 times. It could be assumed that a larger number 

of ratings would more closely approximate a true population level rating for each word.  

Future research could examine a smaller list of words to ensure more ratings. 

Alternatively, future research should focus on collecting data for a longer period of time 

to optimize the number of words rated and the number of ratings per word. 

Another limitation is related to the corpora used in this study. The individual 

words and the types of words used (e.g., monomorphemic, concrete, noun, etc.) along 

with the way in which the ratings were collected render the corpora inherently different. 

For example, many of the corpora ratings (e.g., SND, BOI, Img) were based on reaction 

time data that has the potential to measure other constructs than meaning (i.e., processing 

speed). The semantic richness values in this study were rated subjectively, thereby 

controlling for the effect of processing speed on the values. Moreover, a wide range of 
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rating availability exists between corpora. For example, the corpus of concreteness 

ratings (Bysbaert et al., 2013, BRM)) contained 40,000 words whereas the imageability 

(Scott et al., 2018) corpus contained only 5,500 words. This was further complicated by 

the requirement of all words in this study to have ratings across all corpora. Future 

research could focus on developing an optimized list of words that match across a range 

of corpora while ensuring the list is large enough to maintain a reliable effect size in the 

analysis process and while also controlling for word level effects. For example, a lemma 

is the smallest form of a word (e.g., help) whereas a lexeme is one of many forms that a 

word can take (e.g., helps, helped, helping).  

Finally, semantic richness as it relates to the depth and breadth of meaning 

associated with words may forever fall short of encompassing all of the potential 

underlying constructs without the confounds of geographical, cultural, societal, and 

generational differences. Moreover, all of these potential areas of difference are 

compounded by the ever-changing zeitgeist across time and most important, by the 

idiosyncratic differences among individual raters. 

Another area of focus for future research would be to examine other constructs of 

language and to employ other statistical analyses. For example, the variables could be 

examined for the existence of a mediation and/or a moderation effect within the 

relationships among variables. Further research could also investigate the ways in which 

the lexicon, semantics, and syntax of both oral and written language might contribute to 

the relative importance of the underlying structure of semantic richness and whether that 

might change as a function of the method of language expression/reception. 
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Implications 

 The implications of this study could be used to inform language 

acquisition/reacquisition strategies for people who learn best in ways that are outside of a 

standardized format. For example, prior research indicates that children with autism, deaf 

children, and patients with aphasia perform better when presented with information that 

is more semantically rich (Gladfelter & Goffman, 2018; Madden et al., 2018; Sevcikova 

Sehyr et al., 2018). Treatment programs traditionally developed with audio and visual 

spaced retrieval and cueing (Marshall & Freed, 2006; Schuell & Jenkins, 1974) often use 

concrete words as a stimulus. Knowing abstract words tend to be rated as more 

semantically rich than concrete words, the restructuring of treatment stimuli to reflect 

more semantically rich information may render language acquisition/reacquisition 

treatment programs more effective. This highlights the importance of taking a science 

backed approach to investigating word-level metrics and their effects on semantic 

processing and their role in the development and reacquisition of language. 
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Complete word list of all non-words used in the randomly generated stimulus set 
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Besloor Drirathiel Lazap Novaly Seiliu Viottis 

Biasdo Ekcle Locobot Novanoid Sepezz Voov 

Boaconic Eraow Loheckle Oleald Sexatoo Voquev 

Bopster Ethosien Looncan Olielle Skizze Waratel 

Boxscape Firehorse Looplab Onama Sooprno Wavefire 

Brewtine Glaretram Loopnova Parede Soostev Wazzasoft 

Bumola Glomtom Luwest Peachflame Sorson Werradith 

Bumooxa Glowl Minivivi Pegmode Surogou Wetwest 

Burder Goocrux Miresa Peloozoid Swopom Winooze 

Cazoova Gorealm Mizule Pirend Swoquix Yboiveth 

Chacaka Goulbap Modeflick Ploosnar Tomash Yeinydd 

Cheilith Grodsaar Moderock Pounit Toogit Yimello 

Chershoee Grynn Modgone Pruvia Toximble Yoffa 

Chillaid Hendassa Mogotrevo Replitz Trelod Yokovich 

Chillpal Hioffpo Momoweb Resaix Tribepop 

 
Chorenn Hoppler Morath Rodrup Tribop 

 
   



 

63 
 

 

APPENDIX C 

 

Complete list of countries participants identified 

 

America (n = 29) Greece (n = 1) Mauritius (n = 3) Spain (n = 2) 

Australia (n = 49) Guyana (n = 1) Mexico (n = 2) Sweden (n = 5) 

Barbados (n = 2) India (n = 26) Morocco (n = 1) Switzerland (n = 2) 

British (n = 6) Ireland (n = 19) New Zealand (n = 6) Thailand (n = 2) 

Canada (n = 535) Israel (n = 2) Nigeria (n = 2) Turkey (n = 1) 

Emirate (n = 1) Italy (n = 1) Pakistan (n = 4) United Kingdom (n = 116) 

England (n = 15) Jamaica (n = 1) Qatar (n = 1) United States (n = 697) 

France (n = 5) Lebanon (n = 1) Scotland (n = 3) Vietnam (n = 1) 

Germany (n = 4) Lithuania (n = 1) Singapore (n = 5) Wales (n = 2) 

Great Britain (n = 10) Malaysia (n = 3) South Africa (n = 6) 
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APPENDIX D 

 

Demographic Questionnaire 

 

1) How old are you?  

 

2) Please select your country of residence. 

  

3) Is English your first language? 

 Yes/No 
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