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Control of finite-dimensional quantum systems: 
Application to a spin-$\frac{1}{2}$ particle coupled with a finite quantum harmonic oscillator
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In this paper, we consider the problem of the controllability of a finite-dimensional quantum system in both the Schrödinger and interaction pictures. Introducing a Quantum Transfer Graph, we elucidate the role of Lie algebra rank conditions and the complex nature of the control matrices. We analyze the example of a sequentially coupled $N$-level system: a spin-$\frac{1}{2}$ particle coupled to a finite quantum harmonic oscillator. This models an important physical paradigm of quantum computers—the trapped ion. We describe the control of the finite model obtained, under the right conditions, from the original infinite-dimensional system. © 2005 American Institute of Physics. [DOI: 10.1063/1.1852701]

I. INTRODUCTION

The control and controllability of finite-dimensional quantum systems are of topical interest to the chemical dynamics, coherent control and quantum computing communities. Indeed, several methods of proving controllability of quantum systems have been developed from corresponding techniques used in the control of finite-dimensional classical systems. In these treatments, specifically in the graphical methods, the role of the drift (or field-free) Hamiltonian is not obvious. In quantum mechanics, it is fairly standard to use an interaction picture, where the drift term does not appear explicitly in the Schrödinger equation. In these cases, the presence of only one matrix, namely the control matrix in the interaction picture, makes it not amenable to use of the rigorous Lie algebraic method to determine controllability.

In this paper, we present fresh insights into the controllability and control of quantum systems both in the Schrödinger and interaction pictures. We propose a new graphical method—the Quantum Transfer Graph—that will explicitly demonstrate both the roles of the drift and control matrices, and also the importance of considering the control matrix as one with complex entries. Then we analyze a very interesting example of a sequentially coupled $N$-level system: a spin-$\frac{1}{2}$ particle coupled with a quantum harmonic oscillator. This models an important physical paradigm of quantum computers—the trapped ion. The analysis in this paper expands on our earlier work on the trapped-ion problem (Ref. 17) and illustrates the key role played by the Quantum Transfer Graph in understanding the complex matrices that describe the interactions between the field and the ion. To our knowledge this is the only example of a quantum control problem where the interaction matrices are complex. Our general analysis of a sequentially connected system can also be extended to understanding the control of $N$-level chain systems used in adiabatic schemes such as STIRAP, as well as the control of transitions between sequentially connected Zeeman states.

II. SCHRÖDINGER PICTURE

The Schrödinger equation for a particle in a static and dynamic potential (in atomic units, wherein $e=m=h=1$) is written as
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\[ i\dot{\Psi} = (H_0 + H_I)\Psi. \]  

Here, \( H_0 \) is the Hamiltonian of the particle in the static potential, with a finite number \( N \) of eigenvalues \( E_n \) corresponding to the eigenvectors \( \phi_n \). The interaction with the time-dependent potential is given by the control Hamiltonian \( H_I \), which includes the time dependence. In general, we consider problems where the time dependence is separable and linear, for example, \( H_I = \sum \mu_i(t) \mu_i \). Here the operator \( \mu_i \) represents the transition couplings between the various eigenstates of \( H_0 \) due to the time-dependent field \( u(t) \). Unitarity demands that \( H_0 \) and \( H_I \) be Hermitian.

The eigenvalues of \( H_0 \) are therefore real. In the control literature, the Schrödinger equation is written equivalently as

\[ \dot{X} = \left( A + \sum_i u_i(t)B_i \right)X. \]

In vector representation, \( X \) is the state vector, \( A \) is the drift matrix, \( B_i \) are the control matrices and \( u_i(t) \) are controls, generally chosen to be piecewise smooth. In the eigenbasis of \( H_0 \), \( A \) is \(-i\) times a real matrix with only diagonal terms. Each matrix \( B_i \) is skew-Hermitian. It can, in general, be written as a sum of \( i \) times a real symmetric matrix and a skew-symmetric matrix, \( B_i = i^*B_i^s + B_i^K \). More generally, \( A, B_i \in \mathfrak{su}(N) \). In most quantum applications considered up to this point \( 2,4,15 \), the matrix elements of the \( B_i \) are of the form \( i \) times a symmetric matrix. Consider a special case, where the eigenstates of \( H_0 \) are sequentially coupled by control fields \( u_i(t) \). It is well known \( 3,9,11 \) that a sufficient condition for controllability is that the dimension of the span of the Lie algebra generated by \( A \) and the \( B_i \) be equal to the dimension of \( \mathfrak{su}(n) \). Rather than take the specific values for the matrix elements of the control matrices, \( B_i \), it will be instructive to consider its general structure—a skew-Hermitian, tridiagonal matrix with zero diagonal elements. In the case where \( B \) is of the form \( i \) times a symmetric matrix, this matrix can be decomposed into \( N-1 \) matrices—simple roots of the Lie algebra \( \mathfrak{su}(n) \), as shown below. These matrices represent the nearest-neighbor couplings. We want to elucidate how these nearest-neighbor couplings generate the Lie algebra. Note that we do not have control over each individual coupling. Nevertheless, one can see how decomposing the control matrix into the simple roots is a powerful way to examine the controllability properties of the system.

Using standard notation for a basis of \( \mathfrak{su}(N) \), let \( e_{i,j} \) denote the matrix with unit \( ij \) entry and zeros elsewhere. Define \( x_{i,j} = e_{i,j} - e_{j,i} \) and \( y_{i,j} = i(e_{i,j} + e_{j,i}) \). \( B \) is decomposed into the \( i \)-times-symmetric roots

\[
S_1 = y_{1,2} = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & \cdots \\
1 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix},
\]

\[
S_2 = y_{2,3},
\]

\[
S_3 = y_{3,4},
\]

\[
\vdots .
\]

The Lie bracket of these roots with each other give the \( N-2 \) skew-symmetric matrices that represent next-nearest-neighbor coupling as shown below. These matrices form a closed Lie algebra with the matrices from which they were formed, for example, \( S_1, S_2 \) and their commutator.
Construct a Lie subalgebra, similarly for $S_2, S_3$ and their commutator $K_{N+1}$, and so on. This generation of alternate symmetric and skew-symmetric elements of the algebra has been observed earlier.

\[ [S_1, S_2] = x_{1,3} = K_N, \quad (7) \]

\[ K_{N+1} = x_{2,4}, \quad (8) \]

\[ \ldots \quad (9) \]

Similarly,

\[ [x_{1,3}, x_{2,4}] = y_{1,4} = S_{2N-1}. \quad (10) \]

Carrying on in a similar fashion through the matrix that represents the coupling between the first and $N$th state (here $N$ is assumed even),

\[ S_{N(N-1)/2} = y_{1,N}. \quad (11) \]

It can be shown that the number of linearly independent commutators formed by this set of matrices is $N(N-1)/2$. Thus, the roots of the control Hamiltonian can be used to produce $N(N-1)/2$ independent elements of the algebra.

An interesting observation can be made if the control matrices $B_i$ representing the nearest-neighbor couplings are all skew-symmetric. The Lie algebra generated by these matrices consists of the skew-symmetric matrices, i.e., the symmetric matrices $S_n$ are not generated. These matrices also number $N(N-1)/2$. This is the set of generators for the rotation group $O(N)$, each pairwise coupling representing an independent rotation in $N$-dimensions.

Thus, if the eigenstates are sequentially connected by the transition matrix elements (usually real), then the Lie algebra generated by the roots of the control terms alone span a space of $N(N-1)/2$. If the drift matrix is strongly regular, it can be decomposed into $N$ linearly independent traceless diagonal matrices $h_i = e_i - e_{i+1}$. The Lie brackets formed by the drift matrix and the $N(N-1)/2$ matrices computed above yield another $N(N-1)/2$ matrices of the opposite symmetry. For example, $[A, S_1]$ gives $K_1$, etc. Thus the total number of linearly independent matrices are $2^* N(N-1)/2 + N = N^2$, which is sufficient to show controllability.

III. QUANTUM TRANSFER GRAPHS

Graphical methods used to analyze controllability of quantum systems are drawn from similar techniques used in the controllability analysis of classical systems. These methods are very elegant. However, they do not bring out two features intrinsic to the controllability of quantum systems—the special role of the drift matrix, and the intrinsically skew-Hermitian nature of the control matrices. To address these issues, we propose that transfer graphs representing the control of quantum systems should be drawn with each eigenstate represented by a double node, representing the real and imaginary parts of the complex wave function. The transition matrix elements are represented by edges of the graph. However, a real matrix element will couple the real part of one state with the real part of the other; and the imaginary part of one state with the imaginary part of the other. A purely imaginary matrix element will couple the real part of one state with the imaginary part of the other. This graph will truly be transitively connected only if the transition matrix elements are complex numbers with both real and imaginary parts. Otherwise the presence of a strongly regular drift matrix (which in time produces a rotation from real to imaginary space) can generate the “missing” elements of the Lie algebra, i.e., complete the transitivity of the Quantum Transfer Graph. These features of Quantum Transfer Graphs are shown in Fig. 1. Other modifications introduced in a recent paper such as ordering the state in energy and the thickness of the edges representing the strength of the couplings are retained.
In quantum physics, one often uses the interaction picture by making a unitary transformation that is very similar to transforming into the rotating frame in classical physics. Remembering that \( A \) is diagonal and \( \dot{Y} = iH_0 \), this is carried out as follows:

\[
Y = \exp(-At)X,
\]

\[
\dot{Y} = -A \exp(-At)X + \exp(-At)\dot{X}
\]

\[
= -A \exp(-At)X + \exp(-At)(A + \sum_i u_i(t)B_i)X
\]

\[
= \sum_i u_i(t)\exp(-At)B_iX
\]

\[
= \sum_i u_i(t)\exp(-At)B_i \exp(At)Y
\]

\[
= \sum_i u_i(t) \left[ B_i + \frac{-t}{1!}[A,B_i] + \frac{(t)^2}{2!}[A,[A,B_i]] + \cdots \right] Y
\]

\[
= \sum_i u_i(t) B_i Y.
\]

The transformed state vector \( Y \) evolves on an adjoint orbit of \( U(n) \) with a span of \( N(N-1) \). The last expansion (Baker–Campbell–Hausdorff expansion) contains the Lie algebra formed by the drift and control matrices. In the case that the system is controllable, these matrices span a space of dimension \( N(N-1) \). Therefore, the presence of a strongly regular drift matrix, and a transitively
connected set of eigenstates is sufficient to show controllability. In exactly the same manner, if a set of eigenstates is transitively connected in the interaction picture, and the drift matrix is strongly regular, then these are sufficient conditions to establish controllability as well.

We note that if we have a control matrix that has both symmetric and skew-symmetric parts as in Fig. 1, we know that we can generate the $N(N-1)$ elements of the algebra. The Quantum Transfer Graph is transitively connected even without the consideration of the drift matrix. In such a case the demand for the strongly regular drift matrix can be relaxed, and controllability can be shown even with drift matrices that are not strongly regular.\textsuperscript{12}

V. SPIN-$\frac{1}{2}$ PARTICLE COUPLED TO FINITE HARMONIC OSCILLATOR

We now apply controllability analysis to a quantum system that is one of the scalable paradigms of a future quantum computer. The system is also interesting from the viewpoint of control, because the control matrices contain both symmetric and skew-symmetric elements. Our analysis can be extended to other systems with sequentially connected eigenstates such as those in $N$-level STIRAP, and the control of Zeeman states.

In a recent paper,\textsuperscript{17} we showed that under certain circumstances, the model of a spin-$\frac{1}{2}$ particle coupled to finite harmonic oscillator is a good representation of a trapped ion with two essential internal states. The spin-$\frac{1}{2}$ model represents a two-level atom with an energy splitting $\hbar\omega_0$, where the frequency $\omega_0/2\pi$ is in the several GHz range. The atomic levels are coupled to the motion of the ion in a harmonic trap.\textsuperscript{18} These quantized vibrational energy levels are separated by a frequency $\omega_m/2\pi$ in the MHz range. The Hamiltonian of this system without a control field applied to it (in atomic units) is

$$H_0 = \omega_0 \sigma_z/2 + \omega_m \hat{n}.\quad (19)$$

The Pauli operator $\sigma$ describes the equivalent spin-$\frac{1}{2}$ system, and the operator $\hat{n}$ is the number operator of the quantized simple harmonic oscillator. The eigenstates of the field-free system are characterized by two quantum numbers $S_z$ and $n$. When a bichromatic field is applied that causes transitions between states $|\downarrow, n\rangle$ and $|\uparrow, n\rangle$ (carrier transitions), and between states $|\downarrow, n\rangle$ and $|\uparrow, n-1\rangle$ (red sideband transitions), the system is sequentially connected. An important parameter of this system is the Lamb–Dicke parameter $\eta_m$ that describes the extent of the ion’s motion compared to the wavelength of the applied electromagnetic field. It is possible to adjust the strength of the trap (thereby adjusting $\eta_m$) such that one of the transition couplings goes to zero, and the state space is truncated to $N$-levels as shown in Fig. 2.
In the case when the extent of the ion's motion is comparable to the wavelength of the applied field, a matrix element of the control Hamiltonian in the field-free eigenbasis in the interaction picture can be written as\(^\dagger\)

\[
\langle S' n' | H_I' | S_n \rangle = \Omega(t) 2 \Re \{ \langle S' | a_r | S \rangle \otimes \langle n' | \exp(i(\eta_m(a_m + a_m^\dagger))) | n \rangle \}.
\]  

(20)

The harmonic oscillator part of this matrix element\(^\dagger\) is written as

\[
\langle n' | \exp(i(\eta_m(a_m + a_m^\dagger))) | n \rangle = \exp(-\eta_m/2) \sum_{n_1} \frac{n_1!}{n_1!} (i \eta_m)^{n_1-n} L^{n_1-n}(\eta_m^2).
\]  

(21)

The symbol \( n > \) refers to the larger of \( n \) and \( n' \), and \( n < \) refers to the smaller of \( n \) and \( n' \). \( L^0_n(x) \) is the associated Laguerre polynomial. When the applied field connects states \(| \downarrow, n \rangle \) and \(| \uparrow, n \rangle \) (carrier transitions), \( n'=n \), and when the applied field connects states \(| \downarrow, n \rangle \) and \(| \uparrow, n-1 \rangle \) (red sideband transitions), \( n'=n-1 \). The matrix elements are zero for all other values of \( n' \). The strength of the ion trap can be adjusted (thereby adjusting \( \eta_m \)) so that the coupling strength of one of the (red or carrier) transitions becomes zero, the system is transformed into a finite closed subsystem, and a remaining infinite subsystem. For example, if the argument of the Laguerre polynomial \( \eta_m^2 \) is adjusted to 0.527 667 so that \( L^1_0(\eta_m^2)=0 \), the \(| \downarrow, 6 \rangle \) to \(| \uparrow, 7 \rangle \) transition is turned off.

The truncated finite system is now an \( N \)-level sequentially dipole coupled system. The electric field corresponding to the frequencies that cause the carrier and red transitions are dubbed \( E_c \) and \( E_r \), respectively. The eigenstates can be ordered as \(| \uparrow, 0 \rangle \), \(| \downarrow, 0 \rangle \), \(| \uparrow, 1 \rangle \), \(| \downarrow, 1 \rangle \), \ldots. The drift Hamiltonian \( H_0 \) of this system can be written in matrix form as

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & \omega_0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \omega_m & 0 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & \omega_0 + \omega_m & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & 2\omega_m & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \omega_0 + 2\omega_m & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & \left(\frac{N}{2} - 1\right) \omega_m & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & \omega_0 + \left(\frac{N}{2} - 1\right) \omega_m
\end{pmatrix}
\]  

(22)

In the interaction picture, the Schrödinger equation is written as

\[
\dot{Y} = (u(t)B_c + v(t)B_r)Y.
\]  

(23)

In general, we can assume that fields \( E_c(t) \) and \( E_r(t) \) do not have a phase difference between them. Then,

\[
u(t) = c_2 E_r(t) = 0.25 \eta \mu_0 \exp(-\eta^2/2) E_r(t),
\]  

(25)

\[
u(t) = c_2 E_r(t) = 0.25 \eta \mu_0 \exp(-\eta^2/2) E_r(t),
\]  

(25)
The associated Laguerre polynomials $L_n^a(x)$ can be written as

$$L_n^a(x) = \sum_{k=0}^{n} \frac{(-1)^k (n + \alpha)^k}{(n - k) k!} x^k.$$  \hspace{1cm} (28)

The argument of the polynomials is the square of the Lamb–Dicke parameter $\eta$ which gives a measure of how much the ion moves in the harmonic potential as compared to the wavelength of the light applied. We note that the control matrices for this system are different from the usual control matrices in quantum physics problems. The control matrix $B_c$ has the usual $i$ times symmetric structure. The control matrix $B_r$ has a real, skew-symmetric structure. If we take the Lie algebra formed by these two matrices, we get $N(N-1)/2$ independent matrices. As the drift matrix is strongly regular this system is completely controllable. We can further analyze this behavior in a four-dimensional model problem.

**A. Example: A model four-dimensional system**

Using a simple four-dimensional example,\textsuperscript{2,10} we show how the Lie algebra produces successive elements, and spans the space. Consider a general matrix $A$ for a four-dimensional Hilbert space with sequentially coupled eigenstates. In particular, we have

$$A = \begin{pmatrix} a & 0 & 0 & 0 \\ 0 & b & 0 & 0 \\ 0 & 0 & c & 0 \\ 0 & 0 & 0 & d \end{pmatrix},$$  \hspace{1cm} (29)

$$B_c = i \begin{pmatrix} 0 & \alpha & 0 & 0 \\ \alpha & 0 & 0 & 0 \\ 0 & 0 & 0 & \gamma \\ 0 & 0 & \gamma & 0 \end{pmatrix},$$  \hspace{1cm} (30)
Taking the Lie brackets of $B_c$ and $B_r$, we produce four more linearly independent matrices $C = fB_c, B_r$, $D = sfB_c, C g - B_r s^2 + g^2 d^2/s^2 a g d$, $E = fB_c, D g$, and $F = fE, B_r g/s - b d$. Thus the control matrices themselves produce $N s N - 1 d/2 = 6$ elements of the Lie algebra. Taking the Lie brackets of these six matrices with the drift matrix $A$, we get six more independent matrices with the opposite symmetry as the first six. Further Lie brackets of the two sets of six matrices produce the remaining four diagonal traceless matrices into which the strongly regular drift matrix can be decomposed.

B. Graphical analysis

We create a Quantum Transfer Graph to represent and analyze this system. We represent the various electromagnetic fields by double-vertices of a graph as shown in Fig. 3. When a resonant electromagnetic field is applied, the coupling between two eigenstates caused by the interaction will form the edges. The eigenstates are ordered in energy, and the edges on the graph will represent the matrix elements of the interaction between the eigenstates (not a population flow between them), their thickness qualitatively indicating the strength of the coupling. The carrier field (with frequency $\omega_c$) acting on an ion connects states $| n \rangle$ and $| n + 1 \rangle$. As the coupling matrix consists of real elements, this field connects the real parts to the real parts and the imaginary parts to the imaginary parts. The red sideband field (with frequency $\omega_r$) connects states $| n \rangle$ and $| n - 1 \rangle$. Since the coupling matrix consists of imaginary elements, this field connects the real parts to the imaginary parts and vice versa. When both fields are applied simultaneously, we see that the Quantum Transfer Graph splits into two very interesting subgraphs. In the sense of the usual transfer graph, all eigenstates are transitively connected. However, we can directly see the role of the drift Hamiltonian in moving this system from one subgraph to the other, and truly making the eigenstates transitively connected.

VI. SPECIFIC CONTROL SCHEME

We now discuss a specific control scheme for the infinite system, and show how the Quantum Transfer Graph helps us to describe the roles of the control and drift matrices in this scheme. In 1996, Law and Eberly showed that by using the carrier and red fields alternately it is possible to produce arbitrary superpositions of a finite number of harmonic oscillator states. References 22 and 23 show that the same scheme can be used to generate arbitrary finite superposition states in
a spin-1/2 harmonic oscillator system. This scheme works by designing a sequence of alternately applied carrier and red sideband fields interspersed with a waiting time (action of the drift) in order to transfer the population from an arbitrary superposition to the ground state of the system $|\downarrow, n = 0\rangle$. As seen by the Quantum Transfer Graph in Fig. 3(b), there are many combinations of the drift and control matrices that can be applied in order to get to the ground state (both in the finite and the infinite systems). The optimal combination will be one that time-optimizes the process subject to the constraint on the fields’ intensities. This time-optimized Law–Eberly scheme is an interesting avenue for future work. Aspects of the controllability of the infinite-dimensional problem are discussed in related work by the authors.²⁴

VII. CONCLUSION

A Quantum Transfer Graph is an effective tool in elucidating the controllability of finite quantum systems both in the Schrödinger and interaction pictures. We have shown the equivalence of sufficient conditions for controllability in both pictures, and explicitly presented the role of the drift matrix. We analyze the example of a sequentially connected $N$-level system as implemented by suitably designed quantum states of a trapped ion. Showing the mechanism of control, we explain how the specific Law–Eberly control scheme can be efficiently implemented.
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