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ABSTRACT

The techniques of cluster analysis are among the most widely used and little understood techniques for the statistical analysis of data. A mathematical basis for these techniques remains to be constructed. This paper describes the work done up to the present in the construction of such a basis. In the course of this description a survey of the more common cluster analytic techniques is given and the admissibility of thes techniques under criteria suggested by G.N. Lance and W.T. Williams is given.
# TABLE OF CONTENTS

Abstract ........................................... 1

Table of contents ................................... 11

Chapter I: Introduction ............................. 1

Chapter II: The Aspects of Cluster Analysis ...... 3

Chapter III: The Structure of Cluster Analysis  6

Chapter IV: Admissibility Conditions ............. 11

Chapter V: The Admissibility of Some Clustering Procedures 17

5.1: Lance and Williams Combinatorial Clustering Procedures 17

5.2: Some Important Particular Combinatorial Procedures 21

5.2.1: Nearest Neighbour .......................... 21

5.2.2: Furthest Neighbour ......................... 21

5.2.3: Centroid .................................... 21

5.2.4: Median ..................................... 22

5.2.5: Group Average .............................. 22

5.2.6: Ward’s Method .............................. 23

5.2.7: An Example of Combinatorial Clustering 23

5.2.8: Proofs and Counterexamples for Particular Combinatorial Procedures 46

|
5.3: Ling's \((k,r)\)-cluster Procedure

5.3.1: The \((k,r)\)-clustering of the \(H\)-configuration

5.3.2: The Admissibility Properties of \((k,r)\)-clustering

5.4: Jardine and Sibson's \(B_k\), Fine,
Clustering Procedure

5.5: Jardine and Sibson's \(B_k^c\), Coarse,
Clustering Procedure

5.6: Jardine and Sibson's \(C_u\) (u-diametric)
Clustering Procedure

5.7: Orloci's Information Theory Method

5.8: Unsupervised Bayesian Estimation

5.8.1: Introductory Remarks

5.8.2: Bayesian Clustering Techniques

5.8.3: The Admissibility of the Bayesian Clustering Techniques

Chapter VI: Discussion and Remarks on Further Study

Appendix I: An Overview of the Theory of Unsupervised
Bayesian Estimation

1) Convergence Theorems

ii) A Class of Minimum-Integral-Square-
Distance Algorithms

iii) The Construction of Robbins' Function
A Survey of Cluster Analysis and Its Admissible Procedures

I: Introduction

We are here concerned with certain admissible techniques for the analysis of multivariate data, which attempt to solve the following problem:

Given a sample of N objects or individuals, each of which is measured on each of p variables, devise a classification scheme for grouping the objects into g classes. The number of classes and the characteristics of the classes to be determined. [9]

The most commonly used term for techniques which seek to separate data into constituent groups is cluster analysis.

Ideal data for such an analysis would yield obvious clusters that, at least in small-scale cases, could be picked-out without the need for complicated mathematical techniques and without a precise definition of the term 'cluster'. In two or three dimensions the data could be examined visually and any clusters present identified.

In practice, however, things are not so simple and, consequently, there has been a great proliferation of clustering techniques. The importance of clustering techniques in such diverse fields as psychology, zoology, biology, botany, sociology, artificial intelligence and information retrieval has added to the proliferation of clustering techniques.

This paper attacks the problem of choosing a clustering procedure from among the myriad proposed. Too often in practice, not enough is known about a priori conditions, the possible losses involved, etc.,
to determine a best procedure.

This type of perplexing problem is solved in decision theory by restricting attention to admissible decision rules. This approach eliminates obvious bad rules, though additional information often is necessary to select, from among the admissible rules, the best. The suggestion is, therefore, to formulate some optimum properties that a reasonable procedure should satisfy and call a procedure satisfying them admissible. Obviously, requiring admissibility eliminates only bad clustering procedures but does not attempt to determine the best method.

Let $A$ denote some property which would be satisfied by any reasonable clustering procedure either in general or when used in a special application. Any procedure which satisfies $A$ is called $A$-admissible.

The attempt to present a formal structure within which admissible clustering procedures may be identified and studied leads us to consider in some detail some of the more common clustering procedures and their attendant problems.

We restate the original problem in order to present the original model upon which all that follows is based.

Let $Y$ be a finite subset of $\mathbb{R}^P$ with $N$ elements. The problem is now to determine a covering of $Y$ which has some optimum properties (admissibility) for the purpose of classification. In some clustering techniques not all members of the cover are considered.
II: THE ASPECTS OF CLUSTER ANALYSIS

The ideal strategy for the development of a data simplification technique is as follows:

First, formulate a precise mathematical characterization of the data and the kind of representation desired so that the simplification methods may be treated as transformations from a structure of one kind to that of another.

Next, formulate criteria of adequacy of the operations including invariant and covariant representation, preservation of structure and optimality conditions.

Then the existence of appropriate methods, their uniqueness and mathematical properties must be ascertained.

Finally, efficient algorithms must be found. The existence and uniqueness of appropriate methods may be unconstructive or may specify a computationally unfeasible algorithm.

Unfortunately, the development of clustering methods has followed an inverse sequence. In the 1940's and 1950's a variety of clustering algorithms were proposed. Over the years it was gradually realized that some superficially different methods implement the same method, and that different methods differ widely in their properties. The recent work of Jardine and Sibson [16,17] and Lance and Williams [23] has resulted in the construction of a general theory within which such methods may be analyzed.

The general theory assumes that it is reasonable to seek clusters in data, these being subsets of Y characterized by the possession of the properties of coherence and isolation. This assumption and experience
lead to the following dichotomies for clustering methods:

Clustering procedures can be divided, immediately, into two classes:

1) those methods which work directly with the data.
2) those methods which work with a dissimilarity coefficient.

In what follows, we will investigate both of these classes.

We also have the following division of clustering methods into disjoint classes:

1. Sequential versus Simultaneous Methods.

Most clustering methods are sequential. A recursive sequence of operations is applied to the set $Y$ producing a sequence of covers for $Y$. Simultaneous techniques are rare and only one example will be given.


Starting with a cover of $t$ sets, agglomerative techniques group these into covers having successively fewer sets, arriving eventually at a single set containing all the elements of $Y$. By contrast, divisive techniques commence with a cover of $t$ sets, subdividing these sets into covers having successively more sets, arriving eventually at a cover of $N$ sets.


In a nonoverlapping method, any two members of a cover are disjoint.

The goals of a cluster analysis may be approached by several methods. The availability of sufficient information makes it desirable to formulate explicit criteria for comparing solutions. Computational difficulties
may prevent the finding of a global optimization method which finds an optimum and may force the use of a local optimization method which finds an optimum over some restricted class of solutions even in the presence of some criterion. The end result may not have any optimality properties that can be stated.
III: THE STRUCTURE OF CLUSTER ANALYSIS

In order to formalize the concept of clustering with a dissimilarity coefficient, we need the following notation. In what follows:

\( E(P) \) will denote the set of all reflexive, symmetric relations on a set \( P \).

\( E(P) \) will denote the set of all equivalence relations on a set \( P \).

From graph theory, we have the following definition:

**Definition 1:** Let \( r \in E(P) \). A maximal linked set for \( r \), denoted \( ML(r) \), is a set \( S \subseteq P \) such that

1) \( S \times S \subseteq r \),

2) \( (\forall a \in S)(\forall b \in S)(a,b) \in r \).

It is convenient to think of this in graphical terms. If we draw a graph whose vertices are the elements of \( P \), and whose edges link just those pairs of elements of \( P \) contained in \( r \), then the \( ML \)-sets are the vertex sets of maximal complete subgraphs. \( ML \)-sets have appeared in literature [21] under various other names:

Kuhn's clumps,
cliques,
maximal cliques,
maximal complete subgraphs.

It should be noted that the definition of an \( ML \)-set implies that its elements form a coherent unit isolated from other elements in \( P \).

This property will be used later to supply a definition for a cluster.
Systems of clusters such as those shown above will not be admissible within this framework.

**Definition 2:** Let $Y \in \mathbb{R}^p$, $0 < |Y| = n < \infty$. A dissimilarity coefficient, $D_C$, on $Y$ is a function $d: Y \times Y \to \mathbb{R}$ such that

1. $(\forall a, b \in Y)\ d(a, b) \geq 0$,
2. $d(a, a) = 0$,
3. $d(a, b) = d(b, a)$

**Definition 3:** A $D_C$ is said to be even if

$$(\forall a, b, c \in Y)\ d(a, b) = d(a, c) + d(b, c).$$

**Definition 4:** A $D_C$ is said to be definite if

$$d(a, b) = a = b.$$ 

**Definition 5:** A $D_C$ is said to satisfy the ultrametric inequality if

$$(\forall a, b, c \in Y)\ d(a, b) \leq \max\{d(a, c), d(b, c)\}.$$ 

**Notation:**

- $C(Y)$ = the set of all $D_C's$ on $Y$.
- $C'(Y)$ = the set of all definite $D_C's$ on $Y$.
- $N(Y)$ = the set of all $D_C's$ on $Y$ satisfying the triangle inequality.
- $U(Y)$ = the set of all $D_C's$ on $Y$ satisfying definition 5.
- $M'(Y) = M(Y) \cap C'(Y)$ = the set of all metrics on $Y$.
- $U'(Y) = U(Y) \cap C'(Y)$ = the set of all ultrametrics on $Y$. 
Definition 6: Let \( d, d' \in \mathcal{C}(Y) \). Then \( d \) is said to be dominated by \( d' \), denoted \( d' \gg d \), if

\[
(\forall a, b \in Y) \quad d(a, b) \leq d'(a, b).
\]

Definition 7: A set \( X \subseteq \mathcal{C}(Y) \) is said to be bounded if

\[
(\forall d' \in \mathcal{C}(Y))(\exists d \in \mathcal{X}) \quad d \ll d'.
\]

We define \( \sup X \) by \( \sup X(a, b) = \sup \{ d(a, b) \mid d \in X \} \).

A bounded set \( X \subseteq \mathcal{C}(Y) \) will also be called sup-closed.

Definition 8: A numerically agglomerative clustering (NSAC) is a function \( c : [0, +\infty) \rightarrow \mathcal{C}(Y) \) such that

1) \( (\forall h, h' \in [0, +\infty) (0 \leq h \leq h') \quad c(h) \subseteq c(h') \),

2) \( c(h) \) is eventually \( \forall \mathcal{X} \in \mathcal{Y} \),

3) \( (\forall h > 0) (\exists h' > 0) \quad c(h + \delta) = c(h) \).

Definition 9: A NSAC is said to be definite if \( c(0) \) is the equality relation on \( Y \).

Definition 10: A numerically stratified divisive clustering (NSDC) is a function \( c : [0, +\infty) \rightarrow \mathcal{C}(Y) \) such that

1) \( (\forall h, h' \in [0, +\infty) (0 \leq h \leq h') \quad c(h) \supseteq c(h') \),

2) \( c(h) \) is eventually the equality relation on \( \mathcal{Y} \),

3) \( (\forall h > 0) (\exists h' > 0) \quad c(h + \delta) = c(h) \).

Definition 11: An NSDC is called definite if \( c(0) = \mathcal{Y} \).

Definition 12: An NSAC (NSDC) is called hierarchical if

\[
(\forall h > 0) \quad c(h) \in \mathcal{E}(Y).
\]

Definition 13: A definite hierarchical NSAC (NSDC) is called a dendogram.

Definition 14: Let \( c \) be an NSAC/NSDC. A cluster for \( c \) at level \( h \) is the elements of \( ML(c(h)) \).
**Theorem 1:** There exists a 1-1, onto, correspondence between the set \( C(Y) \) and the set of all NSAC's on \( Y \) (denoted NSAC\((Y)\)).

**Proof:** Let \( T \) be defined by
\[
(\text{Td})h = \{ (a,b) | d(a,b) \leq h \} \quad (d \in \text{C}(Y), h \in [0,\infty))
\]
\[
(T^{-1})c(a,b) = \inf \{ h | (a,b) \in c(h) \} \quad (c \in \text{NSAC}(Y), (a,b) \in Y \times Y).
\]

It is easy to show \( \text{Td} \) is a NSAC, \( T^{-1} \in \text{C}(Y) \) and \( T \) is one-to-one.

To show that \( T \) is onto requires the use of iii) in definition 6.

This result is due to Jardine and Sibson [16,17].

**Theorem 2:** There exists a 1-1, onto, correspondence between the set \( C(Y) \) and the set of all NSDC's on \( Y \).

**Proof:** Let \( T \) be defined by
\[
(\text{Td})h = \{ (a,b) | d(a,b) \leq 1/h \} \quad (d \in \text{C}(Y), h \in (0,\infty))
\]
\[
(T^{-1})c(a,b) = \sup \{ h | (a,b) \in c(1/h) \} \quad (c \in \text{NSDC}(Y)).
\]

**Corollary:** There exists a 1-1, onto, correspondence between the NSAC's and the NSDC's on \( Y \).

This corollary explains why the division between the agglomerative and divisive clustering techniques is artificial. More agglomerative algorithms exist because they are easier to implement.

\( T \) induces a 1-1 correspondence between \( \text{C}'(Y) \) and the definite NSAC's (NSDC's) and between \( \text{U}(Y) \) and the hierarchical NSAC's (NSDC's).

The possibility of identifying the NSAC's (NSDC's) on \( Y \) with the DC's on \( Y \) is fundamental to all that follows. If we select some subset of the NSAC's as the kind of output we would like a cluster method to have, then this set will correspond to some subset \( \text{ZC}(Y) \). Hence a cluster method may be regarded as a function \( \text{D:C}(Y) \to \mathcal{Z} \). Mathematically this is an agreeable situation, attention can be focused to objects of one kind and
constraints imposed on a cluster method can be formulated neatly. The output from a cluster method is a list of elements of ML(c(h)) for each splitting level of h of c. A splitting level is a level h' such that c(h) ¢ c(h') if h < h'; h = 0 is a splitting level if and only if the NSAC is definite.

Definition 15: With each chosen Z one method D: C(Y) → Z will be associated, namely the method for which D(d) is the maximal element of Z dominated by d – the Z-subdominant of d. Such methods will be called subdominant methods.
IV: ADMISSIONITY CONDITIONS

The first condition would be desirable in almost any situation. It has been studied elsewhere where it is called the comparison property \[11\]. It is based on a 1-1 transformation of the data.

Let \( C_1 = \{x_1, \ldots, x_j\}, \ldots, C_k = \{x_{j+1}, \ldots, x_N\} \) be a clustering of \( Y \).

Let \( y_1, \ldots, y_N \) be any reordering of the points of \( Y \) and define

\[ C'_1 = \{y_1, \ldots, y_j\}, \ldots, C'_k = \{y_{j+1}, \ldots, y_N\}. \]

We call \( C'_1, \ldots, C'_k \) an image of \( C_1, \ldots, C_k \).

A clustering \( C_1, \ldots, C_k \) is said to be \textit{image admissible} if it does not have an image which is uniformly better in the sense that

\[ i) \quad d(x_i, x_j) \geq d(y_i, y_j) \]

when the \( i \)'th and \( j \)'th points are in the same cluster,

\[ ii) \quad d(x_i, x_j) \leq d(y_i, y_j) \]

when the \( i \)'th and \( j \)'th points are in different clusters,

with strict inequality holding for at least one pair of indices.

A second form of admissibility arose from the feeling that one cluster should not 'cut through another'. One way to prevent such clusterings is to require convex admissibility. If the set \( Y \) resides in a linear space then a clustering \( C_1, \ldots, C_k \) is said to be \textit{convex admissible} if the \( k \) convex hulls of \( C_1, \ldots, C_k \) do not intersect.

Convex admissibility, while useful in many situations, does not seem very universal since it eliminates many reasonable clusterings.

For example, let \( C_1 \) be a cluster in the plane tightly grouped on the perimeter of the entire half circle with radius 4 and center \((0,0)\) lying above the \( x \)-axis and let \( C_2 \) be a cluster covering the disk with radius 1 about \((0,0)\) as in the following diagram:
Then the clustering $C_1, C_2$ is not convex admissible but appears reasonable.

Given any set of points $A \subset \mathbb{R}^2$ we define the linkage $L_A$ of $A$ as follows: perform a nearest neighbour clustering on $A$ (the exact technique will be described latter). As two sets are grouped draw a straight line connecting any pair of points one in the first set and the other in the second, which are closest. The linkage $L_A$ is the network of lines formed when all of $A$ is so connected. An example of a linkage is given by the following diagram:

```
    O---O
    |   |
    |   |
    O---O
```

For the case $Y \subset \mathbb{R}^2$ a clustering $C_1, \ldots, C_k$ is called admissible if $L_{C_1}, \ldots, L_{C_k}$ are pairwise disjoint.

Clustering in $\mathbb{R}^2$ is very common in multivariate analysis, especially due to the practice of reducing many dimensions to two dimensions to get
approximate scatter diagrams. As with all admissibility conditions, connected admissibility prevents a certain type of bad behaviour but is by no means a panacea.

There are several ways of defining well-structured data [11] but in general the data is so arranged as to make the correct clustering obvious. A procedure is well-structured admissible if it gives the correct clustering whenever it is confronted with well-structured data.

A clustering method is said to be well-structured (exact tree) admissible if it has an exact tree structure; i.e. if one can reconstruct the dissimilarity matrix of the original data from knowledge of the tree (NSAC) alone.

**Theorem 3:** A necessary and sufficient condition that a cluster method be well-structured (exact tree) admissible is that the dissimilarity coefficient satisfy the ultrametric inequality.

(This result is claimed by Johnson [18] without formal proof).

**Proof:** First note that the definition of well-structured (exact tree) admissibility requires that the cluster method produce a NSAC tree whose splitting levels (nodes) are a known function of the original dissimilarities.

Let $d_{\text{U}(Y)}$ it is then easy to see how such a tree can be constructed.

Let $c$ be such an NSAC. Then its splitting levels $h_1 < h_2 < \ldots < h_k$ are a known function, $f$ say, of the original distances. Also we have $h_i < h_j \Rightarrow d_i < d_j$, so that $f$ is strictly increasing.
Then \( f^{-1}(T^{-1}c)(a,b) = f^{-1}[\inf \{ h \mid a,b,c(h) \}] \) is its corresponding DC. Use of 1) in definition 6 shows that \( f^{-1}(T^{-1}c) \) satisfies the ultrametric inequality.

A cluster method is said to be well-structured (k-group) admissible if there exists a clustering \( C_1, \ldots, C_k \) such that all within-cluster distances are smaller than all between-cluster distances.

A cluster method is said to be well-structured (perfect) admissible if the clustering is such that the dissimilarity between any two objects in the same group is the same value \( s_1 \) and the dissimilarity between two objects in different groups is the same value \( s_2 \) (\( s_1 < s_2 \)).

We now turn to more specialized conditions which are not generally useful but which are important in several applications. Among these are the various forms of proportion admissibility.

Proportion admissibility attempts to give an analytical description of the idea important in some applications that the geometrical aspects of the clusters are more important than the density of points in the clusters.

A procedure is said to be point proportion admissible if after we duplicate one or more points any number of times and reapply the procedure the boundaries of the clusters in \( Y \) are not changed.

A procedure giving clusters \( C_1, \ldots, C_k \) at some stage is said to be cluster proportion admissible at that stage if after duplicating each cluster an arbitrary number of times; i.e. each point within the same cluster is duplicated the same number of times, it yields clusters having the same boundaries at that stage.
If a clustering results in $k$ clusters, and all points in any one of these clusters, say $C_j$, are removed from $Y$ the procedure is cluster omission admissible if when applied to the subset $M-C_j$ to get $k-1$ clusters it yields the original clusters except for $C_j$.

In many applications it is hard to assign a scale to variables and the only relevant information in the data is the order of the variables or ranks. For such problems it would be comforting to know that, monotone transformations of the dissimilarities do not change the clustering. In other words, one can arbitrarily assign distances as long as their rankings are preserved.

A procedure is monotone admissible if a monotone transformation applied to each element of the dissimilarity matrix does not change the resulting clustering. By a monotone transformation we mean a strictly increasing function $f$ with $f(0)=0$.

Objects should be clustered in response to some observed structure in the data and not be clustered unnecessarily. That is, the resultant NSAC, or DC in $Z$, should in some sense be the best fit to the original data. With this in mind a clustering method DC is optimal admissible if

$$d^* \in Z, D(d) \leq d' \leq d+d' = D(d)$$

where

$$D(d)=\sup\{ d' | d' \in Z, d' \leq d \}.$$ 

This ensures that $D(d)$ is a local optimum. To ensure global optimality the following condition is imposed on $Z$;

if $X$ is a bounded subset of $Z$, then the DC, $\sup x \in Z$. 

**Theorem 4:** Monotone and optimal admissibility imply that $Z - \{0\}$ is path connected.

**Proof:** Let $d', dcZ$ and let
\[ d_x(a,b) = \max \{ x \cdot d(a,b), (1-x) \cdot d'(a,b) \} \quad (x \in [0,1]). \]

Then $d_0 = d'$, $d_1 = d$. By monotone admissibility $xd$ and $(1-x)d'$ are in $Z$ for all $x \in (0,1)$. By optimal admissibility then,
\[ (x \in (1,0)) \cdot d_x \in Z, \]
\[ (x \in (1,0)) \cdot d, d' \neq 0 \text{ at } x \neq 0, \]
and since the function sending $x$ to $d_x$ is continuous, it is a path in $Z - \{0\}$ from $d$ to $d'$. 
V: THE ADMISSIBILITY OF SOME CLUSTERING PROCEDURES

5.1: Lance and Williams combinatorial clustering procedures. [23]

The algorithm for these techniques is as follows:

i) fuse those groups having the smallest dissimilarity
coefficients.

ii) calculate

\[ d_{k(ij)} = \alpha_i d_{ki} + \beta_j d_{kj} + \gamma |d_{ki} - d_{kj}|, \]

where \( d_{ij} \) is the distance between groups \( i \) and \( j \) and \( \alpha, \beta \) and
\( \gamma \) are parameters whose values determine which particular
combinatorial technique is to be employed.

iii) go to i).

The effect of the algorithm is to generate a sequence \( D_0, D_1, \ldots, D_k \)
of dissimilarity matrices of decreasing order.

The following constraints can be imposed on \( \alpha, \beta \) and \( \gamma \) to ensure that
\( d_{k(ij)} \) is a DC and to determine the type of ML-sets resulting from the
procedure:

\[ \alpha_1 = \alpha_2 \quad \beta < 1 \quad \gamma = 0 \]

\[ \alpha_1 = \alpha_2 \quad \alpha_1 + \alpha_2 + \beta = 1 \quad \gamma = 0 \]
The following general admissibility conditions hold for all combinatorial techniques:

A) Combinatorial clustering procedures are image admissible.

Proof: Let \( C_1, \ldots, C_k \) be a clustering resulting from a combinatorial procedure. Let its splitting level be \( h = h_8 \). Let \( x_1, \ldots, x_N \) be the objects to be clustered and let \( d(x_i, x_j) \) be the dissimilarity between \( x_i \) and \( x_j \). Suppose \( f \) is a 1-1 map of \( x_1, \ldots, x_N \) onto itself such that

i) if \( x_i \) and \( x_j \) are in the same \( C_k \), then
\[
\hat{d}(f(x_i), f(x_j)) \leq d(y_i, y_j);
\]

ii) if \( x_i \) and \( x_j \) are in different clusters, then
\[
\hat{d}(f(x_i), f(x_j)) \geq d(y_i, y_j).
\]

To show image admissibility, we need to show that all the inequalities in i) and ii) are equalities.

Let the splitting levels of \( h \) up to \( h \) be listed as
\( h_0 < h_1 < \ldots < h_s = h \).

We show by induction on the levels of \( h \) that if at level \( h_1 \) the clusters are \( C_1(1), \ldots, C_k(1) \) then
\[
\{ f(C_1(1)), \ldots, f(C_k(1)) \} = \{ C_1(1), \ldots, C_k(1) \}.
\]

For \( h_0 \) this is clear. Suppose the result is true for \( h_1 \) (i.e.,

By i) for two clusters \( C_e(1), C_j(1) \) if \( d_{e_j} \leq h_{i+1} \), then
\[
\hat{d}(f(C_e), f(C_j)) \leq h_{i+1}
\]
since \( C_e(1) \) and \( C_j(1) \) belong to the same cluster at level \( h_{i+1} \).

This proves that \( f(C_e) \) and \( f(C_j) \) are clustered together at level \( h_{i+1} \); i.e., clusters at level \( h_{i+1} \) map onto themselves. This result holds at level \( s \).
From 1) and the fact that

\[
\sum_{j=1}^{k(s)} \frac{d(x_i, x_j)}{\text{pairs in } C_i} = \sum_{j=1}^{k(s)} \frac{[d[f(x_i), f(x_j)]]}{\text{pairs in } C_j}
\]

we see that \(d(x_i, x_j) = d[f(x_i), f(x_j)]\). A similar agreement holds for \(x_i\) and \(x_j\) in different clusters by using 1i), thus completing the proof.

B) Combinatorial clustering procedures are well-structured (k-group) admissible.

Proof: Let \(C_1, \ldots, C_k\) be a clustering resulting from a combinatorial procedure. Let its splitting level be \(k = h\), and let the splitting levels of \(h\) up to \(h\) be listed as

\[ h_0 < h_1 < \ldots < h_s = h. \]

We show by induction on the levels of \(h\) that if at level \(h\) the clusters are \(C_1(1), \ldots, C_k(1)\) then

\[ d(x_k, x_l) \leq d_{C_e} C_f \]

where \(x_k\) and \(x_l\) are both in cluster \(C_h(1)\), say, and \(C_e(1), C_f(1)\) are distinct clusters.

For \(h_0\), we have that \((\forall i, j) d_{C_i}, C_j \geq h_0\) and if \(d(x_i, x_j) = h_0\), \(x_i\) and \(x_j\) are fused into cluster \(C_1(0)\), say, and the result holds.
Suppose the result holds for \( h_i \) \((i < s)\). Then two clusters \( C_e, C_j \) are fused if \( d_{e,j} = h_{i+1} \) and \( h_i < h_{i+1} \) by the definition of splitting levels.

Also \( h_{i+1} \) is the minimum distance between all pairs of groups at level \( h_{i+1} \); i.e., necessarily all within-cluster distances are less than all between-cluster distances as required.

The following results appear obvious:

C) Combinatorial procedures are cluster proportion admissible.

D) Combinatorial procedures are cluster omission admissible.

E) Combinatorial procedures are not convex admissible.

This is a conjecture. A general counter-example to convex admissibility remains to be determined. Counter-examples for particular combinatorial procedures are presented in what follows.
5.2: Some important particular combinatorial procedures.

5.2.1: Nearest Neighbour

Groups initially consist of single objects which are fused according to the distance between their nearest members, the groups with the smallest distances being fused. Each fusion decreases by one the number of groups. In this case, then, the distance between their closest members.

Accordingly, in the general algorithm:

\[ a_i = a_j = k; \beta = 0; \gamma = \frac{1}{2} \]

or

\[ d_k(ij) = \min(d_{ki}, d_{kj}). \]

This is, also, called the single-link or minimum method.

5.2.2: Furthest Neighbour

This method is exactly the opposite of the nearest neighbour method, in that the distance between groups is, here, defined as the distance between their most remote pair of members.

Accordingly,

\[ a_i = a_j = k; \beta = 0; \gamma = \frac{1}{2} \]

so that

\[ d_k(ij) = \max(d_{ki}, d_{kj}). \]

This is also called the complete linkage or maximum method.

5.2.3: Centroid

Here, clusters are depicted to lie in Euclidean space, and are replaced when formed by the coordinates of their centroids. The distance between groups is defined to be the distance between group centroids. The method is then to fuse groups according to this distance, groups with the smallest distances between them being fused first.

Accordingly,

\[ a_i = \frac{n_i}{n_i + n_j}; a_j = \frac{n_j}{n_i + n_j} \]

\[ \beta = -a_i a_j; \gamma = 0 \]
5.2.4: Median

This technique was developed to overcome a disadvantage of the centroid method where if the sizes of the two groups to be fused are very different the centroid of the new group will be very close to that of the larger group and may remain within that group: the characteristics of the smaller group are then virtually lost. The proposed strategy is based on the following: If we represent the centroids of the groups to be fused by (i) and (j), then the distance of the centroid of the third group (h) from the group formed by the fusion of (i) and (j) lies along the median of the triangle defined by (i), (j) and (h).

Geometrical considerations lead to the following constraints:

\[ a_i = 0, \quad a_j = 1, \quad \beta = -\frac{1}{4}, \quad \gamma = 0 \]

5.2.5: Group Average

This method defines the distance between groups as the average of the distances between all pairs of objects in the two groups and can be used provided the concept of an average measure is acceptable. In this context Lance and Williams [23] point out that the concept of an average correlation coefficient is not entirely acceptable, and suggest a more satisfactory method might be achieved by setting

\[ d_{ij} = \cos \left( \frac{1}{n_i n_j} \sum_{i,j} \cos^{-1} s_{i,j} \right), \]

where \( d_{ij} \) is the distance between groups \( i \) and \( j \), \( n_i \) and \( n_j \) are the numbers in these groups, and \( s_{i,j} \) represents some inter-object measure.

The constraints for the Group Average method are

\[ a_i = \frac{n_i}{(n_i + n_j)}, \quad a_j = \frac{n_j}{(n_i + n_j)} \]
\[ \beta = \gamma = 0 \]
5.2.6: Ward's Method

At any stage of an analysis the loss of information which results from the grouping of individuals into clusters can be measured by the total sum of squared deviations of every point from the mean of the cluster to which it belongs. At each step in the analysis, union of every possible pair of clusters is considered and the two clusters whose fusion results in the minimum increase in the error sum of squares are combined.

\[ a_i = \frac{n_i + n_k}{n_i + n_j + n_k} \]
\[ a_j = \frac{n_j + n_k}{n_i + n_j + n_k} \]
\[ \beta = n_k / (n_i + n_j + n_k) \]
\[ \gamma = 0 \]

5.2.7: An example of combinatorial clustering

We will consider the clustering of the points given below. These coordinates correspond to points regularly spaced in an H-configuration, having had a small random noise added to each coordinate. The dissimilarity matrix of Euclidean distances among these points was used as input to the above six combinatorial techniques. This matrix is given in Appendix II.

<table>
<thead>
<tr>
<th>I</th>
<th>X(I)</th>
<th>Y(I)</th>
<th>I</th>
<th>X(I)</th>
<th>Y(I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.964</td>
<td>0.489</td>
<td>19</td>
<td>-3.981</td>
<td>3.512</td>
</tr>
<tr>
<td>2</td>
<td>-2.957</td>
<td>-2.529</td>
<td>20</td>
<td>2.976</td>
<td>2.482</td>
</tr>
<tr>
<td>3</td>
<td>4.039</td>
<td>3.474</td>
<td>21</td>
<td>-2.965</td>
<td>2.490</td>
</tr>
<tr>
<td>4</td>
<td>-4.017</td>
<td>-2.503</td>
<td>22</td>
<td>-3.993</td>
<td>2.452</td>
</tr>
<tr>
<td>5</td>
<td>1.021</td>
<td>0.527</td>
<td>23</td>
<td>4.011</td>
<td>-0.467</td>
</tr>
<tr>
<td>6</td>
<td>-3.018</td>
<td>-3.486</td>
<td>24</td>
<td>3.962</td>
<td>2.458</td>
</tr>
<tr>
<td>7</td>
<td>-0.022</td>
<td>0.480</td>
<td>25</td>
<td>1.986</td>
<td>0.492</td>
</tr>
<tr>
<td>8</td>
<td>4.027</td>
<td>-2.550</td>
<td>26</td>
<td>-3.991</td>
<td>-0.518</td>
</tr>
<tr>
<td>9</td>
<td>-4.049</td>
<td>1.469</td>
<td>27</td>
<td>4.044</td>
<td>1.471</td>
</tr>
<tr>
<td>10</td>
<td>4.026</td>
<td>-1.509</td>
<td>28</td>
<td>-3.012</td>
<td>1.526</td>
</tr>
<tr>
<td>( i )</td>
<td>( X(i) )</td>
<td>( Y(i) )</td>
<td>( \backslash )</td>
<td>( X(i) )</td>
<td>( Y(i) )</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>-----</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>11</td>
<td>-4.014</td>
<td>-3.541</td>
<td>29</td>
<td>-3.012</td>
<td>-1.474</td>
</tr>
<tr>
<td>12</td>
<td>-2.005</td>
<td>0.495</td>
<td>30</td>
<td>3.039</td>
<td>3.546</td>
</tr>
<tr>
<td>13</td>
<td>2.973</td>
<td>-0.509</td>
<td>31</td>
<td>-0.994</td>
<td>0.458</td>
</tr>
<tr>
<td>14</td>
<td>3.045</td>
<td>1.493</td>
<td>32</td>
<td>-3.012</td>
<td>3.464</td>
</tr>
<tr>
<td>15</td>
<td>-3.965</td>
<td>0.518</td>
<td>33</td>
<td>-2.975</td>
<td>-0.549</td>
</tr>
<tr>
<td>16</td>
<td>2.951</td>
<td>-2.492</td>
<td>34</td>
<td>2.985</td>
<td>-1.494</td>
</tr>
<tr>
<td>17</td>
<td>3.997</td>
<td>-3.491</td>
<td>35</td>
<td>-2.952</td>
<td>0.486</td>
</tr>
<tr>
<td>18</td>
<td>3.003</td>
<td>-3.530</td>
<td>36</td>
<td>4.016</td>
<td>0.545</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>37</td>
<td>-3.984</td>
<td>-1.505</td>
</tr>
</tbody>
</table>

The next three pages consist of the resulting clusterings at each stage on a Nearest neighbour analysis (clusters of single points are omitted). Page 28 contains what is usually called in literature a dendogram. In actuality it is a graphical representation of a dendogram constructed to aid in interpretability. The presence of a few points located so as to form a bridge between the arms of the \( H \) results in the production of two large elongated clusters. This behaviour, is often called the 'chaining effect', and is sometimes considered to be a defect of this method. In the case where the clusters are compact and well separated, the obvious clusters are found without evidence of this effect. In some other cases, to the extent that the results are very sensitive to noise or to slight changes in the position of the data points, this is certainly a valid criticism of the method. However, this very tendency to form chains can be advantageous if the clusters are elongated or possess elongated limbs.
<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.429</td>
<td>(29,33)</td>
<td>36</td>
</tr>
<tr>
<td>2</td>
<td>0.430</td>
<td>(27,36), (29,33)</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>0.444</td>
<td>(8,17), (27,36), (29,33)</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>0.449</td>
<td>(8,17), (12,35), (27,36), (29,33)</td>
<td>33</td>
</tr>
<tr>
<td>5</td>
<td>0.456</td>
<td>(8,17), (9,15), (12,35), (27,36), (29,33)</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>0.460</td>
<td>(2,6), (8,17), (9,15), (12,35), (27,36), (29,33)</td>
<td>31</td>
</tr>
<tr>
<td>7</td>
<td>0.466</td>
<td>(2,6), (8,17), (9,15), (12,35), (21,28), (27,36), (29,33)</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>0.467</td>
<td>(2,6), (5,25), (8,17), (9,15), (12,35), (21,28), (27,36), (29,33)</td>
<td>29</td>
</tr>
<tr>
<td>9</td>
<td>0.471</td>
<td>(2,6), (5,25), (8,17), (9,15), (12,35), (19,32), (27,36), (29,33)</td>
<td>28</td>
</tr>
<tr>
<td>10</td>
<td>0.473</td>
<td>(2,6), (5,25), (7,31), (8,17), (9,15), (12,35), (19,32), (21,28), (27,36), (29,33)</td>
<td>27</td>
</tr>
<tr>
<td>11</td>
<td>0.473</td>
<td>(2,6), (5,25), (7,31), (8,17), (9,15), (12,35), (19,32), (21,28), (27,36), (29,33,37)</td>
<td>26</td>
</tr>
<tr>
<td>12</td>
<td>0.476</td>
<td>(2,6), (5,25), (7,31), (8,17), (9,15), (12,35), (19,21,28,32), (27,36), (29,33,37)</td>
<td>25</td>
</tr>
<tr>
<td>13</td>
<td>0.479</td>
<td>(1,5,25), (2,6), (7,31), (8,17), (9,15), (12,35), (19,21,28,32), (27,36), (29,33,37)</td>
<td>24</td>
</tr>
<tr>
<td>14</td>
<td>0.485</td>
<td>(1,5,25), (2,6), (7,31), (8,17), (9,15,22), (12,35), (19,21,28,32), (27,36), (29,33,37)</td>
<td>23</td>
</tr>
<tr>
<td>15</td>
<td>0.486</td>
<td>(1,5,25), (2,6), (7,31), (8,17), (9,15,22), (12,35), (13,34), (19,21,28,32), (27,36), (29,33,37)</td>
<td>22</td>
</tr>
</tbody>
</table>
### NEAREST NEIGHBOUR CLUSTER ANALYSIS OF THE H-CONFIGURATION (CONT.)

<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.487</td>
<td>(1, 5, 25), (2, 6), (7, 31), (8, 17), (9, 15, 22), (12, 35), (13, 34), (19, 21, 28, 32), (20, 24), (27, 36), (29, 33, 37)</td>
<td>21</td>
</tr>
<tr>
<td>17</td>
<td>0.488</td>
<td>(1, 5, 25), (2, 6), (7, 31), (8, 17), (9, 15, 22), (12, 35), (13, 34), (19, 21, 28, 32), (20, 24), (26, 29, 33, 37), (27, 36)</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>0.491</td>
<td>(1, 5, 25), (2, 6), (7, 31), (8, 17), (9, 15, 22), (12, 35), (13, 34), (19, 21, 28, 32), (20, 24, 27, 36), (26, 29, 33, 37)</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>0.492</td>
<td>(1, 5, 25), (2, 6), (7, 31), (8, 17), (9, 15, 22), (12, 35), (13, 34), (14, 20, 24, 27, 36), (19, 21, 28, 32), (26, 29, 33, 37)</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>0.495</td>
<td>(1, 5, 25), (2, 6), (7, 31), (8, 17, 18), (9, 15, 22), (12, 35), (13, 34), (14, 20, 24, 27, 36), (19, 21, 28, 32), (26, 29, 33, 37)</td>
<td>17</td>
</tr>
<tr>
<td>21</td>
<td>0.498</td>
<td>(1, 5, 25), (2, 6, 11), (7, 31), (8, 17, 18), (9, 15, 22), (12, 35), (13, 34), (14, 20, 24, 27, 36), (19, 21, 28, 32), (26, 29, 33, 37)</td>
<td>16</td>
</tr>
<tr>
<td>22</td>
<td>0.499</td>
<td>(1, 5, 25, 13, 34), (2, 6, 11), (7, 31), (8, 17, 18), (9, 15, 22), (12, 35), (14, 20, 24, 27, 36), (19, 21, 28, 32), (26, 29, 33, 37)</td>
<td>15</td>
</tr>
<tr>
<td>23</td>
<td>0.499</td>
<td>(1, 5, 13, 25, 34), (2, 6, 11), (4, 26, 29, 33, 37), (7, 31), (8, 17, 18), (9, 15, 22), (12, 35), (14, 20, 24, 27, 36), (19, 21, 28, 32)</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>0.499</td>
<td>(1, 5, 13, 16, 25, 34), (2, 6, 11), (4, 26, 29, 33, 37), (7, 31), (8, 17, 18), (9, 15, 22), (12, 35), (14, 20, 24, 27, 36), (19, 21, 28, 32)</td>
<td>13</td>
</tr>
<tr>
<td>25</td>
<td>0.503</td>
<td>(1, 5, 13, 16, 25, 34), (2, 6, 11), (3, 30), (4, 26, 29, 33, 37), (7, 31), (8, 17, 18), (9, 15, 22), (12, 35), (14, 20, 24, 27, 36), (19, 21, 28, 32)</td>
<td>12</td>
</tr>
</tbody>
</table>
## Nearest Neighbour Cluster Analysis of the H-Configuration (Cont.)

<table>
<thead>
<tr>
<th>Stage</th>
<th>Splitting Level</th>
<th>Clusters</th>
<th>Number of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>0.508</td>
<td>((1,5,13,14,16,25,20,24,27,36,34), (2,6,11),(3,30),(4,26,29,33,37), (7,31),(8,17,18), (9,15,22), (12,35), (19,21,28,32))</td>
<td>11</td>
</tr>
<tr>
<td>27</td>
<td>0.512</td>
<td>((1,5,13,14,16,20,24,25,27,34,36), (2,6,11),(3,30),(4,26,29,33,37), (7,12,31,35), (8,17,18), (9,15,22), (19,21,28,32))</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>0.513</td>
<td>((1,5,13,14,16,20,23,24,25,27,34,36), (2,6,11),(3,30),(4,26,29,33,37), (7,12,31,35), (8,17,18), (9,15,22), (19,21,28,32))</td>
<td>9</td>
</tr>
<tr>
<td>29</td>
<td>0.514</td>
<td>((1,5,13,14,16,20,23,24,25,27,34,36), (2,6,11),(3,30),(4,26,29,33,37), (7,9,12,15,22,31,35), (8,17,18), (19,21,28,32))</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>0.520</td>
<td>((1,3,5,13,16,16,20,23,24,25,27,30,34,36), (2,6,11),(4,26,29,33,37), (7,9,12,15,22,31,35), (8,17,18), (19,21,28,32))</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>0.530</td>
<td>((1,3,5,13,14,16,20,23,24,25,27,30,34,36), (2,6,11),(4,26,29,33,37), (7,9,12,15,19,22,28,31,32,35), (8,17,18))</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>0.536</td>
<td>((1,3,5,13,14,16,20,23,24,25,27,30,34,36), (2,6,11),(4,7,9,12,15,19,22,26,28,29,31,32,33,35,37), (8,17,18))</td>
<td>5</td>
</tr>
<tr>
<td>33</td>
<td>0.539</td>
<td>((1,3,5,13,14,16,20,23,24,25,27,30,34,36), (2,4,6,9,11,12,15,19,22,26,28,29,31,32,33,35,37), (8,17,18))</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>0.541</td>
<td>((1,3,5,8,13,14,16,17,18,20,23,24,25,27,30,34,36), (2,4,6,9,11,12,15,19,22,26,28,29,31,32,33,35,37))</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>0.542</td>
<td>((1,3,5,8,13,14,16,17,18,10,20,23,24,25,27,30,34,36), (2,4,6,9,11,12,15,19,22,26,28,29,31,32,33,35,37))</td>
<td>2</td>
</tr>
</tbody>
</table>
NEAREST NEIGHBOUR DENDOGRAM GRAPH FOR THE H-CONFIGURATION
Application of the Furthest Neighbour technique to the R data produces the clusterings reported on pages 30-32 and the dendogram graph on page 33. Application of this technique can be thought of as producing a graph in which edges connect all nodes in a cluster. When the nearest clusters are merged, the graph is changed by adding edges between every pair of nodes in the two clusters. If we define the diameter of a cluster as the largest distance between points in the cluster, then the distance between two clusters is merely the diameter of their union. If we define the diameter of a partition as the largest diameter for clusters in the partition, then each iteration increase the diameter of a partition by as little as possible. This is advantageous when the true clusters are compact and roughly equal in size. However, when this is not the case, as happens with two elongated clusters, say, the resulting groupings can be meaningless. This is another example of imposing structure on data rather than finding structure in it.

For the purpose of completeness we include the clustering at each stage for the Centroid, Median, Group Average and Ward's method and their respective dendogram graphs. These methods represent a varying degree of compromise between the 'chaining effect' of the Nearest Neighbour technique and the compact clusterings resulting from the Furthest Neighbour technique. Also the global optimum search techniques Centroid, Median and Group Average all reverse their steps in the region of stages 16, 15, 14 inorder to form a new clustering at a splitting level lower than that in stage 17.
# Furthest Neighbour Cluster Analysis of the H-configuration

<table>
<thead>
<tr>
<th>Stage</th>
<th>Splitting Level</th>
<th>Clusters</th>
<th>Number of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.486</td>
<td>(2, 6), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (21, 28), (27, 36), (29, 33)</td>
<td>26</td>
</tr>
<tr>
<td>12</td>
<td>0.487</td>
<td>(2, 6), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (21, 28), (27, 36), (29, 33)</td>
<td>25</td>
</tr>
<tr>
<td>13</td>
<td>0.488</td>
<td>(2, 6), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 37), (27, 36), (29, 33)</td>
<td>24</td>
</tr>
<tr>
<td>14</td>
<td>0.503</td>
<td>(2, 6), (3, 30), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 37), (27, 36), (29, 33)</td>
<td>23</td>
</tr>
<tr>
<td>15</td>
<td>0.508</td>
<td>(1, 14), (2, 6), (5, 25), (7, 31), (8, 17), (9, 15), (3, 30), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 37), (27, 36), (29, 33)</td>
<td>22</td>
</tr>
<tr>
<td>16</td>
<td>0.539</td>
<td>(1, 14), (2, 6), (3, 30), (4, 11), (5, 25), (7, 31), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 37), (27, 36), (29, 33)</td>
<td>21</td>
</tr>
<tr>
<td>17</td>
<td>0.541</td>
<td>(1, 14), (2, 6), (3, 30), (4, 11), (5, 25), (7, 31), (9, 15), (12, 35), (13, 34), (16, 18), (19, 32), (20, 24), (21, 28), (26, 37), (27, 36), (29, 33)</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>0.543</td>
<td>(1, 14), (2, 6), (3, 30), (4, 11), (5, 25), (7, 31), (9, 15), (10, 23), (12, 35), (13, 34), (16, 18), (19, 32), (20, 24), (21, 28), (26, 37), (27, 36), (29, 33)</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>0.910</td>
<td>(1, 14), (2, 6), (3, 30), (4, 11), (5, 25), (7, 31), (9, 15), (10, 23), (12, 35), (13, 34), (16, 18), (19, 32), (20, 24), (21, 22, 28), (26, 37), (27, 36), (29, 33)</td>
<td>18</td>
</tr>
</tbody>
</table>

Stages 1-10 are exactly the same as those for the Nearest Neighbour technique.
<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.967</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37), (27,36), (8,17)</td>
<td>17</td>
</tr>
<tr>
<td>21</td>
<td>1.047</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (8,16,17,18), (9,15), (10,23), (12,35), (13,34), (19,32), (20,24), (21,22,28), (26,29,33,37), (27,36)</td>
<td>16</td>
</tr>
<tr>
<td>22</td>
<td>1.055</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (20,24), (21,22,28), (26,29,33,37), (27,36)</td>
<td>15</td>
</tr>
<tr>
<td>23</td>
<td>1.058</td>
<td>(1,14), (2,6), (3,20,24,30), (4,11), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (21,22,28), (26,29,33,37), (27,36)</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>1.066</td>
<td>(1,14,27,36), (2,6), (3,20,24,30), (4,11), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (21,22,28), (26,29,33,37)</td>
<td>13</td>
</tr>
<tr>
<td>25</td>
<td>1.071</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (21,22,28), (26,29,33,37)</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>2.442</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,21,22,28,32), (26,29,33,37)</td>
<td>11</td>
</tr>
<tr>
<td>27</td>
<td>2.564</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,12,15,35), (10,13,23,34), (19,21,22,28,32), (26,29,33,37)</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>4.441</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,7,25,31), (9,12,15,35), (10,13,23,34), (19,21,22,28,32), (26,29,33,37)</td>
<td>9</td>
</tr>
<tr>
<td>STAGE</td>
<td>SPLITTING LEVEL</td>
<td>CLUSTERS</td>
<td>NUMBER OF CLUSTERS</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>----------</td>
<td>-------------------</td>
</tr>
<tr>
<td>29</td>
<td>4.869</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (8,16,17,18), (9,12,15,26,29,33,35,37), (10,13,23,34), (19,21,22,28,32), (5,7,25,31)</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>4.988</td>
<td>(1,10,13,14,23,27,34,36), (2,4,6,11), (3,20,24,30), (8,16,17,18), (9,12,25,26,29,33,35,37), (5,7,25,31), (19,21,22,28)</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>12.808</td>
<td>(1,10,13,14,23,27,34,36), (2,4,6,9,11,12,15,26,29,33,35,37), (3,20,24,30), (5,7,25,31), (8,16,17,18), (19,21,22,26)</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>13.047</td>
<td>(1,8,10,13,14,16,17,18,23,27,34,36), (2,4,6,9,11,12,15,26,29,33,35,37), (3,20,24,30), (5,7,25,31), (19,21,22,26)</td>
<td>5</td>
</tr>
<tr>
<td>33</td>
<td>17.214</td>
<td>(1,8,10,13,14,16,17,18,23,27,34,36), (2,4,6,9,11,12,15,26,29,33,35,37), (3,5,7,20,24,25,30,31), (19,21,22,26)</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>25.037</td>
<td>(1,8,10,13,14,16,17,18,23,27,34,36), (2,4,6,9,11,15,19,21,22,25,26,29,33,35,37), (3,5,7,20,24,25,30,31)</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>25.219</td>
<td>(1,3,5,7,8,10,13,14,16,17,18,20,23,24,25,27,30,31,34,36), (2,4,6,9,11,15,19,21,22,25,26,29,33,35,37)</td>
<td>2</td>
</tr>
<tr>
<td>STAGE</td>
<td>SPLITTING LEVEL</td>
<td>CLUSTERS</td>
<td>NUMBER OF CLUSTERS</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------</td>
<td>-----------------------------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>14</td>
<td>0.495</td>
<td>(2, 6), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37), (27, 36)</td>
<td>23</td>
</tr>
<tr>
<td>15</td>
<td>0.503</td>
<td>(2, 6), (3, 30), (7, 31), (5, 25), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37), (27, 36)</td>
<td>22</td>
</tr>
<tr>
<td>16</td>
<td>0.508</td>
<td>(1, 14), (2, 6), (5, 25), (8, 17), (7, 31), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37), (27, 36), (3, 30)</td>
<td>21</td>
</tr>
<tr>
<td>17</td>
<td>0.526</td>
<td>(1, 14, 27, 36), (2, 6), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37), (3, 30)</td>
<td>20</td>
</tr>
<tr>
<td>18</td>
<td>0.539</td>
<td>(1, 14, 27, 36), (2, 6), (3, 30), (4, 11), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37)</td>
<td>19</td>
</tr>
<tr>
<td>19</td>
<td>0.528</td>
<td>(1, 14, 27, 36), (2, 4, 6, 11), (3, 30), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37)</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>0.541</td>
<td>(1, 14, 27, 36), (2, 4, 6, 11), (3, 30), (5, 25), (7, 31), (8, 17), (9, 15), (12, 35), (13, 34), (16, 18), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37)</td>
<td>17</td>
</tr>
<tr>
<td>21</td>
<td>0.536</td>
<td>(1, 14, 27, 36), (2, 4, 6, 11), (3, 30), (5, 25), (7, 31), (8, 16, 27, 38), (9, 15), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37)</td>
<td>16</td>
</tr>
<tr>
<td>22</td>
<td>0.543</td>
<td>(1, 14, 27, 36), (2, 4, 6, 11), (3, 30), (5, 25), (7, 31), (8, 16, 17, 18), (9, 15), (10, 23), (12, 35), (13, 34), (19, 32), (20, 24), (21, 28), (26, 29, 33, 37)</td>
<td>15</td>
</tr>
</tbody>
</table>

Stages 1-13 are exactly the same as those for the Furthest Neighbour technique.
<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>23</td>
<td>0.541</td>
<td>[(1,14,27,36), (2,4,6,11), (3,30), (5,25), ]</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,15), (10,13,23,34), (12,35), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,32), (20,24), (21,28), (26,29,33,37), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0.544</td>
<td>[(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), ]</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,15), (10,13,23,34), (12,35), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,32), (21,28), (26,29,33,37), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.604</td>
<td>[(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), ]</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,15), (10,13,23,34), (12,35), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,32), (21,22,28), (26,29,33,37), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>0.903</td>
<td>[(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), ]</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,15), (10,13,23,34), (12,35), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,21,22,28,32), (26,29,33,37), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1.295</td>
<td>[(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), ]</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,12,15,35), (10,13,23,34), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,21,22,28,32), (26,29,33,37), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>1.569</td>
<td>[(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), ]</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,12,15,35,26,29,33,37), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(10,13,23,34), (19,21,22,28,32), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>1.982</td>
<td>[(1,3,14,20,24,27,30,36), (2,4,6,11), (5,25), ]</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(8,16,17,18), (9,12,15,35,26,29,33,37), (10,13,23,34), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,21,22,28,32), (7,31)]</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>2.024</td>
<td>[(1,3,14,20,24,27,30,36), (2,4,6,11), ]</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(5,7,25,31), (8,16,17,18), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(9,12,15,35,26,29,33,37), (10,13,23,34), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(19,21,22,28,32)]</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>2.043</td>
<td>[(1,3,14,20,24,27,30,36), (2,4,6,11), ]</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(5,7,25,31), (8,10,13,16,17,18,23,34), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(9,12,15,35,26,29,33,37), (19,21,22,28,32)]</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>3.987</td>
<td>[(1,3,14,20,24,27,30,36), (2,4,6,11), ]</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(5,7,25,31), (8,10,13,16,17,18,23,34), ]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[(9,12,15,19,21,22,26,28,29,32,33,35,37)]</td>
<td></td>
</tr>
<tr>
<td>STAGE</td>
<td>SPLITTING LEVEL</td>
<td>CLUSTERS</td>
<td>NUMBER OF CLUSTERS</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------</td>
<td>-------------------------------------------------------------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>33</td>
<td>5.672</td>
<td>(1, 3, 5, 7, 14, 20, 24, 25, 27, 30, 31, 36), (2, 4, 6, 11), (8, 10, 13, 16, 17, 18, 23, 34), (9, 12, 15, 19, 21, 22, 26, 28, 29, 32, 33, 35, 37)</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>6.609</td>
<td>(1, 3, 5, 7, 8, 10, 13, 14, 16, 17, 18, 20, 23, 24, 25, 27, 30, 31, 34, 36), (2, 4, 6, 11), (9, 12, 15, 19, 21, 22, 26, 28, 29, 32, 33, 35, 37)</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>7.873</td>
<td>(1, 3, 5, 7, 8, 10, 13, 14, 16, 17, 18, 20, 24, 23, 25, 27, 30, 31, 34, 36), (2, 4, 6, 9, 11, 12, 15, 19, 21, 22, 26, 28, 29, 32, 33, 35, 37)</td>
<td>2</td>
</tr>
<tr>
<td>STAGE</td>
<td>SPLITTING LEVEL</td>
<td>CLUSTERS</td>
<td>NUMBER OF CLUSTERS</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------</td>
<td>----------</td>
<td>--------------------</td>
</tr>
<tr>
<td>26</td>
<td>0.792</td>
<td>(1,14,27,36),(2,4,6,11),(3,20,24,30),(5,25),(7,31),(8,16,17,18),(9,15),(10,13,23,34),(12,35),(19,21,22,28,32),(26,29,33,37)</td>
<td>11</td>
</tr>
<tr>
<td>27</td>
<td>1.295</td>
<td>(1,14,27,36),(2,4,6,11),(3,20,24,30),(5,25),(7,31),(8,16,17,18),(9,12,15,35),(10,13,23,34),(19,21,22,28,32),(26,29,33,37)</td>
<td>10</td>
</tr>
<tr>
<td>28</td>
<td>1.569</td>
<td>(1,14,27,36),(2,4,6,11),(3,20,24,30),(5,25),(7,31),(8,16,17,18),(9,12,15,26,29,33,35,37),(10,13,23,34),(19,21,22,28,32)</td>
<td>9</td>
</tr>
<tr>
<td>29</td>
<td>1.982</td>
<td>(1,3,14,20,24,27,30,36),(2,4,6,11),(5,25),(7,31),(8,16,17,18),(9,12,15,26,29,33,35,37),(10,13,23,34),(19,21,22,28,32)</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>2.024</td>
<td>(1,3,14,20,24,27,20,36),(2,4,6,11),(5,7,25,31),(8,16,17,18),(9,12,15,26,29,33,35,37),(10,13,23,34),(19,21,22,28,32)</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>2.043</td>
<td>(1,3,14,20,24,27,30,36),(2,4,6,11),(5,7,25,31),(8,10,13,16,17,18,23,34),(9,12,15,26,29,33,35,37),(19,21,22,28,32)</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>4.157</td>
<td>(1,3,14,20,24,27,30,36),(2,4,6,9,11,12,15,26,29,33,35,37),(5,7,25,31),(8,10,13,16,17,18,23,34),(19,21,22,28,32)</td>
<td>5</td>
</tr>
<tr>
<td>33</td>
<td>5.672</td>
<td>(1,3,5,7,14,20,24,25,27,30,31,36),(2,4,6,9,11,12,15,26,29,33,35,37),(8,10,13,16,17,18,23,34),(19,21,22,28,32)</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>6.386</td>
<td>(1,3,5,7,8,10,13,14,16,17,18,20,23,24,25,27,30,31,34,36),(2,4,6,9,11,12,15,16,26,29,33,35,37),(19,21,22,28,32)</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>9.831</td>
<td>(1,3,5,7,8,10,13,14,16,17,18,20,23,24,25,27,30,31,34,36),(2,4,6,9,11,12,15,19,21,22,26,28,29,32,33,35,37)</td>
<td>2</td>
</tr>
</tbody>
</table>

Stages 1-25 are exactly the same as those for the Centroid method.
<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.720</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,37), (27,26), (29,33), (8,17)</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>0.723</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37), (27,36), (8,17)</td>
<td>17</td>
</tr>
<tr>
<td>21</td>
<td>0.761</td>
<td>(1,14,27,36), (2,6), (3,30), (4,11), (5,25), (7,31), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37), (8,17)</td>
<td>16</td>
</tr>
<tr>
<td>22</td>
<td>0.778</td>
<td>(1,14,27,36), (2,4,6,11), (3,30), (5,25), (7,31), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37), (8,17)</td>
<td>15</td>
</tr>
<tr>
<td>23</td>
<td>0.782</td>
<td>(1,14,27,36), (2,4,6,11), (3,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,23), (12,35), (13,34), (19,32), (20,24), (21,22,28), (26,29,33,37), (8,17)</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>0.791</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,23), (12,35), (19,32), (21,22,28), (26,29,33,37), (13,34)</td>
<td>13</td>
</tr>
<tr>
<td>25</td>
<td>0.798</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (21,22,28), (26,29,33,37), (13,34)</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>1.232</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,21,22,28,32), (26,29,33,37,39)</td>
<td>11</td>
</tr>
<tr>
<td>27</td>
<td>1.521</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,12,15,35), (10,13,23,34), (19,21,22,28,32), (26,29,33,37)</td>
<td>10</td>
</tr>
</tbody>
</table>

Stages 1-18 are exactly the same as those for the Furthest Neighbour technique.
<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>2.243</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,12,15,26,29,33,34,37), (10,13,23,34), (19,21,22,28,32)</td>
<td>9</td>
</tr>
<tr>
<td>29</td>
<td>2.259</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,7,25,31), (8,16,17,18), (9,12,15,35), (10,13,23,34), (19,21,22,28,32)</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>2.490</td>
<td>(1,3,14,20,24,27,30,36), (2,4,6,11), (5,7,25,31), (8,16,17,18), (9,12,15,35), (10,13,23,34), (19,21,22,28,32)</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>2.563</td>
<td>(1,3,14,20,24,27,30,36), (2,4,6,11), (5,7,25,31), (8,10,13,16,17,18,23,34), (9,12,15,35), (19,21,22,28,32)</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>5.107</td>
<td>(1,3,14,20,24,27,30,36), (2,4,6,11), (5,7,25,31), (8,10,13,16,17,18,23,34), (9,12,15,19,21,22,28,32,35)</td>
<td>5</td>
</tr>
<tr>
<td>33</td>
<td>7.045</td>
<td>(1,3,5,7,14,20,24,25,30,31,36), (2,4,6,11), (8,10,13,16,17,18,23,34), (9,12,15,19,21,22,28,32,35)</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>9.348</td>
<td>(1,3,5,7,8,10,13,14,16,17,18,20,23,24,25,30,31,32,35,36), (2,4,6,11), (9,12,15,19,21,22,28,32,35)</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>9,672</td>
<td>(1,3,5,7,8,10,13,14,16,17,18,20,23,24,25,30,31,32,35,36), (2,4,6,9,11,12,15,19,21,22,28,32,35)</td>
<td>2</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>0.805</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (8,17), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,37), (29,33), (27,36)</td>
<td>18</td>
</tr>
<tr>
<td>20</td>
<td>0.989</td>
<td>(1,14), (2,6), (3,30), (4,11), (5,25), (7,31), (8,17), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37), (27,36)</td>
<td>17</td>
</tr>
<tr>
<td>21</td>
<td>1.052</td>
<td>(1,14,27,36), (2,6), (3,30), (4,11), (5,25), (7,31), (8,17), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37)</td>
<td>16</td>
</tr>
<tr>
<td>22</td>
<td>1.056</td>
<td>(1,14,27,36), (2,4,6,11), (3,30), (5,25), (7,31), (8,17), (9,15), (10,23), (12,35), (13,34), (16,18), (19,32), (20,24), (21,22,28), (26,29,33,37)</td>
<td>15</td>
</tr>
<tr>
<td>23</td>
<td>1.072</td>
<td>(1,14,27,36), (2,4,6,11), (3,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,23), (12,35), (13,34), (19,32), (20,24), (21,22,28), (26,29,33,37)</td>
<td>14</td>
</tr>
<tr>
<td>24</td>
<td>1.081</td>
<td>(1,14,27,36), (2,4,6,11), (3,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (20,24), (21,22,28), (26,29,33,37)</td>
<td>13</td>
</tr>
<tr>
<td>25</td>
<td>1.087</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (7,31), (8,16,17,18), (9,15), (10,13,23,34), (12,35), (19,32), (21,22,28), (26,29,33,37)</td>
<td>12</td>
</tr>
<tr>
<td>26</td>
<td>2.166</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,25), (12,35), (19,21,22,28,32), (26,29,33,37), (7,31), (8,16,17,18), (9,15), (10,13,23,34)</td>
<td>11</td>
</tr>
<tr>
<td>27</td>
<td>2.590</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,20), (5,25), (7,31), (8,16,17,18), (9,12,15,35), (10,13,23,34), (19,21,22,28,32), (26,29,33,37)</td>
<td>10</td>
</tr>
</tbody>
</table>

Stages 1-18 are exactly the same as those for the Furthest Neighbour technique.
<table>
<thead>
<tr>
<th>STAGE</th>
<th>SPLITTING LEVEL</th>
<th>CLUSTERS</th>
<th>NUMBER OF CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>4.048</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,7,25,31), (8,16,17,18), (9,12,15,35), (10,13,23,34), (19,21,22,28,32), (26,29,33,37)</td>
<td>9</td>
</tr>
<tr>
<td>29</td>
<td>6.273</td>
<td>(1,14,27,36), (2,4,6,11), (3,20,24,30), (5,7,25,31), (8,16,17,18), (9,12,15,26,29,33,35,37), (10,13,23,34), (19,21,22,28,32)</td>
<td>8</td>
</tr>
<tr>
<td>30</td>
<td>7.925</td>
<td>(1,3,14,20,24,27,30,36), (2,4,6,11), (5,7,25,31), (8,10,13,16,17,18,23,34), (9,12,15,26,29,33,35,37), (10,13,23,34), (19,21,22,28,32)</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>8.169</td>
<td>(1,3,14,20,24,27,30,36), (2,4,6,11), (5,7,25,31), (8,10,13,16,17,18,23,34), (9,12,15,26,29,33,35,37), (19,21,22,28,32)</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>22.167</td>
<td>(1,3,14,20,24,27,30,36), (2,4,6,9,11,12,15,26,29,33,35,37), (5,7,25,31), (8,10,13,16,17,18,23,34), (19,21,22,28,32)</td>
<td>5</td>
</tr>
<tr>
<td>33</td>
<td>30.251</td>
<td>(1,3,5,7,14,20,24,25,27,30,31,36), (2,4,6,9,11,12,15,26,29,33,35,37), (8,10,13,16,17,18,23,34), (19,21,22,28,32)</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>50.526</td>
<td>(1,3,5,7,14,20,24,25,27,30,31,36), (2,4,6,9,11,12,15,19,21,22,26,28,29,32,33,35,37), (8,10,13,16,17,18,23,34)</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>63.446</td>
<td>(1,3,5,7,8,10,13,14,16,17,18,20,23,24,25,27,30,31,34,36), (2,4,6,9,11,12,15,19,21,22,26,28,29,32,33,35,37)</td>
<td>2</td>
</tr>
</tbody>
</table>
5.2.8: Proofs and Counterexamples for Particular Combinatorial Procedures

A) The Nearest Neighbour and Furthest Neighbour procedures are well-structured (exact tree) admissible.

This is clear, since at each step in the analysis the dissimilarity coefficient is a ultrametric. This fact also guarantees the next property.

B) The Nearest Neighbour and Furthest Neighbour procedures are monotone admissible.

C) None of these procedures, with the exception of Nearest Neighbour, are connected admissible.

For the case of Furthest Neighbour this may be shown by considering the following diagram:

In this case for \( \varepsilon \) sufficiently small we get \( \{ a, b, c, d \} \) and \( \{ e, f, g, h \} \) at one stage. The dissimilarity measure in this case being the city block metric. Similar examples exist for the other techniques.
D) Centroid, Group Average and Ward's Method are not point proportion admissible.

This results from the fact that at each stage the inter-group distances depend on the number of elements in the groups.

E) Centroid, Group Average and Ward's Method are not monotone admissible.

We give the counterexample for the Centroid method. Consider the points \( a = [-1 (1+\varepsilon)^{2-\frac{1}{2}}, \frac{1}{2}] \), \( b = [-1 (1+\varepsilon)^{2-\frac{1}{2}}, -\frac{1}{2}] \), \( c = (0,0) \), and \( d = (1+\varepsilon, 0) \). There are four inter-point distances 1, \( 1+\varepsilon \), and \( [2+3\varepsilon+\varepsilon^2+(2+\varepsilon)\frac{1}{2}(1+\varepsilon)^{2-\frac{1}{2}}]^{\frac{1}{2}} \). Map this into 1, \( 1+\frac{\varepsilon}{2} \), \( (1+(1+\varepsilon)^{2})^{\frac{1}{2}} \) and \( [(2+3/2+\varepsilon)^2+\varepsilon]^{\frac{1}{2}} \), respectively. Then the clustering changes from \((a,b,c)\) and \((d)\) to \((a,b)\) and \((c,d)\). Other counter-examples exist for the other methods named.

F) Nearest Neighbour and Furthest Neighbour procedures are not convex admissible.

Consider the following set of points

- \( a = (0,0) \)
- \( b = (1,0) \)
- \( c = (1,1.1) \)
- \( d = (1.5,1.1) \)
- \( e = (2.0,1) \)
- \( f = (2.2,0.2) \)
- \( g = (1,-1.1) \)
- \( h = (1.5,-1.1) \)
- \( i = (2.0,-1) \)
- \( j = (2.2,-0.2) \)

These points form the configuration diagrammed below:

Then the clustering change from \((a,b,c)\) and \((d)\) to \((a,b)\).
At one stage in the Nearest Neighbour procedure, we get \((a, b)\) and 
\((c, d, e, f, g, h, i, j)\) and at one stage in the Furthest Neighbour procedure
we get \((a, b, f, i, j)\) and \(c, d, e, g, h\). Proving the result.
5.3: Ling's \((k,r)\)-cluster procedure \([25,26]\)

This is a nonoverlapping generalization of the Nearest Neighbour cluster procedure and one would expect it to have similar properties.

**Definition 16**: Given \((Y,D)\), where \(D\) is a matrix of dissimilarity coefficients, a nonempty \(X\in Y\) is \(r\)-connected if for each pair of elements \((x,y)\) in \(X\), there exists an \(r\)-chain of \(X\) connecting \(x\) and \(y\); i.e., there exists a sequence \(x=x_1,x_2,\ldots,x_m=y\) in \(X\) such that
\[
d(x_i,x_{i+1}) \leq r \text{ for } i=1,2,\ldots,m-1.
\]

**Definition 17**: Given \((Y,D)\) a nonempty \(X\in Y\) is \((k,r)\)-bonded, where \(k\) is a positive integer if
\[
(\forall x \in X) (\exists a k\text{-element subset } T \mid X|x \in T) \quad (\forall t \in T) \quad d(x,t) \leq r.
\]

**Definition 18**: Given \((Y,D)\) a nonempty \(X\in Y\) is \((k,r)\)-connected if \(X\) is \((k,r)\)-bonded and \(r\)-connected.

**Definition 19**: A subset \(S\in Y\) is maximal with respect to some property \(P\) if \(S\) satisfies \(P\) and is not a proper subset of any set in \(X\) that satisfies \(P\).

**Definition 20**: Given \((Y,D,k)\) a subset \(X\subseteq Y\) is a \((k,r)\)-cluster if \(r\) is the minimum value of \(S\) for which \(X\) is \((k,s)\)-connected for some \(s\) and \(X\) is maximal \((k,r)\)-connected.

**Definition 21**: \(X\in Y\) is a \(k\)-cluster if \(X\) is a \((k,r)\)-cluster for some \(r\).

If \(C\) is a \((k,r)\)-cluster and \(C'\) is a \((k,r')\)-cluster with \(r < r'\), then either \(C \subseteq C'\) or \(C \subseteq C'\). The parameter \(r\) can be interpreted as the 'time of birth' of a \((k,r)\)-cluster. The 'isolation index' or 'survival time' of a cluster is defined as follows:
Definition 22: Given \((Y, D, k)\) and a \((k, r)\)-cluster \(C\) of \(Y\), the isolation index of \(C\), denoted \(i(C)\), is \(r' - r\), where \(r'\) is the parameter of the smallest \(k\)-cluster properly containing \(C\).

The algorithm used to implement the method is as follows:

1) Replace the dissimilarity matrix \(D\) by its corresponding matrix \(\Delta\) of ranks. Let \(r = \binom{k+1}{2}\), the smallest rank that can give rise to a \((k, r)\)-cluster.

2) Find \(B_r\), the maximal \((k, r)\)-bonded set of \(Y\).

3) If \(B_r \neq \emptyset\), decompose \(B_r\) into \(r\)-connected components \((k\text{-clusters}) S_1, \ldots, S_m, \ m \geq 1\).

4) If a new cluster is found, save all relevant information (cluster size and element identification) about this cluster, and if some previously found cluster \(C\), whose isolation index is not yet defined, is a proper subset of the new cluster, then \(i(C)\) is computed.

5) Increase \(r\) by 1 and repeat steps 2)–4) until the largest cluster \(X\) is reached.

In most clustering methods, one generally gives \((n-1)\) cluster candidates in the process of clustering \(n\) points. One distinctive feature of the \(k\)-clustering method, as a consequence of the definition of a \((k, r)\)-cluster, is that often the number of possible \(k\)-clusters is considerably less than \((n-1)\). This phenomenon and an illustration of some clustering definitions are proved for \(k=2\) and 3 by the following example:
$\delta$-matrix

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>13</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>10</td>
<td>3</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>11</td>
<td>8</td>
<td>14</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

$K=2, \tau=5$

$I=(1,2,3,5,6)$

$II=(1,2,3)$

$III=(1,2,3)$

I. maximal $r$-connected set

II. bonded sets

III. cluster
\begin{align*}
&k=2, r=8 \\
&I=(1,2,3,4,5,6) \\
&II=(1,2,3,3,4,5,6,3,4,5,6,1,2,3,4,5,6,1,2,3,4,5,6) \\
&III=(1,2,3,4,5,6) \\
&k=3, r=10 \\
&I=(1,2,3,4,5,6) \\
&II=(1,2,3,4,5,6) \\
&III=(1,2,3,4,5,6) \\
&k=3, r=13 \\
&I=(1,2,3,4,5,6) \\
&II=(1,2,3,4,5,6) \\
&III=(1,2,3,4,5,6) \\
\end{align*}
6.3.1: The \((K_r)\)-clustering of the \(H\)-configuration.

<table>
<thead>
<tr>
<th>CLUSTER</th>
<th>MODE</th>
<th>SIZE</th>
<th>ISOLATION INDICES</th>
<th>CLUSTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>56</td>
<td>4</td>
<td></td>
<td>26,29,33,37</td>
</tr>
<tr>
<td>2</td>
<td>65</td>
<td>12</td>
<td>1.</td>
<td>9,15,19,21,22,26,28,29,32,33,35,37</td>
</tr>
<tr>
<td>3</td>
<td>66</td>
<td>13</td>
<td>3.</td>
<td>9,12,15,19,21,22,26,28,29,32,33,35,37</td>
</tr>
<tr>
<td>4</td>
<td>68</td>
<td>4</td>
<td></td>
<td>8,16,17,18</td>
</tr>
<tr>
<td>5</td>
<td>69</td>
<td>15</td>
<td>8.</td>
<td>2,4,9,12,15,19,21,22,26,28,29,32,33,35,37</td>
</tr>
<tr>
<td>6</td>
<td>71</td>
<td>8</td>
<td></td>
<td>8,10,13,16,17,18,23,34</td>
</tr>
<tr>
<td>7</td>
<td>72</td>
<td>16</td>
<td>3.</td>
<td>1,3,8,10,13,14,16,17,18,20,23,24,27,30,34,36</td>
</tr>
<tr>
<td>8</td>
<td>75</td>
<td>17</td>
<td>19.</td>
<td>1,3,8,10,13,14,16,17,18,20,23,24,25,27,30,34,36</td>
</tr>
<tr>
<td>9</td>
<td>77</td>
<td>17</td>
<td>17.</td>
<td>2,4,6,9,11,12,15,19,21,22,26,28,29,32,33,35,37</td>
</tr>
<tr>
<td>10</td>
<td>94</td>
<td>37</td>
<td></td>
<td>1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37</td>
</tr>
</tbody>
</table>

The dendrogram graph for this analysis appears on the following page.

The clusters that emerge towards the end of the combinatorial processes are on the whole unnatural. The configuration of points while it does not suggest any particular set of points to be clustered, it does suggest symmetry. The lack of symmetry in the combinatorial results tends to indicate the sensitivity of the algorithms to small local perturbations.

The distance matrix of ranks was clustered by Ling's method using \(k=3\). Examination of the isolation indices reveals, that clusters 8 and 9 may reasonably be considered as 'real'. Under the probability model studied in Ling[26], which is not quite appropriate for the data under
consideration but nevertheless offers a rough guide to the assessment of the clustering indices, these clusters are seen to be statistically significant. The symmetry of the configuration, which was not brought out by the other methods examined, is easily seen here.
5.3.2: The admissibility properties of \((k,r)\)-clustering.

A) The \((k,r)\)-clustering procedure is image admissible.

This is true since the algorithm works only with the ranks of the DC's which are unaffected by any one-to-one map of the data points into themselves. This consideration also shows the following to hold:

B) The \((k,r)\)-clustering procedure is monotone admissible.

C) The \((k,r)\)-clustering procedure is not convex admissible.

This seems reasonable due to this technique's relationship with the Nearest Neighbour method. But a counter-example appears hard to find.

D) The \((k,r)\)-clustering procedure is connected admissible.

The entire point in developing this technique was to supply this connected property.

E) The \((k,r)\)-clustering procedure is not well-structured (exact tree) admissible.

Again the procedure works only with the ranks of the DC's so that it is not possible to work backwards to obtain the original dissimilarity matrix.

F) The \((k,r)\)-clustering procedure is well-structured \((k\text{-group})\) admissible.

This and the following appear obvious.

G) The \((k,r)\)-clustering procedure is not well-structured (perfect) admissible.

H) The \((k,r)\)-clustering procedure is point proportion admissible.

This holds if a suitable method is used to break tied ranks.

I) The \((k,r)\)-clustering procedure is cluster proportion admissible.

J) The \((k,r)\)-clustering procedure is cluster omission admissible.
5.4: Jardine and Sibson's $B_k$ fine, clustering procedures. [17]

This is an overlapping technique based on an absolute restriction, namely that the overlap between distinct ML-sets at the same level shall not contain more than $k-1$ elements of $Y$. Thus, $B_1$ is the single link method and as $k$ increases the methods $B_k$ allow progressively more overlap between the ML-sets until when $k=N-1$ the overlap restriction becomes vacuous and $B_k=I$ for $k\geq N-1$.

If $r$ is a symmetric reflexive relation on $P$ ($r \subseteq I(P)$) and $a,b,c \in P$, then $r$ is transitive if

$$[(a,c)r \cap (c,b)r] \rightarrow (a,b)r.$$

The first condition to be imposed is obtained from this ordinary transitivity relation by replacing the single element $c$ by the $k$-element set $S$, which must be completely linked. On the left hand side of the implication the condition $\{a\} \times S \times r$ corresponds to $(a,c)r$ and $S \times \{b\} \times r$ to $(c,b)r$. So that

Definition 23: Let $r \subseteq I(Y)$. $r$ is (weakly) $k$-transitive, (denoted $T_k$), if whenever $SSY$, $|S|=k$, $a,b \in Y$,

then

$$[\{a\} \times S \times S \times \{b\}] \subseteq r \rightarrow (a,b)r.$$

The effect of this condition is easy to see in terms of ML-sets.

Suppose that $S_1, S_2$ are distinct ML-sets for $r$. Then both $S_1-S_2$ and $S_2-S_1$ are non-empty. There exists, $acS_1-S_2$, $bcS_2-S_1$ such that $(a,b)r$, because if this were not so $S_1 \cap S_2$ would be an ML-set. It follows that $|S_1 \cap S_2| < k$ if $r$ satisfies Definition 23, that is, the overlap between distinct ML-sets contains at most $k-1$ elements. Then the left-hand side of the implication in Definition 23 is true if and only if $\{a\} \times S$ and $S \times \{b\}$ lie wholly inside the ML-sets for $r$. If they lie in the same ML-set, then $(a,b)r$ and the condition is satisfied. If they lie wholly
in distinct ML-sets the S must lie in the intersection of these two ML-sets and so must contain at most k-1 elements, and again the condition is satisfied. If the left-hand side of the implication is false, then the condition is satisfied anyhow. Thus the k-transitivity condition is precisely the condition to apply to a symmetric reflexive relation to ensure that the overlap between distinct ML-sets contains at most k-1 elements.

The associated set of NSAC's consists of those NSAC's for which c(h) is k-transitive for all h. The set of k-transitive symmetric reflexive relations on a set P will be denoted by \( J_k(P) \). An NSAC such that \( c[0,\omega] \in J_k(P) \) will be called a (fine) k-dendogram. \( C_k(P) \) is the set of DC's identified with the set of k-dendograms under the correspondence T in theorem 1, but this a very inconvenient way of characterizing it; a condition analogous to the ultrametric inequality is desired if possible. This leads to the following definition:

**Definition 24**: Let \( d \in C(Y) \). \( d \) is (weakly) k-ultrametric

if whenever \( S \subseteq Y, |S|=k, a, b \in Y \)

then \( d(a, b) \leq \max \{ d(c, e) \mid c \setminus \{ e \} \cup \{a, b\}, e \in S \} \).

If whenever \( R \subseteq P \), we write

\[
\text{diam}(d, R) = \max \{ d(X, Y) \mid X, Y \in R \},
\]

then the k-ultrametric inequality can be written as

\[
d(a, b) \leq \max \{ \text{diam}(e, S \cup a), \text{diam}(e, S \cup b) \} \cdot
\]

it is easily seen that \( d \) is k-ultrametric if and only if \( Td(h) \in J_k(Y) \).

There is a very simple condition which is equivalent to the k-ultrametric inequality. The condition is that on every \((k+2)\)-element subset of \( Y \), the largest dissimilarity value on the subset should occur more than once in the subset.
Thus if \( d(x,z) = \text{diam}(d,R) \) where \( x, z \in R, |R| = k+2 \),
\[
(\exists x', z' \in R | (x, z) \notin (x', z')) \ d(x, z) = d(x', z').
\]
If this condition is taken to characterize \( C_k(Y) \), then it is immediately obvious that \( C_k(Y) \) is sup-closed and, consequently, gives rise to a well-defined, sub-dominant, method \( C(Y) \rightarrow C_k(Y) \): this is the fine clustering method \( B_k \).

The implications
\[
T \rightarrow T_1 \rightarrow T_2 \rightarrow \ldots \rightarrow T_{N-2} \rightarrow T_{N-1} = \text{NN}
\]
where NN is the vacuous condition, give rise to the containment relations
\[
E(Y) = J_1(Y) \subset J_2(Y) \subset \ldots \subset J_{N-2}(Y) \subset J_{N-1}(Y) = E(Y)
\]
and so to
\[
U(Y) = C_1(Y) \subset C_2(Y) \subset \ldots \subset C_{N-2}(Y) \subset C_{N-1}(Y) = C(Y)
\]
It follows that \( B_1 \) is the single link method, \( B_{N-2} = B_1 \) and \( B_k \cdot B_j = B_k \) for \( k \leq j \). As \( k \) increases \( B_k(d) \) yields progressively more and more information about \( d \), until when \( k \geq N-1 \), \( B_k(d) = d \) and complete information is recovered. The relation \( B_k \cdot B_j = B_k \) for \( k \leq j \), is computationally valuable for in the process of finding \( B_k(d) \) from \( B_{k+1}(d) \) we do not need to go back to \( d \) itself.

This definition of \( B_k \) as the subdominant method associated with \( C_k(Y) \) is by no means the simplest, because \( B_k \) has special properties which derive essentially from its relatedness to an absolute restriction on overlap. For each \( h \in [0, \infty) \), \( [T_{B_k}(d)](h) \subset J_{k}(Y) \). and, because of the restriction, \( J_{k}(Y) \) is fixed and independent of \( d \) and \( h \).

It is possible to write
\[
[T_{B_k}(d)](h) = \chi_k[Td(h)]
\]
where \( \chi_k \) is a function from \( (Y) \) to \( J_{k}(Y) \) which maps each element of
\( \Sigma(Y) \) to the smallest element of \( J_k(Y) \) containing it. If \( D : C(Y) \rightarrow Z \) is a cluster method, and if there exists a function \( \gamma : \Sigma(Y) \rightarrow \Sigma(Y) \) such that

\[
[TD(d)](h) = \gamma [Td(h)]
\]

for all \( d \in C(Y) \), \( h = 0 \), then \( D \) is called a uniform cluster method. Thus the methods \( B_k \) are uniform cluster methods, and all we need know is the function \( \gamma_k : \Sigma(Y) \rightarrow J_k(Y) \). In terms of ML-sets, if \( r \) is a relation, then the sets in \( ML(r) \) will in general have arbitrary overlap. Add pairs to \( r \) so that whenever \( S_1 \) and \( S_2 \) are in \( ML(r) \) and \( |S_1 \cap S_2| \geq k \), \( S_1 \) and \( S_2 \) are replaced by \( S_1 \cup S_2 \) in \( ML(r^*) \). Continue until \( ML(r^*) \) contains no pairs \( S_1, S_2 \) with \( |S_1 \cap S_2| \geq k \). Then \( r^* \) is \( \gamma_k(r) \).

This suggests a method of generating uniform cluster methods which are also subdominant. Let \( JSJ(Y), \gamma : \Sigma(Y) \rightarrow J \) which associates with each element of \( \Sigma(Y) \) the smallest member of \( J \) containing it. Then if \( Z_J \) is the set of \( DC \)'s corresponding to those NSAC's for which \( c(0, \infty) \subseteq J \), the subdominant method \( D \) defined by \( Z_J \) is given by

\[
[TD(d)](h) = \gamma [Td(h)].
\]

In order for \( D \) to be well-defined some conditions must be placed on \( J \), these conditions are given in Jardine and Sibson [17, chapter 10].

A) The \( B_k \) fine clustering procedure is image admissible.

This appears clear.

B) The \( B_k \) fine clustering procedure is not convex admissible.

No overlapping clustering procedure can fulfill this requirement.

C) The \( B_k \) fine clustering procedure is not connected admissible.

This again is due to the fact that clusters may overlap.

D) The \( B_k \) fine clustering procedure is not well-structured (exact tree) admissible.
The generating DC may not be truly ultrametric.

E) The $B_{\infty}$ fine, clustering procedure is not well-structured (k-group) admissible.

Do to the fact of overlap, at certain stages, some within-cluster distances may be equal to some between-cluster distances. It also follows that:

F) The $B_{\infty}$ fine, clustering procedure is not well-structured (perfect) admissible.

G) The $B_{\infty}$ fine, clustering procedure is point proportion admissible.

H) The $B_{\infty}$ fine, clustering procedure is cluster proportion admissible.

I) The $B_{\infty}$ fine, clustering procedure is not cluster omission admissible.

Removal of all elements of one cluster also causes removal of some elements from other clusters and may change the cluster boundaries.

J) The $B_{\infty}$ fine, clustering procedure is monotone admissible.

This is a flat cluster method and hence monotone admissible by definition see Jardine and Sibson [17, chapter 10].

K) The $B_{\infty}$ fine, clustering procedure is optimal admissible.

This follows because the $B_{k}$ clustering procedures are subdominate methods. Note that this result also applies to $B_{1}$, the Nearest Neighbour procedure, and the $(k,r)$-clustering procedure which are also members of this family of uniform cluster procedures, the family of flat cluster methods.

L) The $B_{\infty}$ fine, clustering procedure, the $(k,r)$-cluster procedure and the Nearest Neighbour procedure are path connected.

This follows by theorem 4 and is implied by the fact that they belong to the same family of uniform cluster methods.
5.5: Jardine and Sibson's \( B_k^C \), coarse, cluster procedure.

These are overlapping techniques closely related to the \( B_k \) methods. They are defined in terms of absolute restrictions on relations, but these restrictions do not have the simple interpretation in terms of overlap between ML-sets as do the latter methods.

The strong \( k \)-transitivity condition \( ST_k \), on which coarse \( k \)-clustering is based, is similar to that of weak \( k \)-transitivity and follows:

**Definition 25:** Let \( r \in (Y) \). \( r \) is (strongly) \( k \)-transitive if whenever \( S \subseteq Y \), \( |S| = k \), \( a, b \in Y \), then,

\[
[(a) \subseteq S \times \{b\}] \implies (a, b) \in r.
\]

A coarse \( k \)-dendrogram is an NSAC such that \( c[0, \infty) \subseteq c_k^C(Y) \), the set of strongly \( k \)-transitive relations on \( Y \). The corresponding set of DC's is \( c_k^C(Y) \), DC's satisfying the strongly \( k \)-ultrametric inequality.

**Definition 26:** Let \( d \in C(Y) \). \( d \) is (strongly) \( k \)-ultrametric if whenever \( S \subseteq Y \), \( |S| = k \), \( a, b \in Y \), then \( d(a, b) = \max \{ d(c, e) \mid c \in (a, b), ecS \} \).

\( c_k^C(Y) \) is readily seen to be sup-closed. The resultant sub-dominant method is the coarse \( k \)-clustering method \( B_k^C : C(Y) \to c_k^C(Y) \).

We have the following diagrams of implications and containments:

\[
\begin{align*}
T &= \mathbb{T}_1 \to \mathbb{T}_2 \to \ldots \to \mathbb{T}_{N-2} \to \mathbb{T}_{N-1} = \text{NN} \\
&\uparrow \quad \uparrow \quad \uparrow \quad \uparrow \\
&= \mathbb{S} \mathbb{T}_1 \to \mathbb{S} \mathbb{T}_2 \to \ldots \to \mathbb{S} \mathbb{T}_{N-2} \to \mathbb{S} \mathbb{T}_{N-1} \to \text{NN} \\
E(Y) &= c_1(Y) \cup c_2(Y) \cup \ldots \cup c_{N-2}(Y) \cup c_{N-1}(Y) = (Y) \\
U(Y) &= c_1(Y) \cup c_2(Y) \cup \ldots \cup c_{N-2}(Y) \cup c_{N-1}(Y) = c(Y) \\
U(Y) &= c_1(Y) \cup c_2(Y) \cup \ldots \cup c_{N-2}(Y) \cup c_{N-1}(Y) = c(Y)
\end{align*}
\]

Like the \( B_k \) methods, the \( B_k^C \) methods are uniform cluster methods.
Coarse k-clustering lacks the convenient interpretation in terms of overlap between ML-sets available for fine k-clustering. Certainly strong k-transitivity implies transitivity with the converse holding only for k=1 or k N-1. So that the ML-sets for a strongly k-transitive relation have overlap of at most k-1 elements of Y, but are not characterized by this property. Coarse k-clustering may be regarded as allowing overlaps of the same kind as the fine k-clustering but making less efficient use of them.

This inefficiency makes this a bad clustering procedure relative to the B_k methods although they satisfy exactly the same admissibility conditions.
6.6: Jardine and Sibson's $C_u$ (u-diametric) clustering procedure.

This type $C$ cluster method is based on an internal restriction for controlling overlap in terms of overlap diameter in relation to the current level. The methods $C_u$ are subdominant methods associated with the restriction that the diameter of the overlap of distinct ML-sets at level $h$ will be at most $u_h$, where $u$ is a constant.

**Definition 27:** Let $d \in C(Y)$. $d$ is u-diametric if whenever $\emptyset \notin Sc Y, a, b \in Y$, then setting

$$\ell = \max \{ \text{diam}(d, S \cup \{a\}), \text{diam}(d, S \cup \{b\}) \},$$

we have

$$\text{diam}(d, S) > u \cdot \ell \cdot d(a, b) \leq \ell. \quad (u \geq 0)$$

If $d$ is u-diametric, then the NSAC $T_d$ has the property that if $S_1, S_2$ are distinct ML-sets at level $h'$, then

$$\text{diam}(d, S_1 \cap S_2) \leq u h'$$

It follows that $E_u(Y)$, the set of u-diametric DC's, is sup-closed. So there is a subdominant method $C_u: C(Y) + E_u(Y)$; this method is called u-diametric clustering. If $u \geq 1$, the condition $\text{diam}(d, S) > u \cdot \ell$ cannot be satisfied, so for $u \geq 1$, $E_u(Y) = C(Y)$ and $C_u = 1$.

If $d$ is definite, then $(\forall \emptyset \subseteq Y) |S| > 1 \cdot \text{diam}(d, S) > 0$. Thus if $u = 0$, $|S| > 1 \cdot d(a, b) \leq \max \{ \text{diam}(d, S \cup \{a\}), \text{diam}(d, S \cup \{b\}) \}$, and $d$ is weakly 2-transitive. So that on the set of definite DC's, the methods $C_0$ and $E_2$ are the same. However, they are not equivalent on the set of nondefinite DC's. If two objects have small or zero DC's, it may be inferred that duplicates have been chosen. This will upset the type B methods which count objects, but not the type C methods based on diameter. However, there is a price to pay for this advantage. The type C
methods are not uniform, and since the DC's employed must have more than ordinal significance, they are not monotone admissible.

Just as \( B_k \) is nested, so \( C_u \) is nested for values of \( u \) which may be taken to be in the range \([0,1]\) and \( C_u \cdot C_v = C_u \) if \( u \leq v \). Note that \( C_u \) is not the single link method for any value of \( u \).

The type C methods satisfy the same admissibility requirements as the type B methods except for monotone admissibility.
6.7: Orluci's Information Theory Method [29]

It must be absolutely clear that the term 'information' is here used in a strictly technical sense. It is conceived as a physical property of events related to probability. In accordance with this definition a rare event conveys more information than a common event. Information as a technical term thus is conceptually related closely to surprisal than to either knowledge or informativeness in ordinary speech.

For reasons of convenience, our collection of objects will be conceived of as a set of individual frequencies, each according to the problem at hand, representing an individual, or a character. Information theory offers several distinct functions suitable for the definition of structure in such a collection. These functions include total information and mutual information and joint information. In the following diagram $I(h)$ and $I(i)$ indicate the total information within the frequency distributions labelled $X_h$ and $X_i$ respectively.

$I(h,i)$ and $I(h;i)$ on the other hand, represent the joint information and mutual information between $X_h$ and $X_i$. The collection consists of $r$ frequency distributions which are either independent, or related, as the case may be. Each distribution is conceived as a union of several subsets of frequency classes, $X_{hA}, X_{hB}$ and so forth. The union may take place in such a manner that the frequencies are pooled between classes possessing
equal class values or identical class symbols. However, pooling of frequencies is not justified if the subsets are qualitatively disjoint.

A much used measure for total information is Shannon's [22] entropy function. This function for the h'th frequency distribution \( X_h \) is

\[ I(h) = - \sum_{j=1}^{n_h} f_{hj} \ln p_{hj} = N \ln N - \sum_{j=1}^{n_h} f_{hj} \ln f_{hj} \]

where the \( f's \) are class frequencies, of which there are \( n_h \), the \( p's \) are independent \textit{a posteriori} probabilities, and \( N \) is the total number of observations so that

\[ N = \sum_{j=1}^{n_h} f_{hj} \text{ and } p_{hj} = f_{hj}/N. \]

If \( X_{hA} \) and \( X_{hB} \) are subsets of classes such that

\[ X_{hA} \cap X_{hB} = X_{hAB} \]

then

\[ I(h)_{A \cup B} \geq I(h)_{A} + I(h)_{B}. \]

The total information conveyed jointly by two subsets in \( h \), is never less than the pooled information conveyed separately by the subsets. This relation will be used to find optimum unions, or subdivisions, in the collection.

The \( r \) I's may be pooled to derive an overall measure of joint information:

\[ I(1, 2, \ldots, r) = \frac{1}{r} \sum_{j=1}^{r} I(j). \]

This is valid only if the \( r \) distributions are independent. If they are not, the pooled value of information exceeds the true joint information by an amount equal to the mutual information shared between the \( r \) distributions.
It is possible to represent the r frequency distributions in an r-dimensional contingency table. In such a table, original class frequencies appear as r sets of marginal totals, and the values in the body of the table specify the frequencies of the joint observations made on the r entities simultaneously. When r=2, we have the common case of paired comparisons and the joint information of $X_h$ and $X_i$ is

$$I(h,i) = - \sum_{j=1}^{n_h} \sum_{k=1}^{n_i} f_{jk} \ln p_{jk} = N \ln N - \sum f_{jk} \ln f_{jk}.$$  

4)

A similar expression can be found for the joint information $I(1,2,\ldots,r)$ in the case of any r dimensional table.

If we visualize the contingency table as containing the relationship between subsets $X_{hA}$ and $X_{iA}$ and the relationship $X_{hB}$ and $X_{iB}$ is represented by a second table, the the following relations hold:

$$I(h,i)_{AB} \geq I(h,i)_A + I(h,i)_B$$

$$I(h,i)_{AB} \leq I(h)_{AB} + I(i)_{AB}$$  

5)

or

$$I(h,i)_A \leq I(h)_{A} + I(i)_A.$$  

6)

The quantity $I(h,i)_A$ corresponds to a contingency table relating $X_{hA}$ and $X_{iA}$. Similarly $I(h,i)_B$ corresponds to a table relating $X_{hB}$ and $X_{iB}$. In this context, $I(h,i)_{AB}$ corresponds to a table derived from the two tables corresponding to subsets with or without pooling frequencies, depending on the problem at hand.

Inequality 5 plays an important role in selecting optimal fusions or subdivisions in cluster analysis. It also implies that the value of the joint information in $A\cap B$ cannot be less than a quantity obtained by pooling the joint information corresponding to the subsets. Inequality 6
is discussed in detail by Khinchin and Kullbach [22]. Note that the joint information as given in equation 4, differs from the pooled information, given in equation 3, by a correction for mutual information.

The information possessed in common between two frequency distributions \( X_h \) and \( X_i \), called mutual information, can be expressed in the following terms:

\[
I(h;i) = \sum_{j=1}^{n} \sum_{k=1}^{n} f_{jk} \ln \frac{N f_{jk}}{f_{hj} f_{ik}}
\]

\[
= \sum_{j=1}^{n} f_{jk} \ln f_{jk} + N \ln N - \sum_{j=1}^{n} f_{hj} \ln f_{hj} - \sum_{k=1}^{n} f_{ik} \ln f_{ik}
\]

Equation 7 is called the error or independence component of the discrimination information [22]. In the case of an \( r \)-dimensional contingency table the simplest expression for the overall mutual information is

\[
I(1;2;\ldots;r) = \sum_{h=1}^{r} I(h) - I(1,2,\ldots,r)
\]

For \( N \) sufficiently large, the mutual information is asymptotically distributed as \( \chi^2 \) with \( (n_h-1)(n_i-1) \) degrees of freedom in the case of a two dimensional table, or \( n_1 n_2 \ldots n_r - n_1 - n_2 - \ldots - n_r + r - 1 \) degrees of freedom in the case of an \( r \)-dimensional contingency table.

The following relations are of importance:

\[
I(h;i)_{AB} = I(h;i)_{A} + I(h;i)_{B}
\]

and

\[
I(h;i) \leq I(q) \text{ where } I(q) = \min (I(h), I(i)).
\]
similar expressions can be easily derived for the $r$-dimensional case.
Inequality 8 implies that the mutual information in $A$ $B$ cannot be less
then the quantity obtained by pooling the mutual information
Corresponding to the subsets.

The relative relatedness of two frequency distributions can be
measured by Rajski's coherence coefficient which for $X_h$ and $X_i$ is

$$R(h;i) + (1-d^2(h;i))^k$$

where $d(h;i) = 1 - \frac{I(h;i)}{I(h,i)}$ is called Rajski's metric. $R(h;i)$ varies
between zero and unity, indicating respectively the degree of
relatedness from none to perfect. The probability corresponding to
$2I(h;i)$ is called the relative measure of relatedness.

As a computational example of the proceeding consider the following.

data indicating the performance of 2 species in 28 stands of vegetation

<table>
<thead>
<tr>
<th>SPECIES</th>
<th>1 2 3 4 5 6 7 8 9 10 11 12 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>3 3 3 3 3 3 3 0 + 0 0 0 3</td>
</tr>
<tr>
<td>i</td>
<td>1 + 1 + + + 1 2 2 2 2 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SPECIES</th>
<th>14 15 16 17 18 19 20 21 22 23 24 25 26 27 28</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>3 3 3 3 3 3 2 4 3 3 3 3 3 3 3 2</td>
</tr>
<tr>
<td>i</td>
<td>+ + + + 1 0 1 1 2 0 0 0 0 + 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLASS VALUES</th>
<th>+ 0 1 2</th>
<th>$X^h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLASS VALUES</td>
<td>+ 0 1 0 1 2</td>
<td></td>
</tr>
<tr>
<td>VALUES</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0 0 0 0 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 8 3 6 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 1 0 1 0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$X^i$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 6 7 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>
I(h) = 29.9027  
I(i) = 38.4041  
d(h;i) = 0.7922

SUBSET A

<table>
<thead>
<tr>
<th>CLASS VALUES</th>
<th>X^hA</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>13</td>
</tr>
</tbody>
</table>

SUBSET B

<table>
<thead>
<tr>
<th>CLASS VALUES</th>
<th>X^hB</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>15</td>
</tr>
</tbody>
</table>

I(h) = 10.2735  
I(i) = 14.2067  
I(h;i) = 18.9561  
I(h;i)^A = 5.5221  
d(h;i)^A = 0.7088  
R(h;i)^A = 0.7054

I(h) = 14.8228  
I(i) = 18.5272  
I(h;i) = 29.0022  
I(h;i)^B = 4.3428  
d(h;i)^B = 0.8503  
R(h;i)^B = 0.5263

The clustering techniques based on information rely on the heterogeneity information given by

\[ \Delta I_{AB} = I(1;2)_A - I(1;2)_B - I(1;2)_B \]

where the I's represent the mutual information between two frequency distributions \( X_1 \) and \( X_2 \) representing the row and column classifications in a table A or B in A\( \cup \)B. If the goal is the classification of the rows of \( X \), A is fused with B if \( \Delta I_{AB} \) is minimum. The probability is defined by the asymptotic relation

\[ 2\Delta I_{AB} = \chi^2 \text{ at } (r_A + r_B - 1)(c_A + c_B - 1) - (r_A - 1)(c_A - 1) - (r_B - 1)(c_B - 1) \]

or \( r - 1 \) when \( r_A = r_B \) degrees of freedom. The symbols \( r_A, c_A, r_B, c_B \) indicate the number of rows and columns in table A and B respectively.
Basic data are usually not given as frequencies. It is nevertheless possible to summarize most types of data in frequency tables and then manipulate these tables to derive a measure of heterogeneity between subjects. There are two alternative avenues of approach to follow in this connection. The first makes use of the joint information and is as follows

$$\Delta I_{AB} = I(1,2,\ldots,r)_{AB} - I(1,2,\ldots,r)_A - I(1,2,\ldots,r)_B.$$ 

The second utilizes an expression similar to the error component of discrimination information as applied to r-dimensional frequency tables and is

$$I_{AB} = I(1;2;\ldots;r)_{AB} - I(1;2;\ldots;r)_A - I(1;2;\ldots;r)_B$$

where the different I's represent the joint information between r rows, or the mutual information, within the disjoint subset A or B of the columns of X and in A\cup B.

A) Information theory clustering procedures are image admissible.

A one-to-one map of the data onto itself cannot effect the frequency tables on which the method is based.

B) Information theory clustering procedures are not convex admissible.

C) Information theory clustering procedures are not connected admissible.

D) Information theory clustering procedures are not well-structured

(exact tree) admissible.

The information statistics are not by nature ultrametrics.

E) Information theory clustering procedures are well-structured (k-group) admissible.

F) Information theory clustering procedures are not well-structured

(perfect) admissible.
The following results hold because of the method's dependence on group size. A relative measure of information including the average information or entropy

\[ R(h) = I(h) / n_h \]

the probabilities corresponding to information at given degrees of freedom, or other measures such as Rajski's metric or the coherence could be used to get around this problem.

G) Information theory clustering procedures are not point proportion admissible.

H) Information theory clustering procedures are not cluster proportion admissible.

I) Information theory clustering procedures are cluster omission admissible.

J) Information theory clustering procedures are not monotone admissible.
5.8: Unsupervised Bayesian Estimation.

5.8.1: Introductory Remarks.

An outline of the theoretical development of this section, due to Patrick (31), is given in APPENDIX I. This is the only clustering technique which, in the classical sense, has a statistical appearance.

Emphasizing mixtures, Patrick and Costello (34) showed that the Bayes minimum-conditional-risk solution involves the information function

\[ \eta(b, b^*) = \int \ln \frac{h(x|b)}{h(x|b^*)} \, dx \]

where \( h(x|b) \) is the true density and \( h(x|b) \) is a mixture probability characterized by \( b \). They showed that an estimate of \( \eta(b) \),

\[ \hat{\eta}(b) = \frac{1}{n} \sum_{s=1}^{n} \ln h(x_s, b) \]

should be evaluated at every \( b \) in the parameter space. The Bayes solution with mean square error loss then uses \( \hat{\eta}(b) \) indirectly to weight \( b \) to form the average estimator \( \frac{1}{n} \sum_{s=1}^{n} \ln h(x_s, b) \) which is a Bayes estimator. This averaging property of the Bayes approach can be contrasted with a stochastic-approximation approach (based on some starting value \( b_0 \)) which searches for the maximum of \( \eta(b) \) with respect to \( b \). Stochastic approximation is starting-point dependent, whereas Bayes can 'average out' the starting points. The 'quasi-Bayes' approach developed later, was developed to incorporate the desirable Bayes averaging effect with the desirable stochastic-approximation property of reduced complexity.

Properties of mixtures were first considered in statistical literature and applied to the unsupervised estimation problem by engineers. The problem of unsupervised estimation is to resolve an unknown mixture into the underlying categories or, equivalently, to find the indices (parameter vectors) and weights (mixing parameters) that express the
unknown mixture density as a linear combination of density functions.

Maximum-likelihood-estimator equations for the two-category problem where \( F \) is Gaussian were developed by Cooper and Cooper [7] for the case of a single unknown parameter. Patrick [30,31] extended this to more than one-unknown parameter. These results were for \( M = 2 \) and known \(( M \) is the number of categories). The multiscategory problem and \( M \) unknown has a numerical solution developed by Wolfe [52].

Stochastic-approximation algorithms which seek the maximum of the average likelihood function are defined by Sakrison [43] for a normalized problem. If \( x_1, x_2, \ldots, x_n \) have density \( h(x|\theta^*) \), a maximum-likelihood estimator \( \hat{\theta} \) for \( \theta^* \) is a solution of

\[
\hat{\theta} = \arg \{ \max_{\theta} \ln f(x_1, x_2, \ldots, x_n | \theta) \}
= \arg \{ \max_{\theta} \ln \prod_{s=1}^{n} h(x_s | \theta) \}
= \arg \{ \max_{\theta} \sum_{s=1}^{n} \ln h(x_s | \theta) \}
\]

and

\[
= \arg \{ \max_{\theta} m(\theta) \}
\]

In the decision-directed approach, \( \text{a priori} \), there are \( M \) mean vectors, covariance matrices, and \( \text{a priori} \) category probabilities

\[
(m_i), (\Sigma_i), (P_i), \quad i = 1, 2, \ldots, M.
\]

When a sample \( x_1 \) is received it is assumed to be from category \( i \) if

\[
\ln \frac{(P_i)^0}{|\Sigma_i|^0} - (x_1 - (m_i))^0 [(\Sigma_i)^0]^{-1} (x_1 - (m_i))^0,
\]
is larger than for any one category. The $x_1$ is used to update $(m_1, \xi_0, (\xi_1, 0), (\xi_1, 1).$ Also $(p, \xi_0)$ can be updated. Thus, under certain conditions, the decision-directed approach may be considered a good tracking procedure.

A minimum-norm-square-error estimator for $\hat{b}$ leads to the definition of a criteria $\Gamma(b)$,

$$\Gamma(b) = 2E[h(x | b) - |h(x | b)|] + 2 \int h(x | b) h(x | \hat{b}) dx - \int h^2(x | b) dx \geq |h(x | \hat{b})| - e^2(b)$$

where $e(x | b) = |h(x | b) - h(x | \hat{b})|.$

An estimator called 'quasi-Bayes' is now developed using both criteria \(h(b)\) and $\Gamma(b)$.

Assume that $\hat{b}$ is contained in a known bounded set $B'$ so that the $i$'th component $b_i$ of $\hat{b}$ lies in the known interval $[a_i, b_i].$ The set $B'$ is decomposed into $V$ cells formed by equally subdividing the interval $[a_i, b_i]$ into $V_i$ subintervals, where $b_i = V_i.$ After the $n$'th observation $x_n$ of $x$ is obtained, $V$ s.a. (stochastic approximation) estimates $(b^r_{n+1}, r=1, 2, ..., V)$ are computed, the starting points $(b^r_0, r=1, 2, ..., V)$ being the centers of the cells in $B'$.

The $i$'th component $(b^r_{1:n+1})$ is computed by means of

$$(b^r_{1:n+1}) = (b^r_{1:n}) + \frac{a}{{c_n}} (y^1_{r, 2n} - y^1_{r, 2n-1}), \quad r=1, 2, ..., V,$$

where $\{a_n\}$ and $\{c_n\}$ are infinite sequences satisfying

$$\lim_{n \to \infty} a_n = 0$$

$$\sum_{n=1}^{\infty} a_n = 0$$
and $y_{r,2n}^i$ and $y_{r,2n-1}^i$ are noisy measurements of the regression function:

$$y_{r,2n}^i = \ln h(x|b_n^r + c_{n-1}^i),$$

$$y_{r,2n-1}^i = \ln h(x|b_n^r - c_{n-1}^i).$$

The vector $e_i^i$ is a column vector having 1 in the $i$'th row and zero's elsewhere. If $(b_n^r)_{i+1}$ falls outside the $r$'th cell; i.e., if

$$\left| (b_n^r)_{i+1} - (b_n^r)_0 \right| > \frac{1}{2}(\beta_1 - \alpha_1)/V_1,$$

then $(b_n^r)_{i+1}$ is moved to the nearer end point

$$b_n^r = (b_n^r)_0 \pm \frac{1}{2}(\beta_1 - \alpha_1)/V_1.$$

So that $(b_n^r)_{i+1}$ will differ in absolute value from its starting point $(b_n^r)_0$ by at most $\frac{1}{2}(\beta_1 - \alpha_1)/V_1$.

Having incremented the V.s.a. estimates, next form the 'quasi-Bayes' estimator $(b)^{n+1}$ as

$$(b)^{n+1} = \sum_{r=1}^V (b_n^r)_{n+1} p((b_n^r)_0|\hat{x}_n),$$

where $p((b_n^r)_0|\hat{x}_n)$ is the a posteriori probability mass. Thus, $(b)^{n+1}$ is a weighted average of the V.s.a. estimates, the weighting coefficient of the $r$'th s.a. estimate being the Bayes a posteriori probability mass at the centre of the $r$'th cell. Forming V.s.a. estimates in this way effectively divides the interval of search for $b_1^*$ by $V_1$. For $n$ sufficiently large, $(b)^{n+1}$ can be made to differ from $b_1^m$ by as little as required.

It may be concluded, Appendix I, that the 'quasi-Bayes' estimator singles out the s.a. estimator whose starting position is the best, in the sense.
that the corresponding density function is 'closest' in the norm-
square-error sense to the true density.

Of importance in the Bayesian clustering techniques are the empirical
and histogram distribution and density of the mixture. The empirical
distribution of the mixture from \( N \) samples is defined as

\[
C_n(x) = \frac{1}{N} \sum_{k=1}^{N} \chi_{\mathcal{A}_k} (x)
\]

and the empirical density is

\[
c_n(x) = \frac{1}{N} \sum_{k=1}^{N} \delta(x - x_k),
\]

where \( \chi \) and \( \delta \) are the usual characteristic and delta functions respectively.

Defining \( N^* \) ordered regions \( \mathcal{I}_k^* \) \( k=1, \ldots, N^* \) on a bounded portion of the
observation space \( \mathcal{I}_L \), where \( \bigcup_{k=1}^{N^*} \mathcal{I}_k = \mathcal{I}_L \), \( \mu(\mathcal{I}_k \cap \mathcal{I}_j) = 0 \), \( k \neq j \) ( \( \mu \) denotes
Lebesgue measure), the histogram estimate of the mixture density is

\[
c_n(x) = \sum_{k=1}^{N^*} \chi_{\mathcal{I}_k} (x) a_{kN},
\]

where

\[
a_{kN} = \left( \frac{N-1}{N} \right) a_{kN-1} + \frac{1}{N} \chi_{\mathcal{I}_k} (x), \quad k=1,2, \ldots, N^*. 
\]

The distribution histogram estimate is

\[
C_n(x) = \sum_{k=1}^{N^*} \chi_{\mathcal{I}_k} (x) \left( \frac{k}{tN} \right) a_{tN}.
\]

This will be generically referred to as the histogram mixture functions.
5.8.2: Bayesian Clustering Techniques

1) Clustering Technique derived from \( n(b) \).

In this section \( n(b) \) is investigated under the assumption that the categories are Gaussian and 'separated'. This approach presumes a search over admissible partitions and thus admissible \( b \) given \( n \) samples.

Advantages and disadvantages of this approach are summarized as follows:

Advantages:

1) A criterion such as \( n(b) \) evaluates the goodness of the clustering.

The use of a criterion may be necessary when the number of categories \( M \) is unknown.

2) The partition based on \( n \) samples is updated with the \( n+1 \)st sample without the need to store the first \( n \) samples.

3) A priori knowledge about \( p_i \) and the other category parameters can be utilized.

Disadvantages:

1) The procedure may not work well when the 'separable' criterion is violated.

2) The procedure does not provide for assuming (if true) that the categories are widely separated; consequently, the partition adjustment procedure may be more complex than necessary for the problem concerned.

For an asymptotic minimum risk solution it is necessary to find the parameter vector \( b \in B^M \) with \( M \) nonzero mixing parameters \( M<M' \), that maximizes

\[
\hat{n}(b) = \int \ln \left[ \frac{h(x|b)}{h(x)} \right] dx
= \int \ln \left[ \sum_{k=1}^{M} \frac{f(x|h_{-k})p_k}{f(x|h_k)p_k} \right] h(x) dx
\]
The sample space is partitioned into \( M \) disjoint regions defined by

\[
s^k \triangleq \{ \mathbf{x} | f(\mathbf{x}|\mathbf{b}_k)P_k > f(\mathbf{x}|\mathbf{b}_j)P_j, \ j \neq k, \ k=1,2,...,M, \}
\]
given a parameter vector \( \mathbf{b} \). It is assumed that over each partitioned set the class is Gaussian having mean vector \( \mathbf{m}_k \), covariance matrix \( \Sigma_k \), with the density truncated at the partition boundary. The true mixture \( h(\mathbf{x}) \) is assumed bounded.

Under these assumptions \( \bar{h}(\mathbf{b}) \) can be expanded to

\[
\bar{h}(\mathbf{b}) = \sum_{k=1}^{M} \int_{s^k} \ln[f(\mathbf{x}|\mathbf{b}_k)P_k]h(\mathbf{x}) \, d\mathbf{x}
\]

\[
= \sum_{k=1}^{M} \left\{ \int_{s^k} h(\mathbf{x}) \, d\mathbf{x} \right\}
\]

\[
\times \left\{ \ln P_k + \ln \left( \frac{1}{(2\pi)^{L/2} |\Sigma_k|^{1/2}} \right) - \frac{1}{2} \frac{\int_{s^k} (\mathbf{x}-\mathbf{m}_k)^T \Sigma_k^{-1} (\mathbf{x}-\mathbf{m}_k) \, h(\mathbf{x}) \, d\mathbf{x}}{\int_{s^k} h(\mathbf{x}) \, d\mathbf{x}} \right\}
\]

Ignoring for now the definition of \( s^k \), take a fixed set of regions characterized by independent parameters. It can be shown by taking partial derivatives with respect to each parameter under the constraint \( \sum_{k=1}^{M} P_k = 1 \) that for this fixed partition \( \bar{h}(\mathbf{b}) \) is maximized if the parameters are defined as

\[
P_k = \int_{s^k} h(\mathbf{x}) \, d\mathbf{x}
\]

\[
\mathbf{m}_k = \frac{\int_{s^k} \mathbf{x}h(\mathbf{x}) \, d\mathbf{x}}{\int_{s^k} h(\mathbf{x}) \, d\mathbf{x}}
\]

\[
\Sigma_k = \frac{\int_{s^k} (\mathbf{x}-\mathbf{m}_k)(\mathbf{x}-\mathbf{m}_k)^T h(\mathbf{x}) \, d\mathbf{x}}{\int_{s^k} h(\mathbf{x}) \, d\mathbf{x}}, \ k=1,2,...,M.
\]
Maximizing $n(b)$ is equivalent to finding the partition and value of $M$ which maximizes

$$n(b) = \sum_{k=1}^{M} P_k \ln\left(\frac{1}{(2\pi)^{L/2}|E_k|^{1/2}}\right) - \frac{L}{2}$$

This equation illustrates the advantage of the separable assumption. If the complexity-reducing assumption $E_k = \sigma_k^2 I$ is made, it can be shown by taking partial derivatives, that

$$\sigma_k^2 = \frac{\int_{S_k} \|x-m_k\|^2 h(x) dx}{\int_{S_k} h(x) dx}, \quad k=1,2,\ldots,M.$$  

The following rules define the manner in which the statistics of two fused classes are updated. It is assumed classes $r$ and $s$ are fused into $j$.

**Case A: Two Clusters:**

1) $n^j = n^r + n^s$,
2) $m^j = (n^r m^r + n^s m^s) / n^j$,
3) $c^j = (n^r c^r + n^s c^s) / n^j$;

**Case B: A cluster (class $r$) and an isolated point (class $s$):**

1) $n^j = n^r + 1$,
2) $m^j = (n^r m^r + m^s) / n^j$,
3) $c^j = (n^r c^r + c^s) / n^j$;

**Case C: Two isolated points:**

1) $n^j = 2$,
2) $m^j = \frac{1}{2}(m^r + m^s)$,
3) $c^j = \frac{1}{2}(c^r + c^s)$;

**Case D: A cluster (class $r$) and the $n$'th sample:**

1) $n^r = n^r + 1$,
2) $m^r = (n^r m^r + x_n) / n^r$,
3) $c^r = (n^r c^r + x_n^2) / n^r$;
Case E: An isolated point (class $\tau$) and the $n$'th sample:

1) $n^\tau = 2$,

2) $m^\tau = (m^\tau + x_n^\tau) / 2$,

3) $C^\tau = (C^\tau + x_n^\tau x_n^\tau') / 2$.

The algorithm is started by using the first $M'$ samples as $M'$ isolated points. Then given a sample $x_n^\tau$, there are two types of possible actions:

i) Assign $x_n^\tau$ to one of $M'$ classes ($M'$ possible actions),

ii) Combine two of the $M'$ classes and make $x_n^\tau$ a new isolated class ($\binom{M'}{2}$ possible actions).

The $n(b)$ criterion is calculated for each of the $M' + \binom{M'}{2}$ possible actions. The update corresponding to the action which maximizes $n(b)$ is then performed. Effectively, the favourable action produces the largest estimated $n(b)$ by accepting classes having large estimated values of

$$P_k \ln P_k |\sum S_k|^2.$$ 

SPECIAL CASE: $\Sigma_k = \sigma^2 I$ and $P_k = 1/M$, where $M$ is known.

Under these conditions

$$n(b) = \ln \left( \frac{1}{M(2\pi)^{L/2}} \right) \sum_{k=1}^{M} \frac{1}{2\sigma^2} \int_S |x - m_k|^2 h(x) dx,$$

and maximizing $n(b)$ is equivalent to finding

$$\min_{m_k} \sum_{k=1}^{M} \int_S |x - m_k|^2 h(x) dx.$$ 

This criterion, or the slight generalization for $P_k$ not identical, is relevant to the class of decision-directed algorithms. It is extremely easy to implement an algorithm to asymptotically minimize risk under this
a priori assumption. One disadvantage of this criterion is that it cannot be used to determine $M$ if this knowledge is not available. This drawback is due to the fact that it does not incorporate a cost for adding additional categories. Parallel processing for $M=1, 2, \ldots, M'$ can produce more classes than are really there. For example, let $h(x)$ be a one-dimensional Gaussian distribution with mean zero and variance $\sigma^2$. If it is assumed that $M=2$, the solution generated by the above criterion is a partition through $x=0$. Denoting the variances on either side of this partition by $\sigma_i^2$, $i=1, 2$, the strict inequality $\sigma_1^2 + \sigma_2^2 < \sigma^2$ holds. So even though there is only one class the criterion is less for $M=2$ than for $M=1$ and the criterion's use to determine $M$ fails. For certain applications, knowledge of $M$ may not be an unreasonable assumption, and the criterion yields one of the simplest unsupervised estimation algorithms in existence [39].
2) Clustering Utilizing "Portable Magnifying Glass" (Cluster Map or Gravity technique).

Suppose \( x \) has a density

\[
h(x) = \sum_{i=1}^{M} p_i f(x|\mu_i, \Sigma_i).
\]

If the covariance matrix of the test function is carefully chosen and the \( M \) catagories reasonably separate, it can be assumed that the test function \( t(x|x_g, \phi) \) "singles out" the \( d' \)th member if \( f(x|\mu_d, \Sigma_d) \) is the dominant cluster near \( x_g \),

\[
t(x|x_g, \phi)h(x) = t(x|x_g, \phi)p_d f(x|\mu_d, \Sigma_d).
\]

Under the above assumptions, \( t(x)h(x) \) is itself Gaussian: denote this as a Gaussian function with mean vector \( \chi_g \) and covariance matrix \( \Sigma_g \). The procedure for estimating the parameters \( \mu_d \) and \( \Sigma_d \) characterizing the \( d' \)th cluster is as follows:

1) Estimate \( \chi_g \) and \( \Sigma_g \) utilizing a method to be described, after selecting a point \( x \).

2) Supply \( p_d \) and \( \phi \).

3) Calculate \( \mu_d \) and \( \Sigma_d \) in terms of \( \chi_g, \Sigma_g, \phi, p_d \) and \( x_g \).

4) repeat steps 1 and 3 using another point \( x_g \).

Using a theorem by Miller, we have that

\[
\Sigma_d = (\Sigma_g^{-1} - I)^{-1},
\]

\[
\mu_d = (\Sigma_d^{-1} + I)(\chi_g - x_g) + x_g.
\]

Moments of \( t(x|x_g, \phi)h(x) \) are estimated next, where \( h(x) \) is

\[
h(x) = \frac{1}{n} \sum_{s=1}^{n} \delta(x-x_g).
\]

The moments are
\[ \hat{a}_s = \frac{1}{n} \sum_{j=1}^{n} t(x_j | x_s, \theta), \]

\[ \hat{a}_{su} = \frac{1}{n} \sum_{j=1}^{n} \pi_{j,u} t(x_j | x_s, \theta), \quad u=1,2,\ldots,L, \]

\[ \hat{a}_{sv} = \frac{1}{n} \sum_{j=1}^{n} (x_{j,u} - \hat{a}_{su}) (x_{j,v} - \hat{a}_{sv}) t(x_j | x_s, \theta), \quad u,v=1,2,\ldots,L, \]

and then

\[ \hat{\gamma}_s = (\hat{a}_{sj}), \quad j=1,2,\ldots,L, \]
\[ \hat{C}_s = (\hat{a}_{sv}), \quad u,v=1,2,\ldots,L, \]
\[ \hat{\Sigma}_{sd} = (\hat{C}_s - \tilde{\gamma}_s)^{-1}, \]
\[ \hat{m}_{sd} = (\hat{\Sigma}_{sd})^{-1} + (\hat{\gamma}_s - \hat{x}_s) + x_s. \]

A set of parameters \((\hat{\Sigma}_{sd}, \hat{m}_{sd})\) may be associated with sample \(x_s, s=1,2,\ldots,n\). If the assumption of separability is reasonably well satisfied, the set of points \((\hat{\Sigma}_{sd}, \hat{m}_{sd})\), \(s=1,2,\ldots,n\), may be expected to form clusters in the parameter space.

For some special applications, it may suffice to assume \(\Sigma_i = \Sigma\) for all categories \(i=1,2,\ldots,M\), where \(\Sigma\) is known and supplied as an a priori knowledge. Then it remains to estimate means. In this case

\[ \hat{m}_{sd} = (\hat{\Sigma}_{sd}^{-1} + \Gamma)(\hat{\gamma}_s - \hat{x}_s) + \hat{x}_s. \]

If \(\Gamma\) is chosen to be an \(a^{-1}\) multiple of \(\hat{\gamma}_s\), then

\[ \hat{m}_{sd} = -ax_s + (1+a) \hat{\gamma}_s. \]

If \(\Sigma_d\) is unknown, it may be reasonable to employ the following estimation procedure. Let \(\tilde{\Sigma}_{sd}\) be an a priori guess for \(\Sigma_d\) with confidence of \(n_a\) samples, then,
\[ L_{sd} = \frac{n_a}{n_a + n_d} L_{ad} + \frac{n_d}{n_a + n_d} (C_{sd}^{-1})^{-1}, \]

and \( n_d \) is the number of samples within some distance of \( x_s \).

Advantages and disadvantages of the cluster-map approach are the following:

Advantages:

1) Search for an optimum partition is not the objective of the procedure. This is an advantage from a time and complexity viewpoint but a possible disadvantage.

2) Clusters are displayed in the parameter space. By successive applications of the mapping, these clusters get tighter.

Disadvantages:

1) A criterion such as \( n(b) \) for evaluating cluster quality is not utilized. This could be a disadvantage if it is necessary to know the precise number of clusters, which is a difficult problem.

2) The category covariance matrix must be provided by interaction.

3) Means and covariances are not directly estimated but displayed as clusters in the parameter space. A subsequent mapping is required to extract means and covariances or to display the cluster in one-, two- or three-dimensional space.

4) To obtain the parameter estimates of \( (\hat{L}_{sd}, \hat{C}_{sd}) \) corresponding to the individual sample \( x \), requires processing all \( n \) samples. Even if the test function \( t(x|x_s) \) is truncated, it must be determined which samples \( x_1, x_2, \ldots, x_n \) are within the influence of the test function.
3) **Chain map.**

A relatively simple mapping of clusters in an L-dimensional space to a lower-dimensional space is described now and called a chain map.

Let \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \) be n samples. Then:

1) Arbitrarily chose any one of the n vectors, say \( \mathbf{x}_1 \).

2) Locate the nearest sample to \( \mathbf{x}_1 \), say \( \mathbf{x}_2 \) using Euclidean distance. Plot the distance between \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \), denoted \( d_{12} \), along the \( y_2 \) axis.

3) Continue this process, producing the 'chain' and plot distances between elements in the chain.

The chain map can be very-educational when viewed on a computer output display device. When categories are well separated with the respective categories 'tightly clustered', the cluster can be identified as those samples between large jumps in the mapped space. If the categories are not tightly clustered, then there may be frequent 'small jumps' in the display. This is why it may be advantageous to apply a 'cluster tightener' such as a cluster map prior to applying chain map.

Caution should be exercised in using a chain map because it does not directly provide for a distance measure between two vectors other than Euclidean distance. In some applications it is useful to compute the global variances using the mixture of data from all M categories and then measure the distance between \( \mathbf{x} \) and \( \mathbf{y} \) as

\[
\frac{1}{L} \sum_{i=1}^{L} \frac{(x_{i1} - y_{i1})^2}{\sigma_{i1}^2}
\]
3) Clustering technique derived from $\Gamma(b)$.

Let $h(x)$ be a mixture of functions from the Gaussian family

$$h(x|b_i) = \prod_{i=1}^{M} P_i \mathcal{N}(x|m_i, \Sigma_i).$$

the parameter space $B$ is the set of points $(b_i)$, where $b_i = (m_i, \Sigma_i)$. Constraints are

$$0 \leq P_i \leq 1,$$

$$\sum_{i=1}^{M} P_i = 1.$$

It follows that

$$||h(x|b)||^2 = \sum_{i=1}^{M} \sum_{j=1}^{M} P_i P_j c_{ij},$$

where

$$c_{ij} = \int \mathcal{N}(x|m_i, \Sigma_i) \mathcal{N}(x|m_j, \Sigma_j) dx.$$

By completing the square, integration yields

$$c_{ij} = (2\pi)^{-1/2} |\Sigma_i|^{-1/2} |\Sigma_j|^{-1/2} |\Sigma_i + \Sigma_j|^{-1}$$

$$\times \exp \left(-\frac{1}{2} \left[ (m_i - m_j)^T (\Sigma_i + \Sigma_j)^{-1} (m_i - m_j) + (m_j - m_i)^T (\Sigma_i + \Sigma_j)^{-1} (m_j - m_i) \right] \right),$$

where $m_{ij} = (\Sigma_i + \Sigma_j)^{-1} (\Sigma_i m_i + \Sigma_j m_j)$.

When $\Sigma_i = \Sigma_j$, we have

$$c_{ij} = 2^{-3/2} (2\pi)^{-1/2} |\Sigma|^{-1} \exp \left(-\frac{1}{2} (m_i - m_j)^T (\Sigma_i + \Sigma_j)^{-1} (m_i - m_j) \right).$$

Now, $||h(x|b)||^2$ simplifies when a high signal-to-noise ratio prevails. A high signal-to-noise ratio is defined as

$$(m_i - m_j)^T (\Sigma_i + \Sigma_j)^{-1} (m_i - m_j) > a \gg 1.$$

Then, the class-conditional d.f.'s are 'quasi-orthogonal'; i.e.,

$$c_{ij} = \int \mathcal{N}(x|m_i, \Sigma_i) \mathcal{N}(x|m_j, \Sigma_j) dx = 0, \text{ if } i \neq j.$$
Accordingly

\[
|h(x|b)|^{\frac{1}{2}} \prod_{i=1}^{M} \frac{c_i^2}{y_i^2}.
\]

Thus, when the classes are widely separated, the joint density \(q(b|x_n)\) on the parameter factors, in an approximate sense, into the M d.f.'s on the parameters for each class, the approximation improving as increases.

A clustering algorithm is obtained as follows. Let

\[
\Gamma(b) = \frac{1}{n} \sum_{i=1}^{n} h(x_s|b) = \frac{1}{n} \sum_{s=1}^{n} \sum_{i=1}^{M} p_i f(x_s|b_i)
\]

If \(F\) is Gaussian with \(\Sigma\) diagonal

\[
\Sigma(b) = \frac{1}{n} \sum_{s=1}^{n} \exp\left(-\frac{1}{2} \sum_{r=1}^{L} \frac{(x_{sr} - m_{ir})}{\sigma_{ir}^2}\right)
\]

where \(m_{ir}\) is the \(r^{th}\) component of \(m\) and \(\sigma_{ir}^2\) is the \(r^{th}\) component along the diagonal of \(\Sigma\).

Suppose \(x_5\) is a currently unclassified sample; measure the distance

\[
\exp \left(-\frac{1}{2} \sum_{r=1}^{L} \frac{(x_{sr} - m_{ir})^2}{\sigma_{ir}^2}\right), \quad i=1, 2, \ldots, M,
\]

and classify \(x_5\) as in the class \(i\) having smallest distance. Then update the mean vector \(m_i\) and the covariance matrix \(\Sigma_i\) using this sample. Note a decision directed flavour in this approach.
4) Continuity Map

It is desirable that the measure $d_{ij}$ of the dissimilarity between two vectors $x_i$ and $x_j$ increase with an increase in discrepancy between the two vector components $x_{ik}$ and $x_{jk}$ for any $k$. Two possible distances are the squared Euclidean distance and the 'city-block' distance.

It is desirable that the mapping from $V_L$ to $V_L$ be one-to-one and continuous. The one-to-one property assumes that a sample point in $V_L$ will not map to more than one sample point in $V_L$. The continuous property assumes that samples 'close' in $V_L$ are 'close' in $V_L$. Unfortunately a bicontinuous map from $V_L$ to $V_L$, $L=L_L$, is, in general, impossible.

A map suggested by Shepard and Carroll attempts to obtain continuity as follows: Let the distance between $x_i$ and $x_j$ be defined as

$$d_{ij}^2 = \sum_{k=1}^{L} (x_{ik} - x_{jk})^2$$

and the distance between the two corresponding mapped samples in $V_L$ be defined as

$$d_{ij}^2 = \sum_{s=1}^{L} (y_{is} - y_{js})^2$$

A measure of continuity, considering $x$ as a function of $y$, in the vicinity of $x_i$ and $x_j$, is

$$\delta_{ij}^2 = \frac{d_{ij}^2}{d_{ij}}$$

If the mapping of the samples from $V_L$ to $V_L$ could be achieved maintaining $\delta_{ij}^2 \geq 1$ for all $i,j$, then the properties of the categories or clusters would not be lost. Such a juggling for all pairs seems a difficult task; nevertheless, Shepard and Carroll [44] have proposed a measure

$$\delta^2 = \sum_{i \neq j} \frac{d_{ij}^2}{d_{ij}} w_{ij}$$
where the weight $w_{ij}$ decreases monotonically with increasing multidimensional distances; for example

$$w_{ij} = \frac{1}{D_{ij}} \quad \text{or} \quad w_{ij} = \frac{1}{d_{ij}}.$$

Perhaps a better weight would be

$$w_{ij} = \begin{cases} 1 & \text{if } d_{ij} < T \text{ and } D_{ij} < T \\ 0 & \text{otherwise,} \end{cases}$$

where $T$ is an a priori threshold.

The object is to minimize $\delta^2$ by adjusting the locations of points $x_i$ in $V$. Obviously a solution is to make all $D_{ij}$ arbitrarily large. To eliminate this possibility, Shepard and Carroll suggest dividing $\delta^2$ by

$$\sum_{i \neq j} \frac{1}{D_{ij}^2}$$

to obtain

$$X = \sum_{i \neq j} \frac{d_{ij}^2}{D_{ij}^4} \left( \sum_{i \neq j} (D_{ij}^2)^{-1} \right)^2$$

as the measure to be minimized.
6. 3.3: The admissibility of the Bayesian clustering techniques.

A) All the Bayesian techniques are image admissible.

This appears clear. Reordering the sample space will not affect the calculation of the required statistics.

B) All Bayesian techniques are not convex nor connected admissible.

Bayesian techniques can produce overlapping clusters. This is especially true if the separable assumption does not hold.

C) The condition, 'well-structured exact tree', does not apply to the majority of the Bayesian techniques which do not work with a dissimilarity coefficient.

D) Bayesian techniques based on \( n(b) \) and \( \Gamma(b) \) are not well-structured (k-group) admissible.

This again results from possible overlapping clusters.

E) Techniques based on \( n(b) \) and \( \Gamma(b) \) are neither point proportion admissible or cluster omission admissible.

Duplication of one or more points or the omission of any one cluster, will adversely effect the calculation of a posteriori probabilities at the k-l'th stage. Since these probabilities are a priori in the k'th stage a different clustering may then arise.

F) Techniques based on \( n(b) \) and \( \Gamma(b) \) are cluster proportion admissible.

Duplicating each cluster does not effect the a posteriori probabilities and the calculation of the required statistics.

G) Techniques based on \( n(b) \) and \( \Gamma(b) \) are not monotone admissible.

The required statistics are not monotone invariant.

H) It is not easy to see how optimal admissibility may be extended to the Bayesian techniques.
VI: DISCUSSION AND REMARKS ON FURTHER STUDY

Because of their conceptual simplicity, the combinatorial clustering procedures are the best known and most frequently used methods. But all the combinatorial procedures tend to be overly sensitive to 'mavericks,' or 'sports' or 'outliers' or 'wildshots' and so, before, a combinatorial cluster analysis is applied some attempt should be made to remove them. Methods for the detection and removal of outliers is given in [1] and are usually based on principal components analysis.

Also, the combinatorial procedures are overly sensitive to noise in the structure. In the case of the data in the H pattern, the symmetry of the pattern is nearly entirely lost due to noise. The \((k,r)\)-method seems rather robust against such permutations and clearly shows the structure's symmetry. The closely related \(B_k\), fine, clustering, not given here, also indicates this symmetry while adding a new dimension: It seems to see the structure as consisting of two vertical bars in one plane overlying a horizontal bar in another.

It must be admitted that one of the biggest deficiencies of cluster analysis is the lack of rigorous tests for the presence of clusters and for testing the significance of those that are found. It would also be extremely useful, to have a test to tell us when it was likely to be profitable to make a cluster analysis, as opposed to some other method.

The general idea of the 'clusteriness' of a set of points is related to the concept of entropy. The analogy is not to close, because entropy measures disorder, and both a regularly spaced distribution and a clustered distribution are ordered and thus have low entropy. Also, it is not widely recognized that the degree of clustering depends on the scale of the observations. This is also true in principal component analysis on the
covariance matrix where the first principal component may only represent a size factor.

Perhaps the most difficult problem is to set up satisfactory null hypothesis. A random distribution of objects in hyperspace seems to be the most generally useful hypothesis, and this is different from the common assumption of multivariate statistics that a multivariate normal distribution is appropriate.

Partial answers to these problems are provided by the information theory and Bayesian approach. This is particularly true of the former where we have a robust, nonparametric statistic of known distribution on which to base tests. For the Bayesian solution, the criteria \( p(b) \) and \( \Gamma(b) \), while useful, have unknown properties of robustness, and their distributions are at present unknown. In this area, the determination of tests of significance is the most wide open area for further study.

The minimum and maximum combinatorial procedures represent the two extremes in measuring the distance between clusters. In attempting to extend the concept of power to clustering methods, Baker and Hubert [2] studied these two methods and found that they are differently sensitive to particular partitions of objects imbedded in the dissimilarity values. These results indicate that the minimum procedure is likely to reject the randomness hypothesis and estimate the 'true' partition better when the 'true' partition includes a single large subset.

From a theoretical point of view, the use of partitions of objects at a specific level appears promising since it reduces the power and estimation problem to a tractable single level. Although the combinatorial problems are considerable, conceivably it would be possible to work towards a concept of power for the complete dendogram by combining the results obtained for individual levels. This area of computer simulation to compare the power
of the combinatorial procedures appears promising.

After running any method of cluster analysis, it is usually helpful to obtain some graphical representation of the groups found. One way is to find the canonical variates, and plot the groups in the space of the first two, or in combinations of any two, of these variates. A further possible way of obtaining a two-dimensional mapping after clustering, is to compute an inter-group distance matrix, and use this as input to a multi-dimensional scaling technique such as that of Kruskal [19]. Euclidean distance could be used, but perhaps better would be either Mahalanobis $D^2$, or Sibson's and Jardine's [17] extension of this to the case of unequal within group variance-covariance matrices.

This brings up to point of the relationship between cluster analysis and multi-dimensional scaling. The $B_k$ fine, clustering methods and the u-diametric method tend to yield nice low dimensional structures when the resulting groups are displayed through the use of a multidimensional scaling technique. In the Bayesian Continuity map approach, the distance measure $s^2$ is the square of the stress used as a criterion in multidimensional scaling procedures. An investigation of the relationship of cluster analysis to ordination techniques would prove fruitful but would be difficult because of the topological and differential geometry involved.

Application of the admissibility criteria to the clustering procedures reported here, the minimum method and the $(k,r)$-method look good. This agrees with previous results reported by Jardine and Sibson. It becomes apparent that these conditions are not entirely satisfactory. First, the overlapping techniques are treated unfairly which suggests that a different set of criteria be developed to handle this particular case. Second, the conditions provided no globally optimal best method. Although the application of other
criteria tend to suggest that the family of uniform clustering techniques are globally optimal among combinatorial procedures with probable local optimality achieved by the \((k,r)\)-method by virtue of its indifference to noise.

The fitting of mixtures of multivariate normal distributions using such programs as Normap and Normix, developed by Wolfe, \([53, 54]\) may be extremely useful in many situations and the sequence of likelihood ratio tests for the number of groups which attend these methods is possibly the best procedure available given the assumption of normality. The method also has the considerable advantage in that it does not rely on an arbitrary choice of dissimilarity or distance measure. Unfortunately, because of the large number of parameters to be estimated, these methods ideally require large sets of data, and, in general, they consume large amounts of computer time. Also, the development of the theory of mixed non-normal distributions is still primitive. Moreover, the problem of local maxima of the likelihood function arises, and several runs using different initial estimates of the parameters are desirable. All other clustering techniques are potential sources of initial estimates.

Cluster analysis is potentially a very useful technique, but it requires care in its application, because of many associated problems. In many of the applications that have been reported in the literature, the authors have either ignored or have been unaware of these problems and, consequently, few results of lasting value can be pointed to. Hopefully, future users of the techniques will adopt a more cautious approach and, in addition, remember that, along with most statistical techniques, classification procedures are essentially descriptive techniques for multivariate data, and solutions given should lead to a proper re-examination of the data matrix rather than a mere acceptance of the clusters produced.
In this paper, an attempt has been made to review techniques of cluster analysis, and to describe and illustrate problems associated with them. Because of the ever-growing volume of relevant literature, any review of the field is likely to be out of date before it is started. However, it is hoped that this paper will serve some purpose, if only to dissuade people from using uncritically the nearest clustering program available.
APPENDIX I

AN OVERVIEW OF THE THEORY OF UNSUPERVISED
BAYESIAN ESTIMATION

1) Convergence Theorems.

Unsupervised estimation arises in classes of problems including nonstationary class probabilities, statistically dependent measurement vectors \( x_1, x_2, \ldots, x_n \), and unknown synchronization (for waveforms, and, sometimes, in the case of images, called unknown registration). The general problems were formulated in a Bayesian minimum-conditional-risk framework by Patrick 28, with the mixture concept emphasized. Combined with similar work by Hilborn and Lainiotis, this provides a precise formal definition of the problem.

Implicit in the solution of unsupervised estimation problems is the concept of identifiability — that there should be a one-to-one mapping or relationship between a set of mixing parameters and the resulting mixtures. Teicher's work on finite mixtures was reduced by Yakowitz and Spragins 57 to a sufficiency theorem that a necessary and sufficient condition for the identifiability of a class of mixtures is the linear independence of the density functions in each finite mixture. They showed also that a large number of parametric families (including Gaussian) are identifiable.

The Bayes estimator for the true parameter \( \theta^* \) characterizing \( h(x) \) computes the a posteriori density of each point \( h^k \) in \( H^M \) using Bayes theorem:

\[
p(h^k|x_1) = \frac{\sum_{k=1}^{M} \frac{f(x_1|h^k)p_k}{l \text{ [numerator]}}} \]  
k=1,2,\ldots,N, \text{ all } h^k \in H^M
\]
given one sample $x_1$, an a priori density $\{p_0(h^k)\}_{k=1}^V$ and the family $F$ of densities. For a given sequence of $n$ sample $\tilde{x}_n$, an a priori density, and the family $F$, the a posteriori density is

$$p(h^k | \tilde{x}_n) = \frac{\sum_{i=1}^k f(\tilde{x}_n | b_i^k) p(b_i^k | \tilde{x}_{n-1})}{\sum_{k=1}^{V} [\text{numerator}]}$$

Samples $x_1, x_2, \ldots, x_n$ are assumed parameter conditionally independent and the prior probabilities $p_0^k$ are assumed independent of the samples.

Implementation of the above, requires that $B^M$ be a finite set of $V$ vector points $(h^k)$. For a quadratic loss function and this discretized parameter space, the Bayes estimator is

$$\hat{b}_n = \sum_{k=1}^V b^k p(h^k | \tilde{x}_n)$$

with $p(h^k | \tilde{x}_n)$ calculated as above.

Denoting the true mixture density of $h(x)$, we define

$$\pi(h^k) = E[\ln(h(x | b^k))] = \int [\ln(h(x | b^k))] h(x) dx$$

We now show how the convergence properties of $p(h^k | \tilde{x}_n)$ and $(\hat{b}_n)$ depend on $\pi(h^k)$, which is a measure of the projection of $\ln(h(x | b^k))$ onto $h(x)$.

The convergence properties of the Bayes estimator on a finite $B^M$ were discovered by Patrick [29] and are listed below. The following assumptions are necessary:

I) $h(x | x_1, x_2, \ldots, x_{n-1}, b) = h(x_n | b)$,

II) There exists an integer $s > 1$ such that

$$E[|\ln(h(x | b^k))|^s] < \infty \text{ for all } b^k \in B^M$$

III) The probability measures corresponding to $h(x | b^k)$ are absolutely continuous with respect to the Lebesgue measure $\mu$. 
IV) $u(x) | h(x|b^k) - h(x|b^j) > \theta > 0$ for all $b^k, b^j \neq k$.

V) $h(x|b^k)$ contains the true mixture $h(x)$.

VI) The a priori probabilities $p_0(b^k)$ are nonzero.

Theorem I.1: Conditions III, IV and V imply

a) $b^* = \arg \left[ \max_{b^k \in \mathcal{B}'} h(b^k) \right]$ is unique.

In addition conditions I, II and VI imply

b) $p \left[ \lim_{n \to \infty} (\hat{b}_n - b^*) = 1 \right]$, 

c) $(c = \infty) (n) E[|\hat{b}_n - b^*|] < cn^{-s/2}$.

Corollary: If condition I in the previous theorem is satisfied and if in addition

$(\hat{b}^k \in \mathcal{B'})(c = \infty) \sup_{x \in \mathcal{B}} |\ln(h(x|b^k))| < \infty$,

$$\mathcal{B} = \max_k ||b^k - b^*||$$

then

$$E[|\hat{b}_n - b^*|] < R^2(p^2)^n$$

Let $x$ be a p-dimensional observation having density $h(x|b^*)$. Individual observations $x$ are denoted $x_1, x_2, \ldots, x_n$ and are parameter individually independent and identically distributed.

Assumptions:

I) the function $n(b) = E[\ln(h(x|b))]$ is uniquely maximum at $b = b^*$; i.e., $b \neq b^* \iff n(b) < n(b^*)$.

II) A practical bound on $\mathcal{B}$ is available; i.e., it is known that $b \in \mathcal{B} = \mathcal{B'}$ and that for all $b \in \mathcal{B}'$,

$$||b - b^*|| < R < \infty.$$
Theorem 1.2: Let \( \varepsilon \) be an arbitrarily small positive constant and let \( G_\varepsilon \) denote an \( \varepsilon \) neighbourhood of \( b^* \). If for the family \( \mathcal{H} \), conditions I to III hold, then for \( n \) sufficiently large,

\[
(\delta > 0) (k) \sum_{B \in G_\varepsilon} p(b|\hat{x}_n) db < k \exp(-n2\delta).
\]

Thus the 'time constant' of the convergence rate is dependent upon the magnitude of the gradient of \( n(b) \) near \( b^* \); the rate is enhanced the more sharply peaked the function \( n \) is at \( b^* \). This result also shows that the rate depends, through \( k \), upon the tightness of the bound on \( B \).

Corollary: Let \( ||b - b^*|| < R \), then for the Bayes estimator

\[
(b)_n = \int_B b p(b|\hat{x}_n) db,
\]

\[
\int_0^a 2^{-1} \sum_{n=0}^\infty E \left[ \left|| (b)_n - b^* \right||^2 \right] < kR(R+c) \exp(-n2\delta) + c^2.
\]

The Bayes estimator \( (b)_n \) minimizing average risk on \( B \) for a quadratic loss function is defined as

\[
(b)_n = \sum_{r=1}^V b^r p(b^r|\hat{x}_n),
\]

where \( p(b^r|\hat{x}_n) \) is the a posteriori probability mass on \( b^r \) computed as

\[
p(b^r|\hat{x}_n) = \frac{\sum_{k=1}^n h(x_k|b^r)}{\sum_{r=1}^V \sum_{s=1}^n h(x_s|b^r)}, \quad r=1,2,\ldots,V.
\]

The following set of results show that \( p(b^r|\hat{x}_n), \neq m \), diminishes to zero exponentially for large enough \( n \) with probability zero. Then, that the Bayes estimator on a finite set is asymptotically superefficient; i.e., it has variance smaller than \( O(1/n) \). An estimator can be superefficient only
on a set of parameters of Lebesgue zero.

Theorem I:3: If condition III holds, then the a posteriori probability mass

\[ p(b^r | \hat{x}^n) \text{ is bounded for } n \text{ sufficiently large by} \]

\[ p(b^r | \hat{x}^n) \leq \exp(-n \delta_r), \quad r \neq m, \]

with probability 1, where \[ \delta_r = \frac{1}{3} \left[ n(h^m) - n(h^r) \right]. \]

Corollary: For \( n \max \{ n \delta_r \} \), the mean norm-square-error

\[ \sigma^2_n \triangleq E \left[ \| (b)_n - h^m \|^2 \right], \]

is bounded above by

\[ \sigma^2_n < \sum_{j \neq m} \sum_{k \neq m} (b^1 - h^m) \cdot (b^k - h^m) \cdot \exp(-n \delta), \]

\[ \sigma^2_n < C \exp(C \delta^-) \]

with probability 1, where \( C \) is a positive constant and

\[ \delta^- = \min_{j \neq m} \delta_j. \]

This last implies that the Bayes estimator converges in \( L^2 \) to the point in \( B' \) at which \( n \) is greatest. However, for some family \( H \) and some \( h^* \), \( n \) may be multimodal and \( h^m \) may not be close to \( h^* \).

The form of the Bayes a posteriori probability suggests that there may be other product-type functions which can be utilized similar to that of Bayes. One such function results in the so-called minimum-norm-square-error estimator, denoted \( (a)_n \), is defined on \( B' \) as

\[ (a)_n = \int_{B'} h \cdot q(h | \hat{x}_n) dh, \]

\[ \sum_{s=1}^{n} 2h(x_s | b) - \| (x, b) \|^2 \]

where

\[ q(h | \hat{x}_n) = \frac{\int [ \text{numerator} ] dh}{\int_{B'} [ \text{denominator} ] dh}. \]
and the norm is defined as

\[ \| f(x) \|^2 = \int f^2(x) dx. \]

The norm-square-error between \( h(x|b) \) and the true density function \( h(x|b^*) \) is defined to be

\[ e^2(b) = \| h(x|b) - h(x|b^*) \|^2. \]

\[ = \| h(x|b) \|^2 - 2E[ h(x|b) h(x|b^*) ] + \| h(x|b^*) \|^2. \]

This can be described as the expected fractional squared error,

\[ e^2(b) = \int \left[ \frac{h(x|b) - h(x|b^*)}{h(x|b^*)} \right] h(x|b^*) dx \]

\[ = E \left[ \frac{h(x|b) - h(x|b^*)}{h(x|b)} \right]. \]

We define \( \Gamma(b) \) as

\[ \Gamma(b) \triangleq 2E[h(x|b)] - \| h(x|b) \|^2 \]

\[ = \| h(x|b^*) \|^2 - e^2(b). \]

**Theorem 1.4:** Let \( G \in \epsilon \) denote an \( \epsilon \)- neighbourhood of \( b^* \). If \( h(x|b) \) has finite means for all \( b \in B' \), then with probability 1, for \( n \) sufficiently large,

\[ \int_{B - G} q(b|x_n) db < Kexp \left[ -h( e^2(b') - e^2(b^c)) \right], \]

where \( b' \in B', \quad b^c \in G \) and \( K \) is a finite number.

**Theorem 1.5:** For \( n \) sufficiently large,

\[ p(b^r|x_n) < \exp \left[ -n \left[ e^2(b^r) - e^2(b^m) \right] \right], \]

with probability 1.
Corollary: Define the expected norm-square-error in $\hat{a}_n$ by $\sigma^2(n)$; i.e.,
\[ \sigma^2(n) \triangleq E \left\| (\hat{a}_n - b^m)^2 \right\|.
\]

For $n$ sufficiently large,
\[ \sigma^2(n) \leq \exp\left\{ -n \left( \mathbb{E}^2(b^r) - \mathbb{E}^2(b^m) \right) \right\}
\]
with probability 1, where $0 < C < \infty$.

This shows that the convergence rate depends on both how close $h(x|b^r)$, $r \neq m$, is to $h(x|b^k)$ relative to $h(x|b^m)$, and also upon how close $h(x|b^k)$, $r \neq m$, will diminish to zero faster the closer $b^m$ is to $b^k$.

Theoretical results that compare the convergence rate using $\hat{a}(b)$ versus the rate using $\hat{a}(b)$ are not available. Although such results would be useful, it must be remembered that pragmatic assumptions may lead to estimators that make such theoretical results unnecessary.

The regression function $\eta$ has appeal over $\hat{a}$ because the former involves $h(x|b)$ rather than $h(x|b)$ and yields better results in situations under a high signal-to-noise assumption.

The average norm-square-error in $(b)_n$ is
\[ \sigma^2(n) \triangleq E \left\| (b)_n - b^* \right\|^2 \]
\[ = \sum_{r=1}^{V} \sum_{t=1}^{V} \mathbb{E} \left[ (b^r)_n - b^* \right] \left[ (b^t)_n - b^* \right] \]
\[ p((b^r)_0 | \hat{x}_n) p((b^t)_n | \hat{x}_n) \]

This yields
\[ \sigma^2(n) = \sum_{r=1}^{V} \sum_{t=1}^{V} \mathbb{E} \left[ (b^r)_n - (b^m)_n \right] \left[ (b^t)_n - (b^m)_n \right] \]
\[ r, t \neq m \]
\[ p((b^r)_0 | \hat{x}_n) p((b^t)_0 | \hat{x}_n) \]
\[ + 2E \left[ (b^m)_0 - b^* \right] \sum_{r \neq m} \left[ (b^r)_n - (b^m)_n \right] \]
\[ x \sim p(\mathbf{b}^r_0 | \mathbf{x}_n) \]

\[ + E \| (\mathbf{b}_n^m - \mathbf{b}^*) \|^2 \]

Since the parameter set is bounded,

\[ \| (\mathbf{b}_n^r - \mathbf{b}_n^m) \|_\infty < \infty \]

By the Schwarz inequality and letting

\[ \sigma^2(n) \triangleq \min E \| (\mathbf{b}_n^m) - \mathbf{b}^* \|^2, \]

we have

\[
\begin{align*}
\sigma^2(n) &< (V-1) R^2 \sum_{r \neq m} E[p((\mathbf{b}^r_0) | \mathbf{x}_n)] \\
&+ 2R \sigma^2(n) E \sum_{r \neq m} E[p((\mathbf{b}^r_0) | \mathbf{x}_n)] + \sigma^2(n) \\
&< (V-1) R^2 \sum_{r \neq m} E[p((\mathbf{b}^r_0) | \mathbf{x}_n)] \\
&+ 2R \sigma^2(n) \sum_{r \neq m} E[p((\mathbf{b}^r_0) | \mathbf{x}_n)] + \sigma^2(n). 
\end{align*}
\]

It can be shown that, for large \( n \),

\[ p((\mathbf{b}^r_0) | \mathbf{x}_n) \sim \exp(-nd_2), \quad \text{a.e.,} \]

whereas by the Rao-Cramer lower bound,

\[ \sigma^2(n) > O(n^{-1}); \]

so that for large \( n \),

\[ \sigma^2(n) = o^2(n). \]

That is, the performance of the quasi-Bayes estimator is asymptotically indistinguishable from that of the s.a. estimator, which is best in the sense of having the starting point at which the regression function is the greatest.

An alternative way of implementing the averaging technique is to use \( \Gamma(b) \), and then form the average with \( q((\mathbf{b}^r_0 | \mathbf{x}_n), 1 \leq r \leq V \), as the weighting
coefficients. Specifically, the \( i \)'th component of \((\mathbf{b}^\tau)_n \) is computed as
\[
(b^\tau_{i,n+1}) = (b^\tau_{i,n}) + a_n \left( \frac{1}{n} \sum_{r=1}^{n} (u^\dagger_{r,2n} - u^\dagger_{r,2n-1}) \right),
\]

where \( u^\dagger_{r,2n} \) and \( u^\dagger_{r,2n-1} \) being noisy measurements of the regression function \( f \); i.e.,
\[
\begin{align*}
(u^\dagger_{r,2n} &= 2h(x_n | (\mathbf{b}^\tau)_n + c_{n-1}) - \| h(\cdot | (\mathbf{b}^\tau)_n + c_{n-1}) \|^2, \\
(u^\dagger_{r,2n-1} &= 2h(x_n | (\mathbf{b}^\tau)_n + c_{n-1}) - \| h(\cdot | (\mathbf{b}^\tau)_n + c_{n-1}) \|^2.
\end{align*}
\]

The average is then computed as
\[
(b^\tau)_{n+1} = \frac{1}{V} \sum_{r=1}^{V} (b^\tau_{n+1}(x_n)),
\]

It may be concluded the average estimator singles out the s.a. estimator whose starting point is the best in the sense that the corresponding density function is 'closest' in the norm-square-error sense to the true density.

The merit of the Bayes approach is that it shows \( p(b | x_n) \) must be computed for each point \( b \) in the parameter space. Because this a posteriori density is computed at each point \( b \), the Bayes estimator \( (b)_{n} = \int b \ p(b | x_n) \) need not be staying point-dependent. Stochastic approximation is, on the other hand, starting point-dependent; given \( n \) iterations in the stochastic approximation algorithm, the estimator's performance may be expected to be poor.

Denote the estimate of \( \Gamma(b) \) based on \( x_1, x_2, \ldots, x_n \) by
\[
\begin{align*}
\Gamma_n(b) &= \frac{1}{n} \sum_{s=1}^{n} \{ 2h(x_s | b) - h(\cdot | b) \} \\
&= \frac{2}{n} \sum_{s=1}^{n} h(x_s | b) - h(\cdot | b).
\end{align*}
\]

Let \( e \) be some prespecified allowable error in the parameter estimate and let \( c \) and \( d \) be positive constants with \( c \) smaller than \( e \). Denote by \( (b)_{n,k} \) the \( k \)'th recursive estimate of \( b^* \) based on \( n \) observations. Then
\[
(b^\dagger)_{n,k+1} = \frac{1}{n} \sum_{s=1}^{n} (b^\dagger_{n,k} + \frac{d}{c} \Gamma_n(b)) - \Gamma_n(b_{n,k})
\]

The algorithm increments the estimator in the direction of the gradient
by an amount proportional to the gradient. The iterations on $k$ terminate when

$$|| (b)_{n,k+1} - (b)_{n,k} || < \varepsilon.$$ 

For large $L$, it may be impossible to search over all possible values of $b$. The algorithm may have application as a follow-up to clustering where the starting vector-point $(b)_{n,\frac{L}{2}}$ has been determined using a clustering algorithm.

It must be emphasized that the estimator resulting from a stochastic hill climb is generally not as good as the Bayes estimator. At best, the estimator $(b)_{n}$ is the solution maximizing $\Gamma_n(b)$ of $\eta_n(b)$. The Bayes estimator evaluates

$$\eta_n(b) = \frac{1}{n} \sum_{s=1}^{n} \ln(h(x_s | b))$$

for each point $b$ in the parameter space and then takes an average.
ii) A Class of Minimum-Integral-Square-Distance Algorithms

The class of minimum-integral-square-difference algorithms requires the restriction of $A$ to a finite set $\{a_k\}_{k=1}^N$ of $N$ vector points.

We are interested in unbiased estimators of the mixing parameters of $F$ which are contained in $L^1 L^2$ and which are optimum in the sense that they minimize the squared norm of the difference between the estimated mixture function using a finite family of functions and either the histogram mixture function or the empirical mixture function. The unbiased vector estimator

$$P_n = (P_n(a_1), P_n(a_2), ..., P_n(a_N)),$$

which maximizes

$$\int \left| c_n(x) \sum_{i=1}^n f(x|a_i^2)P_n(a_i) \right|^2 dx,$$

is an example. Robbins' functions will be used in two simple stochastic approximation algorithms that estimate mixing parameters.

Although the family of distributions is not in $L^1 L^2$,

$$(\gamma_0 > 0)(\gamma > \gamma_0, F^* = \{F^*(x|a_i^4)P_i\}_{i=1}^n),$$

$$F^*(x|a_i^4) = F(x|a_i^4), \quad ||x|| < \gamma$$

$$= 0, \quad \text{otherwise}$$

$$x \in V \cup L; i=1,2,\ldots,n$$

is in $L^1 L^2$ and composed of linearly independent functions.

Taking the set of regions $\{I_j\}_{j=1}^n$ define a new family of functions

$$d(x|a_i^4) = \sum_{j=1}^n I_j(x) b_{ij}, \quad i=1,2,\ldots,n,$$

where

$$b_{ij} = \int_{I_j} f(x|a_i^4) dx, \quad i=1,2,\ldots,n; j=1,2,\ldots,n^*.$$

The corresponding family of cumulative densities may be defined as
\[ D(\mathbf{x}|\mathbf{a})^i = \prod_{\ell=1}^{n} x_{\ell}^{i} \left( \sum_{j=1}^{b_{i\ell}} \mathbf{x}_{\ell}^i \right), \quad i=1,2,\ldots,n \]

The functions \( D(\mathbf{x}|\mathbf{a})^i \) are not in \( L^1 L^2 \). But, we can retain their important properties in the cases of interest by requiring that

\[ I_n^* = \{ \mathbf{x} | ||\mathbf{x}|| < \gamma, \ x_{\ell} \in V_{\ell} \}, \]

\[ b_{i\ell}^* = 0, \quad i=1,2,\ldots,n. \]

The resulting family is in \( L^1 L^2 \).

The functions \( \{ f(\mathbf{x}|\mathbf{a})^i \} \) span an \( M' \)-dimensional subspace \( U \) in \( L^1 L^2 \). Let \( U_j \perp \) be the orthogonal complement of this subspace. Define the function

\[ \phi^i(\mathbf{x}) = \frac{f_j(\mathbf{x}|\mathbf{a})^i}{||f_j(\mathbf{x}|\mathbf{a})^i||^2}, \quad i=1,2,\ldots,M'. \]

These functions are called 'Robbin's functions' and have the property that

\[ \int \phi^j(\mathbf{x}) f(\mathbf{x}|\mathbf{a})^i \, d\mathbf{x} = \delta_{ij}. \]

Assuming that the mixture density function \( h(\mathbf{x}) \) contains only functions in \( \{ f(\mathbf{x}|\mathbf{a})^i \} \),

\[ \int \phi^i(\mathbf{x}) h(\mathbf{x}) \, d\mathbf{x} = \int \phi^i(\mathbf{x}) \sum_{j=1}^{M'} f(\mathbf{x}|\mathbf{a})^j \, d\mathbf{x} = P(a^j), \quad i=1,2,\ldots,M'. \]

Let \( a^{i(j,k)} \) be one of the parameter points \( a^1, a^2,\ldots,n \). If each subset is of size \( M' \), there are \( \binom{n}{M'} \) subsets of parameters, and \( k \) denotes the \( k \)'th subset. The last equation suggests the following algorithm for estimating \( P(a^{i(j,k)}) \), the \( j \)'th mixing parameter for the \( k \)'th subset.

**Algorithm 1:**

\[ p_n(a^{i(j,k)}) = \int \phi^j(\mathbf{x}) c_n(\mathbf{x}) \, d\mathbf{x}, \quad i=1,2,\ldots,M'. \]

where \( c_n \) is the empirical probability density function of the samples. This
suggests the basis of the second algorithm due to Robbins.

\[
P_n(a^{i(j,k)}) = \frac{1}{n} \sum_{g=1}^{n} \phi^{i(j,k)}(x_g), \quad i=1,2,\ldots,M',
\]

or in terms of the last estimate of \(P(a^{i(j,k)})\),

**Algorithm 2:**

\[
P_n(a^{i(j,k)}) = \frac{n-1}{n} P_{n-1}(a^{i(j,k)}) + \frac{1}{n} \phi^{i(j,k)}(x_n),
\]

\[i=1,2,\ldots,M'.\]

We now show that the systems resulting from algorithms 1 or 2 minimize 1), as required. Taking the \(k\)'th subfamily of \(F\) as before, the estimated mixture density can be factorized relative to \(\{f(x|a^{i(j,k)})\}\) into \(c^n_k(x) + c_{n_k}^{1}(x)\).

Then the integral mean square difference becomes,

\[
\int \left[ c^n_k(x) - \sum_{j=1}^{M'} f(x|a^{i(j,k)}) \right]^2 dx
\]

\[
= \int \left[ c^n_k(x) + c_{n_k}^{1}(x) - \sum_{j=1}^{M'} f(x|a^{i(j,k)}) \right]^2 dx
\]

\[
= \int \| c_{n_k}^{1}(x) \|^2 dx .
\]

And the integral square difference is minimized relative to the \(\{f(x|a^{i(j,k)})\}\) subfamilies.

The second algorithm maximizes the weighted likelihood function over \(B^{M'}\).

Define the estimator

\[
\hat{b}_{n,a} = \arg \max \left[ \max_{b_k^{M'}} \prod_{j=1}^{n} h(x_j | b_k^{M'}) p_0(b_k^{M'}) \right] b^{M'} e^{b^{M'} \cdot b^{M'}}
\]

where \(P_0(x)\) is the a priori parameter density function on \(B^{M'}\). In what follows,
let

\[ E_b^* \left[ g(x) \right] \triangleq \int g(x) h(x \mid b^*) \, dm, \]

where \( h(x \mid b^*) \) is the true mixture function.

Theorem 1.6: If

1) \( B' \) is closed and \( P_0(b) \) is continuous on \( B' \) with \( P_0(b) > 0 \),
2) \( h(x \mid b) \) is jointly measurable \( \left[ u \right] \) in \( x, b \).
3) the first and second-order partials of \( \ln h(x \mid b) \) with respect to the components \( \Theta_k \) of \( b \) exist and are continuous,
4) \( E_b^* \left[ \sup \left\{ \frac{\partial^2 \ln h(x \mid b)}{\partial \Theta_i \partial \Theta_j} \right\} \left| b \right| \right] < \infty \)
   for some \( \varepsilon > 0 \); conditions 3) and 4) imply that

\[ E_b^* \left[ \frac{\partial \ln h(x \mid b)}{\partial \Theta_i \partial \Theta_j} \right| b^* \right] = 0, \]

\[ c_{ij}(b^*) = -E_b^* \left[ \frac{\partial^2 \ln h(x \mid b)}{\partial \Theta_i \partial \Theta_j} \right| b^* \right] = E_b^* \left[ \frac{\partial \ln h(x \mid b)}{\partial \Theta_i \partial \Theta_j} \right| b^* \right] \]

5) \( c(b^*) \) is positive definite,
6) \( E_b^* \left[ \sup \left\{ \ln h(x \mid b) - \ln h(x \mid b^*) \right\} \left| b - b^* \right| > \varepsilon, b \in B' \right] \)< \infty
   for some \( \varepsilon > 0 \),
7) a bound \( M' \) on the number of active classes is known,
8) \( h(x \mid b^k) \mid b^k \in M' \) is identifiable,

then

\[ p \left[ \lim_{n \to \infty} \left( b_{n^*} \right) = b^* \right] = 1. \]
iii) The Construction of Robbins' Functions:

Let \( M = n \) and denote the Robbins' functions by \( \{ \phi^k \} \). From their definition, the \( \phi^k \) functions are linear combinations of \( \{ f(x|a^j) \} \):

\[
\phi^k(x) = \sum_{i=1}^{n} a_{ki} f(x|a^i). \tag{1}
\]

Let \( Q \) denote an \( n \times n \) matrix and let

\[
q_{ij} = \int f(x|a^i)f(x|a^j)dx.
\]

The by orthogonality,

\[
AQ = I
\]

\[
A = Q^{-1}.
\]

The row vectors of \( A \) give the coefficients for \( 1 \).

If

\[
P_n = \begin{bmatrix} \frac{1}{n} \sum_{s=1}^{n} \phi^1(x_s) \\ \vdots \\ \frac{1}{n} \sum_{s=1}^{n} \phi^n(x_s) \end{bmatrix}
\]

is the vector of mixing parameter estimates based on \( n \) samples and

\[
P_0 = \begin{bmatrix} P(a^1) \\ \vdots \\ P(a^n) \end{bmatrix}
\]

is the vector of true mixing parameters, the mean-square error is

\[
E[||P_n - P_0||^2] = \frac{1}{n} \sum_{k=1}^{n} E[\phi^k(x) - P(a^k)],
\]

using the results \( E[\phi^k(x)] = P(a^k) \) and \( \phi^k(x) \) is statistically independent of \( \phi^j(x) \) for \( j \neq k \).

For many problems representing the parameter space with the finite set \( \{ a^j \} \) may be an approximation. Nevertheless, with probability 1, the values obtained by sequential approximation of the algorithm converge at a rate \( O(1/n) \) although not necessarily to the true parameter. Let \( \sum_{i=1}^{M} f_i(x)P_{i,j} \) denote the true mixture. Then the estimator for \( P(a^i|j,k) \) has a limit,

\[
\sum_{i=1}^{M} f_i(x)P_{i,j} \xrightarrow{P} \sum_{s=1}^{M} P_s \int f(x|a^j) f_s(x) dx.
\]

And if \( h(x) \) span \( \{ f(x|a^i|j,k) \} \), then, with probability 1,

\[
\lim_{n \to \infty} \sum_{i=1}^{n} P_n(a_i) < 1.
\]
APPENDIX II

THE DISSIMILARITY MATRIX FOR THE

H-CONFIGURATION
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