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ABSTRACT

In this thesis, a procedure for calibrating 2 CCD cameras for the purpose of close-range position sensing will be introduced. The procedure results in an over-determined set of linear algebraic equations that can be utilized in determining the coordinate position of some identifiable feature in the scene relative to any set of orthogonal axes. The proposed approach relaxes the geometrical constraint required by most of the available procedures. The performance will then be evaluated and both accuracy and repeatability will be examined.

For the purpose of determining the feature position in a multi-feature image, the point-of-correspondence problem will be discussed and a procedure for the point-of-correspondence in stereo vision will be introduced. The procedure utilizes mathematical morphology as an image processing tool in finding edge-strength images and in determining the location of the point-of-correspondence.

Finally, introducing lens distortion parameters to the calibration process will be presented and the effect of each term will then be illustrated.
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CHAPTER I

Introduction

In recent years, the area of 3-D Machine Vision has been of great interest to both industrial and academic research institutions, with applications in numerous areas such as dimensional measurement, robot guidance, automatic assembly of mechanical parts and electronic components.

3-D machine vision can be broadly classified into two classifications, namely: active vision systems and passive vision systems. In active vision systems (Fig. 1.1), structured light (e.g., laser) highlights the points on the object to be measured.

Several approaches have been developed. A comprehensive review is given by Kak [1] and Jarvais [2] to approaches of retrieving position information using structured light, most of which are based on the triangulation method, with some specific geometrical setup.

Passive systems, on the other hand (Fig. 1.2), utilize two or more cameras and natural features in the object to determine spatial position. The position information is retrieved from the disparity between the same features on the
Fig. (1.1). An active vision system.
If object moves from A to B, both
D & L increase proportionally.
Fig. (1.2). Passive (stereo) vision system.
image planes of the cameras. Systems utilizing two cameras are often referred to as stereo vision. In stereo vision, the major problem is to find a set of matched features between the left and right cameras, known as the point-of-correspondence problem. The relation of the disparity between two matched feature points in the two image planes to a world coordinate system allows the computation of an object position in 3-D dimension. Figure (1.3) illustrates the disparity between the two imaging planes.

In the industrial environment, active systems are far more accepted and utilized than passive systems. This would mainly be due to the complexity of relating the cameras to each other and to the world coordinate system, and also due to the complexity of the point-of-correspondence.

In this thesis we will provide a new solution for the following:

1. Stereo vision calibration for close range position sensing.

We will relax the geometrical constraints set on stereo vision cameras by most researchers in the field (e.g., [3-7]). The approach taken by most researchers can be summarized as:

1. The two cameras have to be co-planer.
Fig. (1.3). Search space in parallel-axis-method.
2. A point in the left camera corresponds to a point in the right camera along the same horizontal line Fig. (1.4).

3. The neighborhood search for the corresponding point is a segment of a straight line defined by the depth range Fig. (1.4).

Relaxing the constraint of the co-planarity of the two imaging planes and their general positioning relative to each other complicates the problem to the extent that solutions provided in the literature are rendered useless. This situation of no specific geometrical constraints is more appropriate to most industrial problems and is considered in this thesis.

Examples pertinent to industrial problems are provided to illustrate the various solutions suggested.

1.1 3-D Stereo Vision:

Most of the techniques introduced in the literature by machine vision researchers had the same principal of operation. Specific geometrical constraints on the imaging setup are usually utilized, e.g. [3-7] and certain assumptions are made regarding the optical train such as the knowledge of the focal length. The effect of lens distortion in most cases was neglected.

Although these assumptions may be valid in some
applications, they cannot be a generalized approach for all applications where high accuracy measurements are required and the geometrical setup is subject to vibrations from the surrounding environment.

A typical example to this approach, is the method introduced recently by Kim and Aggrawal [3]. In this approach a geometrical setup, as shown in Fig. (1.4), was utilized where the two cameras are mounted on a platform with a fixed base-line and parallel focal axes. The horizontal scan line of both cameras are parallel to the base-line so that all disparities between the two imaging planes are horizontal with the same sign.

The main advantage of this approach, is the simplification of retrieving the 3-D information once a set of matched points in both cameras are found. It also simplifies the point-of-correspondence problem since the search for matches is limited over the same horizontal line and within a limited distance on that line proportional to the maximum allowable disparity (e.g., the maximum and the minimum distance the object can be from the camera reflects a maximum value for the disparity between two images, known as the maximum disparity).

The approach, however, has several drawbacks and disadvantages that will limit its use in industrial applications. First, the approach requires an elaborate amount of work to align the two cameras in order to achieve parallel
Fig. (1.4). Imaging geometry of parallel-axes method.
optical axes and parallel base-line to horizontal scan lines of the two cameras. Also, it requires highly skilled personnel to carry-out this task. Second, the approach assumes that the focal length of the two cameras are known, which if valid at initial setup makes replacing the lens or the use of close-up lenses rather complicated. Next, in this approach lens distortion is neglected, which (as will be demonstrated later) has a very noticeable effect on the accuracy of the measurements. Also, locating a corresponding point on the same horizontal line might not be valid due to the distortion (radial or tangential) which may dislocate the point from that line.

From the above discussion it is shown that although the approach simplifies the measurements it has major drawbacks.

It was not until recently that machine vision researchers considered camera calibration approaches that have been utilized by photogrammetrists for the purpose of obtaining quantitative information about an object via photographs. In the past, photogrammetrists have used metric cameras, comparators and plotters for their purpose. However the increasing use of computers introduced applications where the most desirable end product of the photogrammetric mapping is not a contour map, but a list of coordinates which define the spatial position of a finite but large number of discrete points. This change initiated the necessity of using non-metric cameras and therefore the development of calibration
techniques for the purpose of close-range photogrammetry and several calibration techniques have been introduced, e.g., [8-21].

Camera calibration in the context of three dimensional machine vision is the process of determining the internal geometrical and optical characteristics of the camera and lens (intrinsic parameters) and/or the 3-D position and orientation of the camera frame relative to a certain world coordinate system (extrinsic parameters).

The techniques for camera calibration can be classified into three categories:

1. Techniques involving non-linear optimization.
2. Techniques involving only linear equations solving.
3. The two-plane method.

A typical example of techniques involving non-linear optimization is the approach introduced by Paig [10], where an analytical method for self calibration of non-metric close-range cameras was introduced. The approach uses a very elaborate model for imaging, where 17 unknowns are used as parameters to be optimized through a step by step iterative procedure. The reported results indicate high accuracy on an average basis. However, the large number of unknowns requires a considerable amount of CPU time and a good initial guess to ensure convergence. A professional format photo (Nikomat-FT 35 mm camera with a 50 mm Nikkor-4 lens) was used
for acquiring the photographs used for evaluation, which is a factor in the high accuracy reported compared to a CCD camera mounted with a relatively inexpensive lens. Sobel [13], introduced a calibration approach with the objective of automatic calibration of camera and robot for hand-eye project. The approach optimized 18 unknowns and utilized two optimization algorithms. One algorithm is used to provide fast convergence, the second is then applied to improve the results. The search was shown to be complicated due to the fact that a subset of the parameters are interdependent and that empirically it has been determined that there are multiple minima of the cost function. Therefore, it is extremely important to obtain a good initial guess in order not to go astray. No detailed results were given to the measurement accuracy obtained by this approach.

Several number of approaches under the same category were introduced in the literature [8]-[13]. The general drawback of this category as was illustrated in the discussion of the previous two approaches can be summarized in the following points.

1. A good initial guess is required for the optimization parameters.
2. Computationally expensive, it is, therefore, not feasible to implement on small size computer suitable for industrial applications.
The second category techniques involve computing a perspective transformation matrix using linear equation solving [14], [15], [16]. A typical approach is the DLT introduced by Abdel-Aziz and Karara [14]. The approach relates the 3-D world coordinate to 2-D image coordinates through a 3 x 4 perspective transformation matrix with the parameters of the matrix being the unknown parameters for the calibration. The approach utilizes the fact that although the equations characterizing the transformation from 3-D world coordinate to 2-D camera coordinate are non-linear, neglecting the lens distortion will result in a set of linear equations. The approach was implemented by Dainis and Jouberts [16] to perform accurate measurement of robot trajectory. The accuracy reported was comparable to those obtained utilizing other approaches. However, several investigators showed that ignoring lens distortion has a great effect on the accuracy when performing 3-D measurements, e.g., Itoh et al. [17], Luh and Klassen [18]. The effect of lens distortion on the accuracy will be further investigated in this thesis. The effect of different terms of distortion on the accuracy of 3-D measurements will be illustrated.

The third category is the two-plane method developed by Marins et al. [20]. The approach utilized an empirically based formula for the transformation between image and object coordinates. Lens distortion was also neglected. Isaguirre
et al. [21] later generalized the two-plane technique for camera calibration purposes where a full scale non-linear optimization was used.

Recently, Tsai [19] introduced a "Two-stage" calibration technique. In his approach, the first stage determines the 3-D orientation, $x$ and $y$ positions by solving a set of over-determined system of linear equations. In the second stage, the focal length, lens distortion and the $z$ position are computed. This is also done in two steps. First, to find an approximate value for the focal length $f$ and $z$ position by assuming no lens distortion, then solving a set of linear equations. The approximate values are then used as an initial guess to solve for the exact $z, x, K$ , where $K$ is the first coefficient in the radial distortion equation, using standard optimization scheme (such as Steepest Descent). Figure (1.5) shows the four steps transformation for Tsai's approach.

The two stage approach involves computing the exact value for the parameters by solving two sets of linear equations and then using non-linear optimization. It also assumes that only one term of radial distortion is sufficient and that tangential distortion can be ignored. In this thesis, a more simplified calibration approach will be introduced in which both types of lens distortion (tangential and radial) are considered.
Fig. (1.5). Tsai's four steps transformation from 3-D world coordinate to computer coordinate.
1.2 **Point-of-Correspondence**

In stereo vision, the major problem is to find a set of matched features between the left and the right images, known as the point-of-correspondence problem. The studies addressing this problem can be classified into two classes.

One class of studies addresses the psychophysical and biological aspects of human visual system. Marr and Poggio [22-23] proposed a feature-point based model of aspects of human stereopsis. Grimson [14] implemented the algorithm and tested it on natural images and on the random dot stereograms introduced earlier by Julesz [25]. A number of additional psychophysical predictions of the model have been tested, and consequently several modifications and improvements have been introduced [26-28].

The second class of studies examines computational aspects in various application domains. Arnold [29] and Arnold and Binford [4] used an ad hoc voting scheme based on local context to match edges in aerial photographs. Barker [30] introduced an edge based approach and scan line correlation. An intensity correlation scheme was added later by Barker and Binford [31] to fill the gap between matched edges.

Recently, Kim et al. [3] introduced 16 zero-crossing patterns based on the local connectivity, Fig. (1.6). These patterns were used with a relaxation method based on continuity of local disparities for matching. The algorithm
Fig. (1.6). Zero-crossing patterns.
was further simplified by constraining the imaging geometry. Similar to most of the techniques dealing with the point-of-correspondence, the approach utilized images from co-planar cameras. Therefore, if the two cameras are at an angle to each other none of the above techniques would have satisfactory performance. Since the zero-crossing connectivity or the edges do not have the same projection on the imaging planes. This problem is addressed in this thesis and a new approach for solving this problem will be introduced. The approach utilizes mathematical morphology operators and some of the recent work reported on mathematical morphology application in image analysis.

1.3 Mathematical Morphology

Mathematical morphology provides an approach to the processing of images which is based on the set theoretic concepts of shape.

It was formalized at the Ecole de Mines in Paris in the mid 1970’s by Matheron [32] and later extended by Serra [33] and Sternberg [34-35]. It has grown to envelop a variety of applications and hardware. It has been widely used in industrial applications with computer architecture specialized to perform morphological operations, McCubbrey and Lougheed [36] proposed a raster pipeline processor for morphological image analysis. Crimmins and Brown [37] reviewed the special purpose theory, software and hardware
for automatic recognition that have been under development at ERIM (Environmental Research Institute of Michigan). It was also illustrated that shape recognition can be carried out with set theory operations by treating images and shapes as point sets in n-dimensional cartesian space.

Several machines which perform morphological operations are currently available such as Golay logic processor [38], and Diff3 [39]. 1987, Haralick et al. [40] indicated that although the techniques are being used in the industrial world, the basis and the theory of mathematical morphology are not covered in the literature. Henceforth, they provided a tutorial that reviewed both binary morphology and gray-scale morphology, covering the operations of dilation, erosion, opening, closing and their relations in an attempt to attract the attention of the academic researchers to this area and its importance as an image processing tool.

A limited number of applications for morphological operators has been reported in the literature. However, the interest is increasing and applications are being introduced. Peleg, Naor, Hartly and Avnir [41] introduced an approach for analysis and classification on multiple resolution texture. Crimmins and Brown [38] discussed an approach for automatic shape recognition. Lee, Haralick and Shappiro [42] introduced edge detection operators using mathematical morphology and compared the results to that obtained by applying the enhancement/thresholding edge detector [43] and
the cubic facet second derivative zero-crossing edge operator [44]. They reported that, as noise increases, the blur-minimum morphological edge operator has a comparable result to that obtained by the second-derivative zero-crossing edge detector and that both have much better performance than the rest of the operators tested.

In industrial applications involving objects or defects identification, mathematical morphology, when appropriately used, proves to be a useful tool for image processing that tends to simplify image data preserving their essential shape characteristics and eliminating irrelevancies. Since the identification of objects, object features and assembly defects correlate directly with shape, then mathematical morphology becomes the natural apparent approach to deal with industrial problems such as machine vision recognition and robot guidance. In this thesis mathematical morphology will be used for dealing with the matching process of the point-of-correspondence problem and also in obtaining the edge strength images.

1.4 Organization of the Thesis

The thesis is organized into 7 chapters. The first chapter, typically, is the introduction where some of the previous research work in related areas to this thesis is reviewed and the objectives of this thesis are outlined. The chapter is concluded with the outline of thesis organization.
Chapter 2 describes our proposed camera calibration procedure for the purpose of close range position sensing. The procedure relates camera coordinate systems to an orthogonal system through the calibration parameters. Using 2 CCD cameras calibrated to the same orthogonal axes system the 3-D position information of an object in view of both cameras will be retrieved.

Chapter 3 deals with performance evaluation of the proposed technique. Accuracy and repeatability of each of three axes is reported. A test procedure proposed by the Automated Vision Association is outlined and adhered to when the performance evaluation test performed.

Chapter 4 covers some of the fundamentals and mathematical concepts of mathematical morphology. Morphological operator, their residues and some of their applications to edge detection and automatic shape recognition are reviewed. Several illustrated examples of morphological applications to both binary and gray-scale images are given. This chapter provides a background for the definitions and operators of mathematical morphology to be used in chapter 5.

Chapter 5 deals with the point-of-correspondence problem in stereo images. A procedure for determining the point-of-correspondence is introduced. The procedure utilizes the calibration parameters and morphological operators. Several examples illustrating the procedure are presented.
Chapter 6 extends the calibration procedure to include lens distortion parameters. Both radial and tangential distortion are discussed and their effect on the accuracy of the measurements is evaluated.

Chapter 7 is a conclusion and discussion of this thesis.
CHAPTER II

CAMERA CALIBRATION

Abstract

In this chapter a procedure for calibrating 2 CCD cameras to a set of orthogonal axes for the purpose of close range position sensing will be introduced. The procedure involves solving an over-determined set of linear algebraic equations. The parameters obtained relate the camera coordinate system to the orthogonal system to which the camera was calibrated. These parameters are then utilized to determine the position of an object in view of both cameras.

2.1 Introduction

Several types of camera calibration techniques have been suggested in the literature. The mathematical formulation of calibration procedures have been introduced for non-metric cameras used by photogrammetrists for distance measurements from photographic data [8-15]. However, it is only recently that machine vision researchers became interested in.
investigating some of the approaches developed for photogrammetry to be utilized for machine vision application [19].

In this chapter, a development of a camera calibration procedure will be introduced, based on the method of Direct Linear Transform (D.L.T.) introduced by Abdel-Aziz and Karara [14] with the objective of developing a passive position finding system using off-the-shelf cameras, lenses and computer hardware to be realized in an industrial application.

The calibration parameters obtained through the calibration procedure are to be used to determine the 3-Dimensional position of the object in the field of view of both cameras to the world coordinate system to which the cameras have been calibrated. The accuracy of the calibration procedure is evaluated by calculating the 3-dimension (3-D) information of the points used for the calibration.

The accuracy and repeatability of the system will be tested and discussed in the next chapter.

The procedure does not require knowledge of the focal length of the cameras, the distance between them or their relative angle of orientation.
2.2 Development of the Camera Calibration Equations

Camera calibration is defined as the process of determining the camera's extrinsic and intrinsic parameters. Extrinsic parameters are the 3-D relation of the camera frame in relation to a world coordinate system. Intrinsic parameters on the other hand are the internal camera parameters and optical train such as lens distortion coefficients. The following section will develop the equations dealing with the extrinsic parameters.

Let the position of a known target point be given in homogeneous coordinates \( P = (X, Y, Z) \) measured from any set of coordinate axes, and its position in the imaging plane of the camera be given by \( (x', y') \) as shown in Fig. (2.1). The 3-D matrix transformation, used commonly in computer graphics theory [45], can be utilized to relate \( (x', y') \) to \( (X, Y, Z) \) as

\[
\begin{bmatrix}
x' \\
y' \\
w_1 \end{bmatrix} = \begin{bmatrix}
a_1 & a_2 & a_3 & a_4 \\
a_5 & a_6 & a_7 & a_8 \\
a_9 & a_{10} & a_{11} & a_{12}
\end{bmatrix} \begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix}
\] (2.1)

where \( (x', y') \) is the camera imaging plane coordinate measured relative to the center of the plane.

The last parameter \( a_{12} \) in the transformation matrix is
Fig. (2.1). Projection of the point $P(X,Y,Z)$. 
set to 1 with no loss of generality since it can be considered in normalizing the 3 equations. Since, the parameter $\alpha_{12}$ which represents a scaling factor between the world coordinate and the imaging coordinate system [45] and, therefore, can never be equal to zero.

Now, rearranging equation (2.1) in the form

$$A\alpha = B$$  \hspace{1cm} (2.2)

we can write

$$\begin{bmatrix} X & Y & Z & 1 & 0 & 0 & 0 & 0 - x'X - x'Z \\ 0 & 0 & 0 & 0 & X & Y & Z & 1 - y'X - y'Y \end{bmatrix} \alpha = \begin{bmatrix} x' \\ y' \end{bmatrix}$$  \hspace{1cm} (2.3)

where

$$\alpha = \begin{bmatrix} \alpha_1 & \alpha_2 & \alpha_3 & \ldots & \alpha_{11} \end{bmatrix}^T$$

The calibration in this form is to determine the values of the parameters $\alpha_i$ ($i=1, \ldots, 11$) that satisfy these 2 equations. In order to solve the equation represented in (2.2) a minimum of six measured points $\left( X_j, Y_j, Z_j \right)$ in the world coordinate relative to any desired axes system are required. Their corresponding position on the cameras imaging plane $\left( x'_j, y'_j \right)$ $j=1, N$ and $N \geq 6$ (usually more than 6 points are considered in order to compensate for small errors in the measurements) are obtained. Substituting these values into Eq. (2.3) results in the development of an over-determined set of linear algebraic equations in the form of
The equation in (2.4) can be solved using the method of singular value decomposition [46] for a least-squares or by solving the set of linear equations given by

\[ A^T A \alpha = A^T B \]  

(2.5)

which can be solved (using any of the available procedures, for example, Crout's method [47] (that was utilized in our implementation). Once, the parameters are obtained the camera coordinate system is related to the coordinate system through the transformation matrix of Eq. (2.1) and recalibration is not required as long as the camera's position in relation to the world coordinate system has not been changed.

2.3 Procedure for the Calibration and Data Collection

In the previous section the theoretical formulation of the equation for the calibration was established. In this section the implementation, the procedure followed and the results of the calibration will be discussed.

The accuracy of the calibration system in 3-D measurements depends on the accuracy of the target used for calibration and pre-processing algorithms.
A white target with 9 black discs with 5 mm equal spacings in both x and y direction was developed on a CAD system and a high precision plotter to plot the discs on mylar paper. A three axes table with 3-dial gage indicators mounted to the fixture for measurements of displacement (accuracy of dial gages is 0.0005 inch) with a resolution of 0.001 inch on the dial scale as shown in Fig. (2.2).

1. The image is first thresholded using the algorithm described in [48]. This basically yields a binary image from an 8 bit gray-level image (the image used have a resolution 256 gray-levels and is digitized to 492 x 510 pixels). This step is required to separate the objects (disks) from the white background. The thresholding selection algorithm is basically described by the iterative equation:

\[
T_{l+1} = \frac{\sum_{i=0}^{T_R} n_i}{\sum_{i=0}^{255} n_i} + \frac{\sum_{i=T_R+1}^{255} n_i}{\sum_{i=T_R+1}^{255} n_i}
\]  

(2.6)

The solution is obtained when \( T_{l+1} = T_l \).

2. A border following algorithm utilizing the 8 points neighborhood described in [49] is then used to
Fig. (2.2). Calibration and accuracy test set-up.
determine the border points of the disk.

3. From the border point the centroid location of the disk is obtained using the formula

\[
C_x = \frac{\sum_{i=1}^{N} x_i}{N}
\]

\[
C_y = \frac{\sum_{i=1}^{N} y_i}{N}
\]  \hspace{1cm} (2.7)

where \( N \) is the total number of border points.

4. The corresponding \((X,Y,Z)\) location of the disk is given to the system.

5. Repeat the previous steps and construct a set of over-determined equation on the form

\[
AX = B
\]  \hspace{1cm} (2.8)

6. The set is then solved to determine the calibration parameters \( a' \)s.

Figure (2.3) shows a flow-chart of the procedure, Fig. (2.4) shows typical values for calibration parameters obtained by following the above procedure and with 27 points.
Position target in view of both cameras

Find centroid location in each camera coordinate system
\((x'_i, y'_i), (x''_i, y''_i)\) \(i = 1 \rightarrow 9\)

Enter the corresponding X,Y,Z location of each disk with respect to world co-ordinate

Construct a set of over-determined linear equations as shown in Equations 2.3 and 2.4

Obtain the least square solution, i.e., find \(a's\)

Fig. (2.3). Calibration procedure flow chart
<table>
<thead>
<tr>
<th>CAMERA 1</th>
<th>CAMERA 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>14.0091698401741400000000</td>
<td>13.8359876624018500000000</td>
</tr>
<tr>
<td>-0.3545243177730287000000</td>
<td>-0.3802920905352070000000</td>
</tr>
<tr>
<td>-5.7236234274342670000000</td>
<td>5.3860936230904100000000</td>
</tr>
<tr>
<td>-31.6958465472026700000000</td>
<td>45.3257343549703900000000</td>
</tr>
<tr>
<td>-0.7466646769533669000000</td>
<td>1.0099964542490380000000</td>
</tr>
<tr>
<td>18.1738469545501600000000</td>
<td>17.7548585541233700000000</td>
</tr>
<tr>
<td>-1.2880377150461280000000</td>
<td>-1.1408262534055380000000</td>
</tr>
<tr>
<td>-7.3244415747283100000000</td>
<td>6.7613431397991500000000</td>
</tr>
<tr>
<td>0.0006326945006829167000</td>
<td>0.00069640653327553560000</td>
</tr>
<tr>
<td>-0.0063951283438109760000</td>
<td>-0.0079571273921698390000</td>
</tr>
<tr>
<td>-0.0013349494728861380000</td>
<td>-0.0014603486367017270000</td>
</tr>
</tbody>
</table>

Fig. (2.4). Shows a typical values for the calibration parameter of Camera 1 and Camera 2.
2.4 3-Dimension Position Finding

Once the camera has been calibrated and the parameters \( \alpha_i; i=1,11 \) are determined, the equation given in (2.1) can be re-arranged as

\[
\begin{bmatrix}
  (\alpha_1-\alpha_2 x')(\alpha_2-\alpha_{10} x')(\alpha_3-\alpha_{11} x') \\
  (\alpha_5-\alpha_6 y')(\alpha_6-\alpha_{10} y')(\alpha_7-\alpha_{11} y')
\end{bmatrix}
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix} = 
\begin{bmatrix}
  x'-\alpha_4 \\
  y'-\alpha_8
\end{bmatrix}
\] (2.9)

For a point on the target \((X,Y,Z)\) the imaging \((x',y')\) on the camera plane is measured and substituted in the above two equations yielding an under-determined set of equations (two equations in three unknowns).

In order to complete the above set of equations a second camera is required. Calibrating the second camera and obtaining its transformation matrix

\[
\begin{bmatrix}
  x''^w_2 \\
  y''^w_2 \\
  z''^w_2
\end{bmatrix} = 
\begin{bmatrix}
  \beta_1 & \beta_2 & \beta_3 & \beta_4 \\
  \beta_5 & \beta_6 & \beta_7 & \beta_8 \\
  \beta_9 & \beta_{10} & \beta_{11} & 1
\end{bmatrix}
\begin{bmatrix}
  X \\
  Y \\
  Z \\
  1
\end{bmatrix}
\] (2.10)
Rearranging the equation as for camera 1 we obtain

\[
\begin{bmatrix}
(\beta_1 - \beta_9 x'')(\beta_2 - \beta_{10} x'') (\beta_2 - \beta_{11} x'') \\
(\beta_5 - \beta_{13} y'')(\beta_6 - \beta_{14} y'') (\beta_6 - \beta_{15} y'') 
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z 
\end{bmatrix}
= \begin{bmatrix}
x'' - \beta_4 \\
y'' - \beta_8 
\end{bmatrix}
\tag{2.11}
\]

The four linear equations formulated in equations (2.9) and (2.11) represent an over-determined set of equations which can be solved in the least square sense (similar to the procedure followed in the calibration steps) to obtain the $X, Y, Z$ of some unknown position of an identifiable feature on the target which provided the imaging points $(x', y')$ and $(x'', y'')$.

2.5 Calibration Results

Several calibration experiments using 18, 27 and 54 points were performed. The calibration parameters obtained were then used with the $(x', y')$ and $(x'', y'')$ that were utilized to determine these parameters to recalculate the position $X, Y, Z$ of each of the calibration points and comparing the actual position to the calculated position of each point. Figures (2.5), (2.7) and (2.9) show the results of each case, whereas Figs. (2.6), (2.8), (2.10) show the maximum error between the original and the calculated values for each of the three examples for each of the $X, Y, Z$ axes.
<table>
<thead>
<tr>
<th>Xo</th>
<th>Yo</th>
<th>Zo</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000</td>
<td>6.35000</td>
<td>-7.62000</td>
<td>-0.01630</td>
<td>6.35763</td>
<td>-7.56869</td>
</tr>
<tr>
<td>-6.35000</td>
<td>0.00000</td>
<td>-7.62000</td>
<td>-6.33837</td>
<td>0.00999</td>
<td>-7.55824</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-7.62000</td>
<td>0.11439</td>
<td>-0.00152</td>
<td>-7.61407</td>
</tr>
<tr>
<td>6.35000</td>
<td>0.00000</td>
<td>-7.62000</td>
<td>6.40791</td>
<td>-0.01064</td>
<td>-7.67047</td>
</tr>
<tr>
<td>-6.35000</td>
<td>-6.35000</td>
<td>-7.62000</td>
<td>-6.38133</td>
<td>-6.34479</td>
<td>-7.61895</td>
</tr>
<tr>
<td>0.00000</td>
<td>-6.35000</td>
<td>-7.62000</td>
<td>-0.01385</td>
<td>-6.35730</td>
<td>-7.64143</td>
</tr>
<tr>
<td>0.00000</td>
<td>6.35000</td>
<td>7.62000</td>
<td>-0.03259</td>
<td>6.35241</td>
<td>7.59093</td>
</tr>
<tr>
<td>-6.35000</td>
<td>0.00000</td>
<td>7.62000</td>
<td>-6.32270</td>
<td>0.03923</td>
<td>7.62409</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>7.62000</td>
<td>0.09150</td>
<td>-0.03086</td>
<td>7.60071</td>
</tr>
<tr>
<td>6.35000</td>
<td>0.00000</td>
<td>7.62000</td>
<td>6.37469</td>
<td>-0.00858</td>
<td>7.66961</td>
</tr>
<tr>
<td>-6.35000</td>
<td>-6.35000</td>
<td>7.62000</td>
<td>-6.37336</td>
<td>-6.36332</td>
<td>7.62906</td>
</tr>
<tr>
<td>0.00000</td>
<td>-6.35000</td>
<td>7.62000</td>
<td>0.02986</td>
<td>-6.38231</td>
<td>7.64698</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-2.54000</td>
<td>-0.05000</td>
<td>0.02000</td>
<td>2.49000</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-5.08000</td>
<td>-0.02000</td>
<td>-0.02000</td>
<td>4.98000</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-7.62000</td>
<td>-0.03000</td>
<td>0.00000</td>
<td>-7.54000</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-10.16000</td>
<td>-0.07000</td>
<td>-0.04000</td>
<td>-10.09000</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-12.70000</td>
<td>-0.08000</td>
<td>-0.02000</td>
<td>-12.70000</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-15.24000</td>
<td>-0.09000</td>
<td>-0.02000</td>
<td>-15.15000</td>
</tr>
<tr>
<td>-2.54000</td>
<td>0.00000</td>
<td>-10.16000</td>
<td>-2.56000</td>
<td>-0.02000</td>
<td>-10.08000</td>
</tr>
<tr>
<td>-5.08000</td>
<td>0.00000</td>
<td>-10.16000</td>
<td>-5.03000</td>
<td>-0.02000</td>
<td>-10.23000</td>
</tr>
<tr>
<td>2.54000</td>
<td>0.00000</td>
<td>-10.16000</td>
<td>2.46000</td>
<td>-0.02000</td>
<td>-9.99000</td>
</tr>
<tr>
<td>0.00000</td>
<td>0.00000</td>
<td>-10.16000</td>
<td>-0.07000</td>
<td>-0.04000</td>
<td>-10.09000</td>
</tr>
</tbody>
</table>

Fig. (2.5). Original and calculated positions of the 18 calibration points.

<table>
<thead>
<tr>
<th></th>
<th>X - Xo</th>
<th>Y - Yo</th>
<th>Z - Zo</th>
<th>P - Po</th>
</tr>
</thead>
<tbody>
<tr>
<td>.04604</td>
<td>.01755</td>
<td>.01267</td>
<td>.05087</td>
<td></td>
</tr>
<tr>
<td>.01630</td>
<td>.00763</td>
<td>.05131</td>
<td>.05437</td>
<td></td>
</tr>
<tr>
<td>.03203</td>
<td>.00456</td>
<td>.03845</td>
<td>.05025</td>
<td></td>
</tr>
<tr>
<td>.01613</td>
<td>.00999</td>
<td>.06176</td>
<td>.06364</td>
<td></td>
</tr>
<tr>
<td>.11439</td>
<td>.00152</td>
<td>.00593</td>
<td>.11455</td>
<td></td>
</tr>
<tr>
<td>.05791</td>
<td>.01064</td>
<td>.05047</td>
<td>.07755</td>
<td></td>
</tr>
<tr>
<td>.03113</td>
<td>.00521</td>
<td>.00105</td>
<td>.03178</td>
<td></td>
</tr>
<tr>
<td>.01385</td>
<td>.00730</td>
<td>.02143</td>
<td>.02654</td>
<td></td>
</tr>
<tr>
<td>.04321</td>
<td>.00825</td>
<td>.00953</td>
<td>.10881</td>
<td></td>
</tr>
<tr>
<td>.02424</td>
<td>.01917</td>
<td>.09398</td>
<td>.09893</td>
<td></td>
</tr>
<tr>
<td>.03259</td>
<td>.00241</td>
<td>.02907</td>
<td>.04373</td>
<td></td>
</tr>
<tr>
<td>.01301</td>
<td>.02270</td>
<td>.00325</td>
<td>.02636</td>
<td></td>
</tr>
<tr>
<td>.02730</td>
<td>.03923</td>
<td>.00409</td>
<td>.04797</td>
<td></td>
</tr>
<tr>
<td>.09150</td>
<td>.03086</td>
<td>.01929</td>
<td>.09847</td>
<td></td>
</tr>
<tr>
<td>.02469</td>
<td>.00858</td>
<td>.04961</td>
<td>.05607</td>
<td></td>
</tr>
<tr>
<td>.02336</td>
<td>.01368</td>
<td>.00906</td>
<td>.02854</td>
<td></td>
</tr>
<tr>
<td>.02986</td>
<td>.03231</td>
<td>.02698</td>
<td>.05161</td>
<td></td>
</tr>
<tr>
<td>.08130</td>
<td>.01426</td>
<td>.05614</td>
<td>.09982</td>
<td></td>
</tr>
<tr>
<td>.05000</td>
<td>.02000</td>
<td>.05000</td>
<td>.07348</td>
<td></td>
</tr>
<tr>
<td>.02000</td>
<td>.02000</td>
<td>.10000</td>
<td>.10392</td>
<td></td>
</tr>
<tr>
<td>.03000</td>
<td>.02000</td>
<td>.08000</td>
<td>.08544</td>
<td></td>
</tr>
<tr>
<td>.07000</td>
<td>.04000</td>
<td>.07000</td>
<td>.10677</td>
<td></td>
</tr>
<tr>
<td>.08000</td>
<td>.02000</td>
<td>.00000</td>
<td>.08246</td>
<td></td>
</tr>
<tr>
<td>.09000</td>
<td>.02000</td>
<td>.09000</td>
<td>.12864</td>
<td></td>
</tr>
<tr>
<td>.02000</td>
<td>.02000</td>
<td>.08000</td>
<td>.08485</td>
<td></td>
</tr>
<tr>
<td>.05000</td>
<td>.02000</td>
<td>.07000</td>
<td>.08832</td>
<td></td>
</tr>
<tr>
<td>.08000</td>
<td>.02000</td>
<td>.17000</td>
<td>.18894</td>
<td></td>
</tr>
<tr>
<td>.07000</td>
<td>.04000</td>
<td>.07000</td>
<td>.10677</td>
<td></td>
</tr>
</tbody>
</table>

Average Position Error in X direction: .04552 mm
Average Position Error in Y direction: .01700 mm
Average Position Error in Z direction: .05050 mm
Average Overall Position Error: .07795 mm

Fig. (2.6). The error value between original and calculated positions.
Viewing Region in mm: 12.70 x 12.70 x 15.24
No. of Calibration points used: 27
Target: Dots on a Flat Surface

<table>
<thead>
<tr>
<th>Original Position (mm)</th>
<th>Calculated Position (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xo</td>
<td>Yo</td>
</tr>
<tr>
<td>-6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>-6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>.00000</td>
<td>6.35000</td>
</tr>
<tr>
<td>6.35000</td>
<td>6.35000</td>
</tr>
<tr>
<td>-6.35000</td>
<td>.00000</td>
</tr>
<tr>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>6.35000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>-6.40998</td>
<td>6.34506</td>
<td>-7.54862</td>
</tr>
<tr>
<td>-.02844</td>
<td>6.33654</td>
<td>-7.62807</td>
</tr>
<tr>
<td>6.33139</td>
<td>6.36361</td>
<td>-7.61525</td>
</tr>
<tr>
<td>-6.29805</td>
<td>.03616</td>
<td>-7.61036</td>
</tr>
<tr>
<td>.07221</td>
<td>-.02702</td>
<td>-7.60373</td>
</tr>
<tr>
<td>6.39122</td>
<td>.02348</td>
<td>-7.61017</td>
</tr>
<tr>
<td>-6.37089</td>
<td>-6.36120</td>
<td>-7.62981</td>
</tr>
<tr>
<td>.02972</td>
<td>-6.37142</td>
<td>-7.62091</td>
</tr>
<tr>
<td>6.27744</td>
<td>-6.35584</td>
<td>-7.73181</td>
</tr>
<tr>
<td>-6.39197</td>
<td>6.32484</td>
<td>-.02678</td>
</tr>
<tr>
<td>-.02453</td>
<td>6.35031</td>
<td>.01500</td>
</tr>
<tr>
<td>6.34089</td>
<td>6.36901</td>
<td>.00096</td>
</tr>
<tr>
<td>-6.32024</td>
<td>.04209</td>
<td>.02234</td>
</tr>
<tr>
<td>.12372</td>
<td>-.02567</td>
<td>.01078</td>
</tr>
<tr>
<td>6.37436</td>
<td>-.00768</td>
<td>-.04103</td>
</tr>
<tr>
<td>-6.39257</td>
<td>-6.32905</td>
<td>.04863</td>
</tr>
<tr>
<td>.01185</td>
<td>-6.37550</td>
<td>.01608</td>
</tr>
<tr>
<td>6.28963</td>
<td>-6.33004</td>
<td>-.02812</td>
</tr>
<tr>
<td>-6.39054</td>
<td>6.31444</td>
<td>7.53973</td>
</tr>
<tr>
<td>-.01998</td>
<td>6.36034</td>
<td>7.55985</td>
</tr>
<tr>
<td>6.33099</td>
<td>6.35786</td>
<td>7.66831</td>
</tr>
<tr>
<td>-6.31156</td>
<td>.02785</td>
<td>7.62865</td>
</tr>
<tr>
<td>.12942</td>
<td>-.01925</td>
<td>7.57740</td>
</tr>
<tr>
<td>6.36757</td>
<td>.00391</td>
<td>7.66101</td>
</tr>
<tr>
<td>-6.41443</td>
<td>-6.32715</td>
<td>7.59525</td>
</tr>
<tr>
<td>.02032</td>
<td>-6.37345</td>
<td>7.62217</td>
</tr>
<tr>
<td>6.28765</td>
<td>-6.35235</td>
<td>7.70863</td>
</tr>
<tr>
<td>.04000</td>
<td>.00000</td>
<td>-6.34000</td>
</tr>
<tr>
<td>.03000</td>
<td>.02000</td>
<td>-8.78000</td>
</tr>
<tr>
<td>.01000</td>
<td>.02000</td>
<td>-11.38000</td>
</tr>
<tr>
<td>.02000</td>
<td>.02000</td>
<td>-13.85000</td>
</tr>
<tr>
<td>.02000</td>
<td>.00000</td>
<td>-.5.16000</td>
</tr>
<tr>
<td>2.49000</td>
<td>.02000</td>
<td>.70000</td>
</tr>
<tr>
<td>-4.99000</td>
<td>-.02000</td>
<td>.06000</td>
</tr>
<tr>
<td>-1.23000</td>
<td>.01000</td>
<td>.08000</td>
</tr>
<tr>
<td>-1.22000</td>
<td>-.02000</td>
<td>2.49000</td>
</tr>
<tr>
<td>-1.24000</td>
<td>-.02000</td>
<td>-4.97000</td>
</tr>
</tbody>
</table>

Fig. (2.7). Original and calculated positions of the 27 calibration points.
<table>
<thead>
<tr>
<th>X - X₀</th>
<th>Y - Y₀</th>
<th>Z - Z₀</th>
<th>P - P₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05598</td>
<td>0.00494</td>
<td>0.07138</td>
<td>0.09336</td>
</tr>
<tr>
<td>0.02844</td>
<td>0.01346</td>
<td>0.00807</td>
<td>0.03248</td>
</tr>
<tr>
<td>0.01861</td>
<td>0.01361</td>
<td>0.00475</td>
<td>0.02354</td>
</tr>
<tr>
<td>0.05195</td>
<td>0.03616</td>
<td>0.00964</td>
<td>0.06402</td>
</tr>
<tr>
<td>0.07221</td>
<td>0.02702</td>
<td>0.01627</td>
<td>0.07880</td>
</tr>
<tr>
<td>0.04212</td>
<td>0.02348</td>
<td>0.00983</td>
<td>0.04921</td>
</tr>
<tr>
<td>0.02089</td>
<td>0.01120</td>
<td>0.00981</td>
<td>0.02566</td>
</tr>
<tr>
<td>0.02972</td>
<td>0.02142</td>
<td>0.00919</td>
<td>0.03664</td>
</tr>
<tr>
<td>0.07256</td>
<td>0.00584</td>
<td>0.11181</td>
<td>0.13342</td>
</tr>
<tr>
<td>0.04197</td>
<td>0.02506</td>
<td>0.02678</td>
<td>0.05574</td>
</tr>
<tr>
<td>0.02453</td>
<td>0.00031</td>
<td>0.03500</td>
<td>0.04274</td>
</tr>
<tr>
<td>0.00911</td>
<td>0.01901</td>
<td>0.00964</td>
<td>0.02110</td>
</tr>
<tr>
<td>0.02976</td>
<td>0.04209</td>
<td>0.02234</td>
<td>0.05618</td>
</tr>
<tr>
<td>0.12372</td>
<td>0.02567</td>
<td>0.01078</td>
<td>0.12601</td>
</tr>
<tr>
<td>0.02436</td>
<td>0.00768</td>
<td>0.04103</td>
<td>0.04834</td>
</tr>
<tr>
<td>0.04257</td>
<td>0.02095</td>
<td>0.04863</td>
<td>0.06794</td>
</tr>
<tr>
<td>0.01185</td>
<td>0.02550</td>
<td>0.01608</td>
<td>0.03239</td>
</tr>
<tr>
<td>0.06037</td>
<td>0.01996</td>
<td>0.02812</td>
<td>0.06952</td>
</tr>
<tr>
<td>0.04054</td>
<td>0.03556</td>
<td>0.08027</td>
<td>0.09670</td>
</tr>
<tr>
<td>0.01998</td>
<td>0.01034</td>
<td>0.06015</td>
<td>0.06422</td>
</tr>
<tr>
<td>0.01901</td>
<td>0.00786</td>
<td>0.04831</td>
<td>0.05251</td>
</tr>
<tr>
<td>0.03244</td>
<td>0.02785</td>
<td>0.00865</td>
<td>0.04362</td>
</tr>
<tr>
<td>0.12942</td>
<td>0.01925</td>
<td>0.04260</td>
<td>0.13760</td>
</tr>
<tr>
<td>0.01757</td>
<td>0.00391</td>
<td>0.04101</td>
<td>0.04479</td>
</tr>
<tr>
<td>0.06443</td>
<td>0.02285</td>
<td>0.02475</td>
<td>0.07271</td>
</tr>
<tr>
<td>0.02032</td>
<td>0.02345</td>
<td>0.00217</td>
<td>0.03111</td>
</tr>
<tr>
<td>0.06235</td>
<td>0.00235</td>
<td>0.08663</td>
<td>0.10839</td>
</tr>
<tr>
<td>0.04000</td>
<td>0.00000</td>
<td>0.01000</td>
<td>0.04123</td>
</tr>
<tr>
<td>0.03000</td>
<td>0.02000</td>
<td>0.11000</td>
<td>0.11576</td>
</tr>
<tr>
<td>0.03000</td>
<td>0.02000</td>
<td>0.05000</td>
<td>0.06164</td>
</tr>
<tr>
<td>0.02000</td>
<td>0.02000</td>
<td>0.12000</td>
<td>0.12329</td>
</tr>
<tr>
<td>0.02000</td>
<td>0.00000</td>
<td>0.04000</td>
<td>0.04472</td>
</tr>
<tr>
<td>0.05000</td>
<td>0.02000</td>
<td>0.07000</td>
<td>0.08832</td>
</tr>
<tr>
<td>0.09000</td>
<td>0.02000</td>
<td>0.06000</td>
<td>0.11000</td>
</tr>
<tr>
<td>0.04000</td>
<td>0.01000</td>
<td>0.08000</td>
<td>0.09000</td>
</tr>
<tr>
<td>0.05000</td>
<td>0.02000</td>
<td>0.05000</td>
<td>0.07348</td>
</tr>
<tr>
<td>0.03000</td>
<td>0.02000</td>
<td>0.11000</td>
<td>0.11576</td>
</tr>
</tbody>
</table>

Average Position Error in X direction: .04245 mm
Average Position Error in Y direction: .01748 mm
Average Position Error in Z direction: .04240 mm
Average Overall Position Error : .06956 mm

Fig. (2.8). The error value between original and calculated positions.
Fig. (2.9). Original and calculated positions of the 54 calibrated points.
<table>
<thead>
<tr>
<th>X - X₀</th>
<th>Y - Y₀</th>
<th>Z - Z₀</th>
<th>P - P₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>.05023</td>
<td>.03673</td>
<td>.01408</td>
<td>.06380</td>
</tr>
<tr>
<td>.04862</td>
<td>.01990</td>
<td>.05191</td>
<td>.07386</td>
</tr>
<tr>
<td>.00049</td>
<td>.01278</td>
<td>.04938</td>
<td>.05101</td>
</tr>
<tr>
<td>.04341</td>
<td>.01290</td>
<td>.05483</td>
<td>.07111</td>
</tr>
<tr>
<td>.10841</td>
<td>.01456</td>
<td>.10587</td>
<td>.15204</td>
</tr>
<tr>
<td>.04022</td>
<td>.03187</td>
<td>.04397</td>
<td>.17249</td>
</tr>
<tr>
<td>.05194</td>
<td>.03346</td>
<td>.03920</td>
<td>.06517</td>
</tr>
<tr>
<td>.01984</td>
<td>.01713</td>
<td>.00478</td>
<td>.02353</td>
</tr>
<tr>
<td>.08157</td>
<td>.00752</td>
<td>.17435</td>
<td>.19263</td>
</tr>
<tr>
<td>.01067</td>
<td>.00458</td>
<td>.00696</td>
<td>.01354</td>
</tr>
<tr>
<td>.02196</td>
<td>.00323</td>
<td>.03271</td>
<td>.08563</td>
</tr>
<tr>
<td>.01479</td>
<td>.01604</td>
<td>.00442</td>
<td>.02226</td>
</tr>
<tr>
<td>.03788</td>
<td>.04076</td>
<td>.05103</td>
<td>.07550</td>
</tr>
<tr>
<td>.10557</td>
<td>.02700</td>
<td>.05532</td>
<td>.12221</td>
</tr>
<tr>
<td>.06168</td>
<td>.01191</td>
<td>.01459</td>
<td>.06449</td>
</tr>
<tr>
<td>.01248</td>
<td>.01259</td>
<td>.00293</td>
<td>.01851</td>
</tr>
<tr>
<td>.01669</td>
<td>.00830</td>
<td>.03280</td>
<td>.03772</td>
</tr>
<tr>
<td>.04004</td>
<td>.03531</td>
<td>.00569</td>
<td>.05269</td>
</tr>
<tr>
<td>.04158</td>
<td>.02835</td>
<td>.02628</td>
<td>.05677</td>
</tr>
<tr>
<td>.02472</td>
<td>.00187</td>
<td>.01230</td>
<td>.02767</td>
</tr>
<tr>
<td>.04556</td>
<td>.02186</td>
<td>.02219</td>
<td>.05519</td>
</tr>
<tr>
<td>.00601</td>
<td>.03320</td>
<td>.04468</td>
<td>.05599</td>
</tr>
<tr>
<td>.06119</td>
<td>.00803</td>
<td>.06161</td>
<td>.08721</td>
</tr>
<tr>
<td>.00001</td>
<td>.01091</td>
<td>.05439</td>
<td>.05548</td>
</tr>
<tr>
<td>.04414</td>
<td>.00850</td>
<td>.01010</td>
<td>.04496</td>
</tr>
<tr>
<td>.02790</td>
<td>.02911</td>
<td>.01043</td>
<td>.04165</td>
</tr>
<tr>
<td>.05363</td>
<td>.00867</td>
<td>.04055</td>
<td>.06779</td>
</tr>
<tr>
<td>.03103</td>
<td>.02008</td>
<td>.08829</td>
<td>.09571</td>
</tr>
<tr>
<td>.03939</td>
<td>.02257</td>
<td>.01383</td>
<td>.04745</td>
</tr>
<tr>
<td>.01728</td>
<td>.03162</td>
<td>.06181</td>
<td>.07455</td>
</tr>
<tr>
<td>.01664</td>
<td>.04436</td>
<td>.00327</td>
<td>.04749</td>
</tr>
<tr>
<td>.11504</td>
<td>.02160</td>
<td>.08308</td>
<td>.14649</td>
</tr>
<tr>
<td>.00047</td>
<td>.00791</td>
<td>.02821</td>
<td>.02931</td>
</tr>
<tr>
<td>.03620</td>
<td>.00961</td>
<td>.08030</td>
<td>.33831</td>
</tr>
<tr>
<td>.02505</td>
<td>.01005</td>
<td>.04243</td>
<td>.05029</td>
</tr>
<tr>
<td>.05691</td>
<td>.00439</td>
<td>.03256</td>
<td>.06571</td>
</tr>
<tr>
<td>.03344</td>
<td>.00952</td>
<td>.04804</td>
<td>.05930</td>
</tr>
<tr>
<td>.01139</td>
<td>.00962</td>
<td>.03529</td>
<td>.03831</td>
</tr>
<tr>
<td>.02869</td>
<td>.02971</td>
<td>.03788</td>
<td>.05604</td>
</tr>
<tr>
<td>.05737</td>
<td>.03720</td>
<td>.02342</td>
<td>.07228</td>
</tr>
<tr>
<td>.11441</td>
<td>.03390</td>
<td>.01065</td>
<td>.11980</td>
</tr>
<tr>
<td>.01529</td>
<td>.01180</td>
<td>.03615</td>
<td>.04099</td>
</tr>
<tr>
<td>.03863</td>
<td>.02454</td>
<td>.05383</td>
<td>.07065</td>
</tr>
<tr>
<td>.02385</td>
<td>.00666</td>
<td>.04376</td>
<td>.05028</td>
</tr>
<tr>
<td>.04305</td>
<td>.00543</td>
<td>.00343</td>
<td>.04353</td>
</tr>
<tr>
<td>.03386</td>
<td>.02809</td>
<td>.02584</td>
<td>.05102</td>
</tr>
<tr>
<td>.05355</td>
<td>.01391</td>
<td>.08441</td>
<td>.10093</td>
</tr>
<tr>
<td>.01299</td>
<td>.00697</td>
<td>.04729</td>
<td>.04953</td>
</tr>
<tr>
<td>.05502</td>
<td>.03518</td>
<td>.01239</td>
<td>.06731</td>
</tr>
<tr>
<td>.09912</td>
<td>.03548</td>
<td>.04688</td>
<td>.11515</td>
</tr>
<tr>
<td>.03022</td>
<td>.00525</td>
<td>.03964</td>
<td>.05012</td>
</tr>
<tr>
<td>.06725</td>
<td>.00365</td>
<td>.00550</td>
<td>.06757</td>
</tr>
<tr>
<td>.00985</td>
<td>.02119</td>
<td>.02213</td>
<td>.03218</td>
</tr>
<tr>
<td>.02657</td>
<td>.01471</td>
<td>.00831</td>
<td>.03149</td>
</tr>
<tr>
<td>.01000</td>
<td>.03000</td>
<td>.14000</td>
<td>.14535</td>
</tr>
<tr>
<td>.01000</td>
<td>.02000</td>
<td>.09000</td>
<td>.09274</td>
</tr>
<tr>
<td>.00000</td>
<td>.04000</td>
<td>.04000</td>
<td>.05657</td>
</tr>
<tr>
<td>.02000</td>
<td>.00000</td>
<td>.14000</td>
<td>.14142</td>
</tr>
<tr>
<td>.02000</td>
<td>.00000</td>
<td>.06000</td>
<td>.06325</td>
</tr>
<tr>
<td>.03000</td>
<td>.00000</td>
<td>.15000</td>
<td>.15297</td>
</tr>
<tr>
<td>.06000</td>
<td>.03000</td>
<td>.01000</td>
<td>.06782</td>
</tr>
<tr>
<td>.01000</td>
<td>.00000</td>
<td>.10000</td>
<td>.10050</td>
</tr>
<tr>
<td>.05000</td>
<td>.00000</td>
<td>.12000</td>
<td>.13000</td>
</tr>
<tr>
<td>.75000</td>
<td>.04000</td>
<td>.18000</td>
<td>.77233</td>
</tr>
</tbody>
</table>

Average Position Error in X direction : .04895 mm
Average Position Error in Y direction : .01760 mm
Average Position Error in Z direction : .04765 mm
Average Overall Position Error : .08097 mm

Fig. (2.10). The error value between original and calculated positions.
2.6 Discussion and Conclusion

A procedure for CCD camera calibration has been introduced. The approach relates the camera coordinates to the world coordinates through homogeneous transformation. By utilizing calibration procedures the geometrical constraints were relaxed. Retrieving the 3-D position information of an object within the field of view of both cameras is simplified to a procedure that involves solving only a set of four linear equations.

The approach does not require special cameras, lenses or computer hardware, it utilizes only off-the-shelf components which makes it suitable for most industrial applications. Relaxing geometrical setup constraints represents an important factor for industrial implementations since no special skills or equipment is required for system setup. Furthermore no initial guess is required for parameters value. But the procedure can be implemented for automatic calibration in robotic applications with little operator intervention.
CHAPTER III

PERFORMANCE EVALUATION

Abstract

The system performance in terms of accuracy and repeatability is evaluated. The evaluation procedure proposed by the Automated Vision Association* is adhered to as closely as possible. The test setup and procedure are illustrated. The results obtained for both accuracy and repeatability are discussed.

3.1 Introduction

Performance evaluation of machine vision 3-D metrology is concerned with three figures of merits, namely,

1. Accuracy, defined as the degree of conformance between a measurement of an observed quantity and a recognized standard or specification which indicates the true value of the quantity.

*AVA is a specialty association of Robotic Industries Assoc.
2. **Repeatability**, the degree to which repeated measurements of the same quantity vary about their mean.

3. **Cycle time**: the amount of time required to perform a stated task. The elapsed time between transmission of the "initiate" signal to the system under test and receipt of the corresponding "Done" signal.

Almost every article discussing 3-D machine vision reports one or more of these figures of merits to evaluate the performance of the proposed technique. However, these figures can be ambiguous or misinterpreted or a cause of incorrect evaluation of the technique, since no specific standard was utilized to obtain such figures.

The Automated Vision Association* (AVA), in recognition of the problem and in response to an industrial need developed the "A15.05 performance evaluation standard", aiming to create a common understanding of machine vision functionality. Instead of developing a standard that would test the performance of every facet of machine vision, tests were defined for very specific aspects of machine vision.

For the purpose of evaluating the performance of the proposed approach, A15.05 "Measurement of feature position in 3-D space - Single point test" will be adhered to as much as possible and any deviation will be indicated.

*AVA is located at 900 Victors Way, Ann Arbor, MI. 48106
3.2 Single Point Test

The equipment required to conduct the test is a machine vision system (to be tested), a target with associated light and translating table. The test controller is used to initiate the vision system, generate a random position for movements and generate the evaluation report.

In our test, the system was initiated manually from the keyboard and the positions were randomly selected to cover the range measurements. The vision system computer was used to store the data file, to be used later to generate the reports shown in Fig. (3.3) - Fig. (3.11).

The test target plate specified by the standard is a flat photographic quality glass coated via an optographic process with dense target shape. This target was replaced by a black disk of a radius 5 mm plotted with a high accuracy plotter (CALCOMP 1043) on a thick mylar. A 3-axes translation table with high precision anti-backlash ball-screw used as motion actuators, to move the target in 3 directions. A set of dial gages were mounted to indicate the actual movement value (dial gage accuracy of 0.0127 mm). An overview of the experimental setup is shown in Fig. (2.2) showing the vision system, the 3 axes table, the test target and the dial gages. Figure (3.1) shows a close-up of the table with the cameras and the dial gages.
Fig. (3.1). A close-up to the test set-up showing the 3-axis table and the dial indicators.
<table>
<thead>
<tr>
<th>SAMPLE #</th>
<th>--&gt;</th>
<th>2.53</th>
<th>.06</th>
<th>1.34</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMPLE #</td>
<td>93</td>
<td>2.53</td>
<td>.06</td>
<td>1.34</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>94</td>
<td>2.53</td>
<td>.06</td>
<td>1.33</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>95</td>
<td>2.53</td>
<td>.07</td>
<td>1.34</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>96</td>
<td>2.53</td>
<td>.06</td>
<td>1.34</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>97</td>
<td>2.53</td>
<td>.06</td>
<td>1.34</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>98</td>
<td>2.53</td>
<td>.06</td>
<td>1.33</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>99</td>
<td>2.53</td>
<td>.06</td>
<td>1.34</td>
</tr>
<tr>
<td>SAMPLE #</td>
<td>100</td>
<td>2.53</td>
<td>.06</td>
<td>1.34</td>
</tr>
</tbody>
</table>

Move target to new position

Fig. (3.2). The X,Y,Z position reported by the vision system when a test of 100 continuous readings were performed to illustrate the system's repeatability.
3.3 Test Procedure

The test was conducted with the following procedure:

a) The vision system was initiated to start taking measurements, display the results to the monitor and write the results to a file. Fig. (3.2) shows a sample of the 100 readings taken for one of the measurement points, indicating the sample number and the X,Y,Z position.

b) The following measurements sequence is iterated 90 times:

i) The target is moved to a randomly selected position.

ii) Once the target is in position the vision system is initiated taking 10 measurements.

The range of movements covered 12.7*12.7*12.7 mm (the limitation of the dial gage used, that had a maximum stroke of 12.7 mm).

3.4 Test Results

The test results are reported for each individual axis as shown in Fig. (3.3) through Fig. (3.11). Three values per axis were obtained. The first value is the standard deviation of the 10 measurements about their mean for each of the 90 points, shown in Fig. (3.3), Fig. (3.6) and Fig. (3.9) for the X,Y and Z axis respectively.
X-axis Standard deviation:

Fig. (3.3). Standard deviation of the X-axis samples about their mean value.

X-axis Mean value for the samples position:

Fig. (3.4). The mean value of the test point for the X-axis.
minimum value in the error envelope: $\text{emin} = -0.13 \text{ mm}$
maximum value in the error envelope: $\text{emax} = 0.12 \text{ mm}$

Fig. (3.5). The error between the mean value of the X-axis and the actual value
Fig. (3.6). Y-axis standard deviation.

Fig. (3.7). Y-axis mean value for the samples position.
Error analysis for Y-axis:

Sample Number

minimum value in the error envelope:
emin = -0.18 mm

maximum value in the error envelope:
emax = 0.172 mm

repeatability envelope:
repy = 0.176 mm

Fig. (3.8). Error analysis for Y-axis
Z-axis Standard deviation:

Fig. (3.9). Z-axis standard deviation.

Z-axis Mean value for the samples position:

Fig. (3.10). Z-axis mean value for the samples position.
Error analysis for Z-axis:

Minimum value in error envelope:
emin = -0.29 mm

Maximum value in the error envelope:
emax = 0.264 mm

Repeatability envelope:
repz = 0.277 mm

Fig. (3.11). Error analysis for Z-axis
The second value is the mean of the 10 readings for each of the 90 points, Fig. (3.4), Fig. (3.7) and Fig. (3.10). The last value is the error value between the actual and the mean of 10 measurements of each point, defined as:

\[ \text{Error } (i) = x^c(i) - \overline{x}(i) \quad i = 1, 2, \ldots, 90 \]

where

\[ \overline{x}(i) = \frac{1}{N} \sum_{n=1}^{N} x_n \quad N = 10 \]

and \( x^c(i) \) is the actual x-axis value for the \( i^{th} \) position.

Figures (3.5), (3.8) and (3.11) show the obtained results for each of the X,Y,Z axis, respectively.

3.5 Discussion and Conclusion

The test results obtained represent a measure for evaluating the performance of the proposed system.

The standard deviation of the 10 measurements about their mean represents a measure for evaluating system repeatability for the same position. The error between the mean and the actual, on the other hand, represents a measure for the accuracy of the system. Therefore, from the results illustrated by Figs. (3.5), (3.8) and (3.11), it shows that the system accuracy for each of the axis is:
X-axis accuracy = 0.13 mm
Y-axis accuracy = 0.18 mm
Z-axis accuracy = 0.29 mm

over a range of measurements of 12.7 x 12.7 x 12.7 mm, which represents an accuracy of 2.2% of the field of view.

Since the depth information (i.e., Z-axis position) is retrieved through disparity in the X-axis, the accuracy of the X-axis is shown to be affected by the Z-axis position as can be noticed by the error in the X-axis, Fig. (3.5) and the Z-axis position, Fig. (3.10).

The system repeatability is shown in Figs. (3.3), (3.6) and (3.9) and also through the 100 measurements of Fig. (3.2), which indicates that the system’s repeatability for all axes are within an envelop of 0.01 mm.

In conclusion, the performance of the proposed system is suitable for close range high accuracy measurements. The evaluation was performed in accordance to a standard test to eliminate any ambiguity about the obtained results.
CHAPTER IV

MATHEMATICAL MORPHOLOGY

Abstract

In this chapter, mathematical morphology operators and some of their applications pertaining to this thesis will be reviewed. The objective of this discussion is to pave the road to the next chapter where mathematical morphology is utilized in the procedure dealing with the point-of-correspondence problem. Erosion, dilation and their residues and application to edge detection and automatic shape recognition is therefore reviewed.

4.1 Introduction

Mathematical morphology is an approach for image processing, which is based on set theory and shapes. It has developed a great popularity in the industrial world and is currently utilized in numerous applications. The objective of discussing mathematical morphology in this chapter is to provide an overview of the morphological operator. Examples of their applications are to be employed in the
proposed procedure for determining the point-of-correspondence in stereo vision system.

The language of mathematical morphology is that of set theory where sets represent shapes which are manifested on binary or gray-scale images. In addition to the usual set theory operations of union, complements etc., two operators are used by mathematical morphology, namely, erosion and dilations. The morphological operator works with two images, the original data image to be analyzed and a structure element. Each structuring element has a shape which can be thought of as a parameter to the operation.

4.2 Morphological Operators

The two operators utilized in mathematical morphology application are erosion and dilation (often referred to as closing and opening). Morphological operator operates with two images (or sets) the original image to be analyzed and structure element utilized to perform the analysis with the shape of the structure element determining the form of analysis performed.

4.2.1 Erosion Operation

The erosion of binary image A by structure element B is denoted by
and defined by

\[ A \ominus B = \{ x \in \mathbb{N}^N \mid x + b \in A \text{ for every } b \in B \} \quad (4.2) \]

This definition considers \( A \) and \( B \) to be two sets in Euclidean-\( N \) space. Then the erosion of set \( A \) by set \( B \) is the set of all elements \( x \) for which \( x + b \in A \) for every \( b \in B \). To illustrate this definition further, let us consider the following example.

Let \( A \) be a binary set given as defined:

\[ A = \{(1,0),(1,1),(1,2),(1,3),(2,1),(3,1),(4,1)\} = \{x_1, x_2, x_3, x_4, x_5, x_6, x_7\} \]

and let \( B \) be a set given by

\[ B = \{(0,0), (0,1)\} = \{b_1, b_2\} \]

Now applying the definition given by Eq. (4.2) it can be easily be shown that

\[ A \ominus B = \{x_1, x_2, x_3\} \]

since \( x_1 + b_1 = (1,0) + (0,0) = (1,0) \in A \)
\( x_1 + b_2 = (1,0) + (0,1) = (1,1) \in A \)

therefore \( x_1 \in A \ominus B \).

Similarly \( x_2, x_3 \).
However, for the case of $x_4$

$$x_4 + b_1 = (1,3) + (0,0) = (1,3) \in A$$

$$x_4 + b_2 = (1,3) + (0,1) = (1,4) \notin A$$

and therefore $x_4 \notin A \ominus B$.

### 4.2.2 Dilation Operation

The operation of dilation is the morphological dual to the erosion operation. It operates on two sets in $\mathbb{N}$-Space, $A$ and $B$. The dilation of $A$ by $B$ is denoted by

$$A \oplus B$$

and defined by

$$A \oplus B = \{c \in \mathbb{N}^2 \mid c = a + b \text{ for some } a \in A \text{ and } b \in B\}.$$  \hfill (4.3)

To illustrate this definition, let $A$ be a set defined as

$$A = \{(0,1), (1,1), (2,1), (2,2), (3,0)\}$$

and let $B$ be a set defined as

$$B = \{(0,0), (0,1)\}$$

Then applying the dilation definition given by Eq. (4.4) can be easily shown that
\[ A \oplus B = \{(0,1), (1,1), (2,1), (2,2), (3,0), (0,2), (1,2), (2,2), (2,3), (3,1)\} \]

This can be illustrated by considering \( a_1, (0,1) \)

\[ c_1 = a_1 + b_1 = (0,1) \]
\[ c_2 = a_1 + b_2 = (0,2) \]

Thus for a point in a set such as \( a_1 (0,1) \) dilated with the set \( B \) the resulting set includes both \( c_1 \) and \( c_2 \).

The above two definitions were presented by Matheron [32] and Serra [33] for binary images. These definitions were extended later by Sternberg [34]-[35] to gray-scale morphology.

4.3 **Gray-scale Morphology**

The erosion of gray-scale image \( f \) by a structuring element \( b \) is denoted by \( e \) and defined by

\[ e(x,c) = \min_{i,j} (f(x+i, c+j) - b(i,j)) \quad (4.5) \]

where the minimum is taken over all \((i,j)\) in the domain of \( b \).

Dilation of gray-scale can also be defined as

\[ d(x,c) = \max_{i,j} (f(x-i, c-j) + b(i,j)) \quad (4.6) \]

where the maximum is taken over all \((i,j)\) in the domain of \( b \)
and the domain of \( d \) is the domain of \( f \) dilated by the domain of \( b \).

To illustrate these two definitions, let \( f \) be a gray-scale image as shown in Fig. (4.1). \( B \) is a structure element of a rod shape \( j \) with radius 1, i.e.,

\[
B = \{(0,-1), (0,1), (-1,0), (1,0)\}
\]

and the center of the rod is \((0,0)\). Also, let the height of the rod be zero (this assumption is to obtain the results that will be used later with the edge detection examples) shown in Fig. (4.2).

Now applying the definition of the erosion \( e(r,c) \) to point \((2,2)\).

\[
e(2,2) = \min_{i,j} \{ f(2,1) - b(0,-1), (f(2,3) - b(0,1)), f(1,2) - b(-1,0), f(3,2) - b(1,0) \}
\]

From Figures (4.1) and (4.2)

\[
e(2,2) = \min_{i,j} \{0,0,0,0\}
\]

\[
= 0
\]

Now consider the point \((3,3)\) for the erosion. Applying the same definition then

\[
e(3,3) = \min_{i,j} \{(f(3,2) - b(0,-1), (f(3,4) - b(0,1)),
\]

\[
(f(2,3) - b(-1,0)), (f(4,3) - b(1,0))\}
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

"Z"

Fig. (4.1). A gray-scale image used for illustration of morphological operations.

"B"

Fig. (4.2). A structure element used for illustration of morphological operations.
\[ d_{2,2} = \max \{ f_{2,2}', b_{0,1}, f_{2,1}' + b_{0,1}, f_{3,2}' + b_{-1,0}, f_{1,2}' + b_{1,0} \} \]
\[ = \max \{ 100, 0, 100, 0 \} \]
\[ = 100 \]

Applying the definition to the image results shown in Fig. (4.4) can be obtained.

Algorithms for mathematical morphology combines sequences of dilation, erosions and their residues. The two algorithms relevant to this thesis are the edge detection operation [42] and the automatic shape recognition [37].
<table>
<thead>
<tr>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ f \ominus B \]

Fig. (4.3). The result of \( f \ominus B \) for \( f \) of Fig. (4.1) and \( B \) of Fig. (4.2).

<table>
<thead>
<tr>
<th>0</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>150</td>
<td>150</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ "f \oplus B" \]

Fig. (4.4). The result of applying the dilated operation to the image of Fig. (4.1) with the structure element of Fig. (4.2).
4.4 Morphological Edge Operator

A simple method of performing gray-scale edge detection in a morphology based vision system is to take the difference between an image and its erosion by a small rod shaped structuring element.

Lee, Harlick and Shapiro [37] showed that a rod of radius 1 with flat top, the erosion of image \( f \) can be carried out by the rule

\[
e(r,c) = \min_{i,j} \{f(r+i, c+j) - b(i, j)\}
\]

and if the element height is zero, it leads to

\[
e(r,c) = \min_{i,j} \{f(r+i, c+j)\}
\]

then the erosion residue edge detector \( G_e \) can be defined as

\[
G_e = f(r,c) - e(r,c)
= f(r,c) - \min_{i,j} f(r+i, c+j)
= \max_{i,j} \{f(r,c) - f(i,j)\}
\]  \( (4.7) \)

which can be illustrated by subtracting image \( f \) of the erosion example Fig. (4.1) from the result of the erosion operation, Fig. (4.3). The result of this subtraction is as shown in Fig. (4.5), which represents the edge strength image for the image given by \( f \). Figure (4.7) shows an example of edges obtained by applying the above procedure to the image
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

"f - f ⊗ B"

**Fig. (4.5).** Edge-strength image resulting from subtracting the original image from its eroded image.
Fig. (4.6). Original Image.

Fig. (4.7). Edge-strength image obtained by applying erosion residue edge operator.
of Fig. (4.6).

Dilation residue operators for edge detection can also be developed. Dilating the original image with a small rod structure element and taking the difference between the dilated image and the original will result in an edge strength image. This can be illustrated by subtracting the result of the dilation example Fig. (4.4) from the original image Fig. (4.1). The results are shown in Fig. (4.8).

Similar to the erosion residue edge detection operator, a dilation residue edge detection operator can be defined as

\[
G_d(r,c) = \max_{i,j} \{f(i,j) - f(r,c)\}.
\]  

(4.8)

Figure (4.9) shows an example of the result of edge detection using the dilation residue operator.

The application of both approaches were discussed and evaluated in [42]. It was concluded that both approaches are either sensitive to noise or cannot detect ideal step edges. Lee et al. [42] then introduced the blur-minimum edge operator, which is noise insensitive. Also, on ideal step edges it produces results, which has non-zero edge strength on edge pixels.

The blur-minimum operator is defined by

\[
I_{\text{edge-strength}} = \min \{I_1\text{-erosion} (I_1), \text{dilation} (I_1) - I_1\}
\]

(4.9)
<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>100</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

"f \oplus B - f"

Fig. (4.8). Edge-strength image resulting from subtracting the dialated image from the original image.
Fig. (4.9). Edge-strength image obtained by applying dilation residue edge operator.

Fig. (4.10). Edge-strength image obtained by applying the blur-minimum operator.
where $I_1 = \text{blur} \{I_{\text{input}}\}$, and \text{blur} \{I_{\text{input}}\} is the input image with a blurring operation. Figure (4.10) shows the result of applying the blur-minimum operator to the image of Fig. (4.6).

4.5 \textbf{Automatic Shape Recognition}

The problem of shape or pattern recognition is one that is very closely related to the operation of erosion once the problem is converted to that of detecting the occurrences of specific sets within an image. Crimmins and Brown [37] introduced a theorem for automatic shape recognition, utilizing mathematical morphology and suggested a generic pattern recognition computer. The theorem states that the shape $A$ in window $W$ occurs in the image $I$ at and only at the following locations:

$$[I \ominus A] \cap [I \ominus (W - A)]$$

where $W - A = W \cap \overline{A}$.

The sense of the theorem is, since $I \ominus A$ (the erosion of $I$ with element $A$) is the locus of all points where $A$ fits inside $I$, and $I \ominus (W-A)$ is the locus of all points where the background of $A$ in window $W$ fits inside the background of $I$, then the intersection provides exactly those places where the shape $A$ with its required background occurs in the image $I$. 
With this brief review of mathematical morphology we have paved the road to the next chapter, where both edge detection and automatic shape recognition will be utilized in the procedure for determining the point-of-correspondence.
CHAPTER V

POINT OF CORRESPONDENCE IN STEREO VISION

Abstract

A procedure for determining point-of-correspondence in stereo images for close range position sensing is introduced. The two images are not constrained to a specific geometrical relationship. The calibration technique introduced earlier is adopted to determine the transformation parameters between the world coordinate system and the camera planes.

The blur-minimum edge operator reviewed in the previous chapter is utilized to obtain the edge strength image for both images. A structure element centered about the selected point is extracted from one camera image and mapped to the second camera plane. A search neighborhood is calculated and erosion over that neighborhood with the mapped structure element is performed to determine the corresponding point.

5.1 Introduction

The point-of-correspondence problem is defined as the problem of finding matched features between the two images in
stereo vision system. These matches can then be used in finding depth information from the disparity between the two images. Research and theories formulation have been under development for several years. Studies addressing this problem have taken two main approaches. The first approach addresses the psychophysical and biological aspect of human visual system [22-28]. The second approach examines computational aspects in various application domains [29-31]. Both approaches, however, have a common assumption. That is the two cameras are co-planar (i.e., both cameras have parallel optical axes), however, the image of the object on both imaging planes are the same with the only difference being the disparity (translation) due to the distance between the two cameras. Although this assumption may be valid in some applications of stereo vision (e.g., aerial photography), for close range position sensing making, such an assumption would lead to the following two disadvantages.

1. The common field of view between the two cameras is not utilizing the full image plane, as shown in Fig. (5.1).

2. The setup of the two cameras to be aligned, require a highly qualified personnel and is time consuming task.

Furthermore, it is normally required that the two cameras be
Fig. (5.1). Common field of view of parallel axes approach.
at some angle to obtain a closer view of some features for high accuracy measurements.

The alternative is to have no specific geometrical constraint and position the two cameras to have the maximum field of view as shown in Fig. (5.2)

However, this introduces a new set of problems that requires a different approach. Such problems include:

1. The object viewed by one camera will have a different projection on the other imaging plane due to the different viewing angles.

2. Points projected on one horizontal line may not be projected on the same horizontal line in the second imaging plane which is an assumption utilized by most of the techniques represented in the literature.

In this chapter a new approach for determining the point-of-correspondence in stereo images with no geometrical constraint using mathematical morphology will be introduced, several examples will then be given to illustrate the results obtained applying the proposed procedure.

In this approach the cameras are first calibrated to determine the extrinsic parameters of each camera (using the calibration procedure introduced in Chapter 2); i.e., the transformation from 3-D world coordinate to camera 2-D coordinate system.
Fig. (5.2). Shows the common field of view of converged two cameras.
The transformation matrices for the left camera image plane to the world coordinate are obtained. Using the blur-minimum edge operator introduced by Lee, Haralick and Shappiro [42], edges in both images are obtained. The point-of-interest is then selected and with the knowledge of the depth of field a window in the other image is calculated within which the point corresponding to the selected point should be found. A structure element is extracted from the first image, with the center of the element being the selected point, and mapped through a transformation in the second image plane to compensate for any distortion in the shape due to the different viewing angles. The image in the second image is eroded with the transformed structure element over the defined range to obtain the corresponding point. The advantages of this approach can be summarized as follows:

1. Morphological operators are not computationally complex and could be efficiently applied on a machine vision system that has special support for gray-scale morphology.

2. No geometrical constraints are required, which makes it suitable implementation in high accuracy close range measurements for industrial applications.
5.2 General Steps for Determining the Point-of-Correspondence

The proposed procedure for determining the point-of-correspondence can be summarized by the following steps:

1. Pre-processing performed on both images:
   a) Edge-strength detection using the blur-minimum operator.
   b) Automatic thresholding.
2. Select a candidate point in the first image.
3. Find the neighborhood in which the corresponding point can be found in the second image.
4. Extract a structure element from image 1 with the candidate point being the center of that element.
5. Using the calibration parameters, transfer the extracted element from camera 1 to camera 2 plane.
6. Use the transformed element and, over the neighborhood range determined at step 2, perform an erosion operation to find the corresponding point.

In the following section each of the above steps will be discussed in detail.

5.3 Pre-processing

The first step in the procedure is to perform a two-stage pre-processing operation. Stage one is to obtain edge-
strength image. In our implementation the blur-minimum edge operator was utilized. Since edge detection was covered in an earlier chapter, only the second stage involving thresholding will be discussed in this section.

**Automatic Thresholding:**

An iterative thresholding selection technique due to Trussel [48] based on the maximum separation between classes is utilized to obtain a binary image of the edge strength image. The iterative equation is given by:

\[
\begin{align*}
t_{L+1} &= \frac{\sum_{i=0}^{t_L} n(i)}{N} + \frac{\sum_{i=t_L+1}^{N} n(i)}{N} \\
t_{L+1} &= \frac{\sum_{i=0}^{t_L} n(i)}{N} + \frac{\sum_{i=t_L+1}^{N} n(i)}{N}
\end{align*}
\]  

(5.1)

where

\( n(i) \) = sum of gray-levels having the value \( i \) in the image

\( t_L \) = threshold level at \( L \)th iteration.

\( N \) = maximum gray-level in the image for an 8-bit digitizer (\( N=255 \)).

\( t_0 = N/2 \)

convergence is reached when \( t_L = t_{L+1} \)
In applications where objects and background could be separated through thresholding the original image, the morphological edge strength operator need not be used.

5.4 Defining the Search Neighborhood

Narrowing down the search area in the second image for a match to the selected point in the first serves two purposes. First it reduces the possibility for false matches. Second it reduces the time required for match finding if the search is to be performed over the entire image.

It is typical of an optical system to have a specific depth of field within which objects will have to be positioned in order to perform accurate measurement. It is also true that this depth of field will vary from one application to the other. However, in a specific application that depth of field is considered constant and can be defined by $Z_{\text{upper}}$ and $Z_{\text{lower}}$, where $Z_{\text{lower}}$ is the closest allowable distance for the object to the optical system and $Z_{\text{upper}}$ is the farthest distance the object can be located from the optical system as shown in Fig. (5.1) and Fig. (5.2).

Once the system has been calibrated, the point with coordinate $(x',y')$ on the imaging plane of the right camera can be related to the world coordinate by the following:
\[
\begin{bmatrix}
\alpha^4 - x'
\alpha^8 - y'
\end{bmatrix} =
\begin{bmatrix}
\alpha^9 x' - \alpha_1 \\
\alpha^9 y' - \alpha_5 \\
\end{bmatrix}
\begin{bmatrix}
\alpha_{10} x' - \alpha_2 \\
\alpha_{10} y' - \alpha_6 \\
\end{bmatrix}
\begin{bmatrix}
\alpha_{11} x' - \alpha_3 \\
\alpha_{11} y' - \alpha_7 \\
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z \\
\end{bmatrix}
\]

(5.2)

With \( \alpha \)'s and \( x', y' \) known, the equation (5.2) represents an under-determined set of equations (i.e., 2 equations in 3 unknowns with the unknowns being \( X, Y, Z \)).

However, since a prior knowledge of the depth of field was assumed and the values for \( Z_{\text{upper}} \) and \( Z_{\text{lower}} \) are known, Eq. (5.2) can be solved by substituting the value of \( Z \) to obtain \( X_{\text{upper}} \), \( Y_{\text{upper}} \), then by substituting the value of \( Z_{\text{lower}} \) to obtain \( X_{\text{lower}} \), \( Y_{\text{lower}} \).

The significance of the two points \((X_1', Y_1', Z_1')\) and \((X_u', Y_u', Z_u')\), where "1", "u" stands for lower and upper respectively, can be better understood by the following definition. For a point in 3-D space to have a projected coordinate \((x', y')\) on the 2-D image plane and to satisfy equation (5.2), the point has to lie on the line joining the two points \((X_u', Y_u', Z_u')\) and \((X_1', Y_1', Z_1')\), assuming no lens distortion. Fig. (5.3) shows an illustration of the above definition.

Once the line \((X_u', Y_u', Z_u'), (X_1', Y_1', Z_1')\) is defined, it can be related to the second camera through

\[
y'' = \frac{\beta_8 + \beta_5 X + \beta_6 Y + \beta_7 Z}{\beta_9 X + \beta_{10} Y + \beta_{11} Z + 1}
\]

(5.3a)
\[ x'' = \frac{\beta_4 + \beta_{11}x + \beta_2Y + \beta_3Z}{\beta_9x + \beta_{10}y + \beta_{11}z + 1} \]  

Equation (5.3) is to be solved twice; once by substituting \((X_u, Y_u, Z_u)\) to obtain \((x'', y'')\) and a second time by substituting \((X_1, Y_1, Z_1)\) to obtain \((x''_1, y''_1)\). The line joining \((x''_u, y''_u)\) and \((x''_1, y''_1)\) is the 2-D projection of the line \((X_u, Y_u, Z_u)\) and \((X_1, Y_1, Z_1)\) on the image plane of camera 2 and since the point with the projected coordinate \((x', y')\) on the camera 1 plane lies on that line, then its projection on the camera 2 plane must lie on the line \((x''_u, y''_u)\) and \((x''_1, y''_1)\). Thus the line joining \((x''_u, y''_u)\) and \((x''_1, y''_1)\) defines the search neighborhood for the corresponding point to \((x', y')\). The procedure can be summarized in the following 3 steps:

1. Scan the image of camera 1 to determine an edge point \((x', y')\).
2. From \((x', y'), Z_u, Z_1\) and \(\alpha\)'s solve the solution given in (5.2), obtain \((X_u, Y_u)\) and \((X_1, Y_1)\).
3. From \((X_u, Y_u, Z_u)\) and \((X_1, Y_1, Z_1)\) and \(\beta\)'s of camera 2, and utilizing Eq. (5.3) obtain \((x''_u, y''_u)\) and \((x''_1, y''_1)\), which defines the search neighborhood.

5.5 Structure Element

Since the object is viewed by the two cameras from different viewing positions, approaches based on local
connectivity of the zero-crossing and matching corresponding to points on bases of the similarity of the patterns such as the approach suggested by Kim et al. [3] cannot be utilized and do not prove useful in this case.

Therefore, a new approach had to be developed to deal with this problem. In this approach, since the object is projected on the imaging plane of camera 1 and the system has been calibrated, i.e., the parameters of the homogeneous transformation matrices are known, a good estimate of the 3-D object coordinate can be obtained. This 3-D coordinate through the second transformation matrix can be re-projected on the imaging plane of camera 2. This can be accomplished by assuming that a section (structure element) of the image plane of camera 1 with the point of interest at the center is extracted. Now let \((x'_{i,j}, y'_{i,j})\), where \(i=1,2,\ldots,N\) and \(j=1,2,\ldots,N\) and \(N\) is the Kernel of the element, be the coordinates of the pixels of the structure element on camera plane 1. Each pixel \((x', y')\) is related to the world coordinate system through the homogeneous transformation of Eq. (2.1) which can be re-written in the form:

\[
\begin{bmatrix}
  a_4 & -x' & -a_3 & Z \\
  a_8 & -y' & -a_7 & Z
\end{bmatrix}
= \begin{bmatrix}
  a_9 x' - a_1 & a_{10} x' - a_2 \\
  a_9 y' - a_5 & a_{10} y' - a_6
\end{bmatrix}
\begin{bmatrix}
  X \\
  Y
\end{bmatrix}
\]  
(5.4)
It is known from Computer Graphics theory [45] that the viewer distance from the object does not affect the projection angle, however it affects the projected size of the object on the projection plane. A principal that will be utilized is the procedure of producing the structure element.

The procedure for producing the structure element can be summarized in the following two steps:

1. For each point of the structure element with coordinate \((x', y')\) extract from camera 1 plane, find the \(X,Y\) coordinate in 3-D space by solving Eq. (5.4), and substituting \(Z_{upper}\) for \(Z\).

2. Using the \(X,Y,Z_{upper}\) calculate for each point in the element its coordinate \((x'', y'')\) in camera 2 plane using Eq. (5.3).

Applying the Computer Graphics principal, the distance \(Z\) does not affect the viewing projection but affects the size of the object projected (i.e., the closer the object to the projection plane the larger the size of the projected image and vice versa). Therefore, we can assume that the object is at \(Z_{upper}\) and obtain the \(X,Y\) corresponding to each point of the element. Utilizing \(X,Y,Z_{upper}\) each point is then re-projected on the image plane of camera 2 using the transformation matrix of camera 2. This would result in obtaining a structure element that has the same viewing angle as the object on camera 2 and if not equal in size, it will be smaller due to the substitution of \(Z_{upper}\) for the \(Z\).
Fig. (5.3). The projection of the line \((X_1, Y_1, Z_1), (X_u, Y_u, Z_u)\) on camera 2 plane \((x''_u, y''_u), (x''_u, y''_u)\).
value. This down sizing of the object is desired for the erosion operation as will be further explained in the next section.

5.6 Locating the point-of-correspondence

Treating images and shapes as point sets in n-dimensional cartesian space (n=2 for binary images), the problem of shape or pattern recognition is converted to the problem of detecting the occurrences of specific set within the search field. This, as was shown earlier, is closely related to the operation of erosion discussed in Chapter 4.

The Crimmins and Brown theory [37], introduced earlier, stated that "The shape A in window W occurs in the image I at and only at the following locations:

\[ [I \ominus A] \cap [\overline{I} \ominus (W-A)] \]  \hspace{1cm} (5.5)

where \( W-A = W \cap \overline{A} \).

The reason for the complement section in Crimmins and Brown's theory is to avoid the false recognition of objects of a similar shape yet smaller in size. For our purpose the structure element was obtained with the objective of "if not equal, it is smaller" in size yet maintains the same zero-crossing connectivity. Since the search for correspondence is performed over a limited neighborhood, only the erosion of the structure element "A" and the image of camera 2 "I":
I ⊖ A

over the domain of the neighborhood, results in the locus of the point where A fits inside I.

The locus of the structure element was selected to be the point of interest in camera 1 image, the result of the erosion is the corresponding point in camera 2 plane.

Since the structure element extracted from image 1 could contain spurious edges not necessarily present in the equivalent feature in image 2, plus the mapped feature within the structure element could be slightly distorted from the feature sought in image 2, the erosion is carried out as follows:

1. The structure element is scanned over the neighborhood search, i.e., at least the center of the structure element should be inside the neighborhood.

2. Over every region covered, the number of mismatch points between the structure element and region is counted.

3. The location in image 2, at the center of the neighborhood support of the structuring element, at which the minimum number of mismatch points is located provides the point-of-correspondence to the candidate point in image 1.

It should be clear that the above procedure is related to the
erosion definition given earlier.

Example 1

To illustrate the procedure and its accuracy in determining the point-of-correspondence, the setup shown in Fig. (5.4) is devised.

A robot arm picks up a calibration target from a pre-defined location and places it in view of the two cameras at a plane horizontal to the work area. The calibration target is a flat dark surface with nine white discs. The centroids of the discs in the two images obtained from the left and right cameras are calculated by first thresholding, followed by border following each disc. The robot arm then places the target at two more different horizontal planes. The reference axes used are shown in Fig. (5.5). The origin is at the center disc in the middle plane. The twenty-seven world coordinate points and their corresponding values in the two images are used to calculate the $\alpha$'s and $\beta$'s.

The $z$ location of the plane closest to the work area is $Z_{upper}$ and the $z$ location of the plane closest to the cameras is $Z_{lower}$.

For the setup used $Z_u = -50 \text{ mm}$, $Z_l = +50 \text{ mm}$, and the viewing area is $\approx 150 \text{ mm} \times 150 \text{ mm}$. The stand-off distance of the two cameras is about 150 cm.

Once the calibration is completed the robot places the target back in its original location, and a number of objects of varying heights are placed in view of the two
Fig. (5.4). Setup for calibration and for testing the point-of-correspondence procedure.
Fig. (5.5). Calibration set-up.
cameras (see (5.6)). Figures (5.7) and (5.8) show the images as viewed by the left and right cameras, respectively. Figures (5.9) and (5.10) show the edge-strength of both images. Nine points are selected at the edges of the edge-strength image obtained from the left camera, and are used in the proposed procedure to determine their corresponding points in the right camera. A structure element of size 15x15 pixels (the images are of size 512x512 pixels), is used and centered about each of the 9 candidate points in turn. Figure (5.11) shows the structure element centered about one of the candidate points. Figure (5.12) shows the mapped image of the structure element to the right camera. Figure (5.13) shows the calculated region for the neighborhood search. Figure (5.14) shows the candidate points and Fig. (5.15) shows the corresponding points obtained through the mathematical morphology procedure.

From the corresponding points we can calculate the position of each point in space relative to the world coordinate axes using the over-determined set of linear equations.

\[
\begin{bmatrix}
\alpha_1 - \alpha_9 x' \\
\alpha_5 - \alpha_9 y' \\
\beta_1 - \beta_9 x'' \\
\beta_5 - \beta_9 y''
\end{bmatrix}
\begin{bmatrix}
x' - \alpha_4 \\
y' - \alpha_8 \\
x'' - \beta_4 \\
y'' - \beta_8
\end{bmatrix}
\]

(5.6)
Fig. (5.6). Objects of varying heights used to test the accuracy of the approach.

Fig. (5.7). View from camera 1.
Fig. (5.8). View from camera 2.

Fig. (5.9). Edge strength of image 1.
Fig. (5.10). Edge strength of image 2.

Fig. (5.11). Forming the structure element about candidate point in image 1.
Fig. (5.12). Mapped structure element in image 2.

Fig. (5.13). The search neighborhood.
The calculated z-coordinate of each point is given in the following table:

<table>
<thead>
<tr>
<th>Point</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.5 mm</td>
</tr>
<tr>
<td>2</td>
<td>1.34 mm</td>
</tr>
<tr>
<td>3</td>
<td>24 mm</td>
</tr>
<tr>
<td>4</td>
<td>24.48 mm</td>
</tr>
<tr>
<td>5</td>
<td>-4.67 mm</td>
</tr>
<tr>
<td>6</td>
<td>-4.44 mm</td>
</tr>
<tr>
<td>7</td>
<td>-24.06 mm</td>
</tr>
<tr>
<td>8</td>
<td>-23.22 mm</td>
</tr>
<tr>
<td>9</td>
<td>-25.90 mm</td>
</tr>
</tbody>
</table>

Since points 1 and 2 are on the same top surface of one of the objects, and so is 3 and 4, 5 and 6, 7 and 8 (Figs.(5.14 and 5.15)), it should be clear that the procedure for the point-of-correspondence was successful in obtaining the right solution.

The height of each object was measured accurately with a vernier having a digital readout. The height of each object is provided in Table (5.2) along with the results as obtained from Table (5.1).
Fig. (5.14). Candidate points in image 1.

Fig. (5.15). Corresponding points in image 2.
Table 5.2
Actual Vs. Measured Z-Coordinate

<table>
<thead>
<tr>
<th>Object labelled with the candidate points</th>
<th>Actual Height (mm)</th>
<th>Measured Height (Z + 50) mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 2</td>
<td>50.44</td>
<td>51.55/51.34</td>
</tr>
<tr>
<td>3 and 4</td>
<td>75.07</td>
<td>74. /74.48</td>
</tr>
<tr>
<td>5 and 6</td>
<td>44.18</td>
<td>45.33/45.56</td>
</tr>
<tr>
<td>7 and 8</td>
<td>25.19</td>
<td>25.94/26.77</td>
</tr>
<tr>
<td>9</td>
<td>25.06</td>
<td>24.1</td>
</tr>
</tbody>
</table>

(Note that the objects are placed at the work space which is - 50 mm. from the defined origin).

Example 2

The same objects used in example 1 are utilized in this example to demonstrate the usage of a larger structure element. The images from both cameras are first thresholded. The centroids of the white patches in the thresholded image of Camera 1 are calculated from the coordinates of their borders obtained from the border following algorithm. A structure element with its center being at the centroid of one of the targets in the edge strength image obtained from camera 1 is extracted (Fig. 5.16). The structure element should be large enough to encompass edges from the object. The structure element selected was 59x59. The purpose here is to determine the corresponding centroids in image 2.

The structure element is then mapped to image 2 (Fig. 5.17), and erosion of the neighborhood region (Fig. 5.18) with the mapped structure element follows. The above steps
are then repeated for all the centroids in image 1. Figure (5.19) shows the centroids derived through thresholding, and border following, and Fig. (5.20) shows the corresponding thresholds obtained from the mapping and morphological procedure.

To validate the results obtained, the centroids of the white patches in image 2 are obtained from the result of thresholding and border following, and compared to the results obtained from the morphological procedure. Table (5.3) provide the results thus obtained.

The results are almost identical (within an error of 1 pixel) testifying to the strength of the method.

Table 5.3

Centroids of the \((x'', y'')\) Obtained From Border Vs. Morphological Procedure

<table>
<thead>
<tr>
<th></th>
<th>Centroids (left camera)</th>
<th>Corresponding centroids (right camera). Morphological procedure</th>
<th>Centroid (right camera) calculated from the borders</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>A</td>
<td>B</td>
<td></td>
</tr>
<tr>
<td></td>
<td>x'   y'</td>
<td>x''   y''</td>
<td>x''   y''</td>
</tr>
<tr>
<td>1</td>
<td>132  -123</td>
<td>121   -130</td>
<td>121   -129</td>
</tr>
<tr>
<td>2</td>
<td>-21   -92</td>
<td>2      -107</td>
<td>2      -107</td>
</tr>
<tr>
<td>3</td>
<td>-174  -16</td>
<td>-146   -52</td>
<td>-146   -52</td>
</tr>
<tr>
<td>4</td>
<td>-59   31</td>
<td>2       9</td>
<td>2       0</td>
</tr>
<tr>
<td>5</td>
<td>58    125</td>
<td>39      105</td>
<td>38      105</td>
</tr>
</tbody>
</table>

Table 4 shows the calculated \(z\) obtained through equation (5.6) using the corresponding centroids \((x', y')\) and
Fig. (5.16). Selecting a structure element. (60x60)

Fig. (5.17). The mapped structure element.
Fig. (5.18). The search neighborhood.

Fig. (5.19). Centroid in image 1.
Fig. (5.20). Corresponding centroids in image 2.

Fig. (5.21). Robot picking up one of the objects.
from the first two data columns of Table (5.3), and the calculated heights versus the measured heights of each object.

<table>
<thead>
<tr>
<th>Points labelled</th>
<th>Z mm</th>
<th>(Z+50 mm)</th>
<th>Measured Height (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-24.09</td>
<td>25.91</td>
<td>25.19</td>
</tr>
<tr>
<td>2</td>
<td>-5.05</td>
<td>44.95</td>
<td>44.18</td>
</tr>
<tr>
<td>3</td>
<td>1.57</td>
<td>51.57</td>
<td>50.44</td>
</tr>
<tr>
<td>4</td>
<td>25.10</td>
<td>75.10</td>
<td>75.07</td>
</tr>
<tr>
<td>5</td>
<td>-26.06</td>
<td>23.94</td>
<td>25.06</td>
</tr>
</tbody>
</table>

The error in the calculated $Z$ is not mainly due to the point-of-correspondence calculation as can be seen from Table 3, but rather mainly due to other factors such as lens distortion, error in robot-hand positioning and repeatability, ... , etc. Nonetheless, the maximum error is less than 1.5 mm for a calibration range of 100 mm and a stand-off distance of $\approx$1.5 m.

The values of the world coordinates ($X, Y, Z$) of each centroid are provided to the controller of the robot through a port in the computer, and the robot is programmed to pick-up each object and place it aside. Figure (5.21) shows the robot handling one of the objects.
Example 3

In this test example a spring on a base is provided in view of both cameras (see Fig. 5.23). Figures (5.24 to (5.30) are self explained. It should be obvious to the reader that point-of-correspondence procedure was successful for all the candidate points.

Example 4

To leave no further doubts a last example is presented (Fig. 5.3) which is basically three objects of different shapes and sizes. Figures (5.32) to (5.40) are self explained. Again it should be obvious to the reader of the success of the point-of-correspondence procedure.
Fig. (5.22). A spring on a base.

Fig. (5.23). Image from camera 1.
Fig. (5.24). Image from camera 2.

Fig. (5.25). A structure element surrounding a candidate point.
Fig. (5.26). Mapped structure element.

Fig. (5.27). The search neighborhood.
Fig. (5.28). Candidate points in image 1.

Fig. (5.29). Corresponding points in image 2 obtained through mapping and mathematical morphology.
Fig. (5.30) Image from camera 1.

Fig. (5.31) Edget strength and structure element about a candidate point.
Fig. (5.32). Mapped structure element on image 2.

Fig. (5.33). The search neighborhood.
Fig. (5.34). Structure element about a candidate point.

Fig. (5.35). Mapped structure element on image 2.
Fig. (5.36). The search neighborhood.
Fig. (5.37). Candidate points.

Fig. (5.38). Corresponding points.
5.7 Discussion and Conclusion

A new procedure for determining the point-of-correspondence was introduced. The procedure was then tested on several examples covering various features and possible applications. A test setup including a robot arm and the vision system was utilized to locate object position using the proposed procedure. The accuracy of the procedure was evaluated and shown to be within 1.5 mm for a calibration range of 100 mm and a stand-off distance of about 1.5 m.

The procedure utilized mathematical morphology operators for finding edges and then for determining the point-of-correspondence in the second image. The procedure was implemented using off-the-shelf hardware (IBM-AT, Matrox frame buffer and two Pulnix cameras), however, hardware that supports morphological operations is currently available and if utilized, the procedure can be implemented for real-time applications.
CHAPTER VI

CAMERA CALIBRATION WITH LENS DISTORTION

Abstract

Extending the camera calibration technique to include lens distortion is considered in this chapter. The lens distortion parameters representing radial and tangential distortion will be introduced to the camera calibration process. The effect of each parameter on the reduction of a specified error criterion will be utilized to illustrate the effect of these parameters. The initial value for solving the non-linear set of equations will be estimated by assuming no lens distortion and calibrating the cameras. The values obtained will then be used as initial guess with the lens distortion parameters estimated to be zero.

6.1 Introduction

Lens distortion is defined as the failure of a lens to image a straight line in object space as a straight line in image space and to maintain the same metric. Normally, the
resultant displacement of the image from that produced by a true projective transformation is referred to as distortion and is characterized by two distinct components.

One that is radially symmetric about the principal point and one that is symmetric along a line directed through the principal point. Terminology adopted by the photogrammetrist to describe these two components is radial and tangential distortion, respectively. Since distortion has to affect the position of the image point in the image plane, \( t \), therefore represents an important factor that cannot be ignored in measurements when high accuracy is required.

6.2 **Radial Distortion**

Radial lens distortion is an aberration which causes a ray of light directed at the front nodal point to emerge from the rear nodal point changed in direction.

Radial lens distortion is illustrated in Fig. (6.1), where the ray directed from 0 along the optical axis passes through the lens undeviated in direction. The ray directed from A toward the front nodal point \( N \) should leave the rear nodal point \( N' \) undeviated in direction along the dashed line \( N'a' \). The distortion, however, causes the emergent ray to travel along \( N'a \). This places the image point too far out along a radial line from the axial point 0. An outward displacement is considered a positive radial distortion. The direction of the ray \( BN \) is changed by distortion in such a
Fig. (6.1). Radial lens distortion.
manner as to cause the image point \( b \) to lie too far along a radial line toward the axial point \( O \). This is a negative radial distortion.

Radial lens distortion for photogrammetric application has always been given in one of three ways. One way is by representing the lens distortion by a curve in which the horizontal axis is the radial distance from the principal point \( r \) and the vertical axis representing the radial distortion value \( \delta_r \). However, since \( \delta_r \) is a function of the radial distance "\( r \)" out from the principal point, this value must first be computed from

\[
r = (x^2 + y^2)^{1/2}
\]

in which \( x \) and \( y \) are the coordinates of the point with respect to the principal point.

A second approach to tabulate the values of the radial distortion \( \delta_r \) as a function of the radial distance "\( r \)". the incremental value of "\( r \)" being chosen according to the shape of the curve. An interpolation routine, based on the value of \( r \) for each point is then utilized to determine the corresponding value for \( \delta_r \).

A third method for presenting radial lens distortion is in the form of an odd-power polynomial of the form

\[
\delta_r = K_0 r + K_1 r^3 + K_2 r^5 + \ldots
\] (6.1)
Fig. (6.2). Correction of coordinates for radial distortion.
in which the \( K \)-coefficients are obtained by fitting the polynomial curve to the distortion data by the method of least squares. This form is the most convenient computer implementation.

After the value of the radial distortion of a point is determined, the co-ordinates of the point must be modified to eliminate the effect of this distortion. This can be accomplished by using the form

\[
\begin{align*}
x_C &= x(1 - \frac{\delta_r}{r}) \\
y_C &= y(1 - \frac{\delta_r}{r})
\end{align*}
\]

(6.2)

where \( x_C, y_C \) are the corrected values and \( x, y \) are the point location in relation to the principal point. The form given in Eq. (6.2) can be illustrated as shown in Fig. (6.2) where the point \( P' \) has been displaced outward (positive) to its image position \( P \) by radial distortion \( \delta_r \). The coordinates of \( P \), uncorrected for line distortion are \( x \) and \( y \). The corrected coordinates are \( x_C \) and \( y_C \). Then by similar triangles,

\[
\begin{align*}
\frac{x_C}{r-\delta_r} &= \frac{x}{r} \quad \text{and} \quad \frac{y_C}{r-\delta_r} &= \frac{y}{r}
\end{align*}
\]

(6.3)
Thus,

\[ x_c = x(1 - \frac{\delta x}{r}) \]
\[ y_c = y(1 - \frac{\delta y}{r}) \]

Then substituting Eq. (6.2) into (6.1) the following form is obtained:

\[ x_c = x(1-(K_0 + K_1 r^2 + K_2 r^4 + \ldots)) \]
\[ y_c = y(1-(K_0 + K_1 r^2 + K_2 r^4 + \ldots)) \] (6.4)

The form that will be later used for the calibration procedure when extended to include lens distortion.

6.3 **Tangential Distortion**

The presence of tangential distortion was first noted by Pennington [50] when exploration of Multiplex models displayed unusual patterns, resulting in inaccuracies not attributable to radial distortion. Tangential distortion is the displacement of the image of a point normal to a radial line unlike radial distortion which is not a lens aberration but a consequence of imperfect fabrication and assembly of lens so that the centers of curvature of the individual element are not made to fall on a straight line. That results in a radial and tangential distortion of the image.
A commonly used model for correcting lens distorting for both radial and tangential is that developed by D. Brown [51].

\[
\Delta x_j = \bar{x}_j [K_1 r^2 + K_2 r^4 + K_3 r^6 + \ldots ] \\
+ [P_1 (r^2 + 2x_j^2) + 2p_2 \bar{x}_j \bar{y}_j ] \\
\Delta y_j = \bar{y}_j [K_1 r^2 + K_2 r^4 + K r^6 + \ldots ] + 2p_1 \bar{x}_j \bar{y}_j + p_2 (r^2 + 2y_j^2 )
\]

(6.5)

where \( \Delta x_j \) and \( \Delta y_j \) are corrections for geometric lens distortion present in the coordinates \( x \) and \( y \) of image point \( J \) and \( r = (x_j^2 + y_j^2)^{1/2} \). The coefficients \( K_1, K_2, K_3, P_1, P_2, P_3 \) are the parameters to be determined through the calibration process. This model accounts for both symmetric radial distortion and asymmetric tangential distortion. The terms which include the coefficient \( K_1, K_2 \) and \( K_3 \) represent the symmetric radial distortion which is the same as that of Eq. (6.1), and the terms which include \( P_1, P_2 \) and \( P_3 \) represent the asymmetric tangential distortion.

In the next section, the calibration procedure introduced in Chapter 2 will be extended to include line distortion parameters. The effect of different terms of distortion parameters will be illustrated through examples.
6.4 Camera Calibration with Lens Distortion

The prospective transformation matrix of Eq. (2.1) can be rewritten substituting

\[ x_c = x_d + \Delta x \]
\[ y_c = y_d + \Delta y \]

where \( x_d \) and \( y_d \) are the distorted coordinates of the point and \( x_c, y_c \) are the corrected coordinates of the same point. \( \Delta x \) and \( \Delta y \) are the distortion values represented by the model of Eq. (6.5). Therefore for camera 1, Eq. (2.1) can be rewritten as

\[
\begin{bmatrix}
(x_d + \Delta x) \, w \\
(y_d + \Delta y) \, w \\
w
\end{bmatrix} =
\begin{bmatrix}
\alpha_1 & \alpha_2 & \alpha_3 & \alpha_4 \\
\alpha_5 & \alpha_6 & \alpha_7 & \alpha_8 \\
\alpha_9 & \alpha_{10} & \alpha_{11} & 1 \\
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z \\
1
\end{bmatrix} 
\]

(6.6)

Substituting Eq. (6.5) into Eq. (6.6) the following two equations can be obtained:
\[ f_1(\vec{a}) = \left[ x_d(1+\alpha_{12}x^2+\alpha_{13}x^4+\alpha_{14}x^6) + \alpha_{15}(x^2+2x^4) + \alpha_{16}x_d^2y_d \right] \]

\[ [a_{9}X+a_{10}Y+a_{11}Z+1.0] - [a_{1}X+a_{2}Y+a_{3}Z+a_{4}] = 0 \]

\[ f_2(\vec{a}) = [y_d(1+\alpha_{12}y^2+\alpha_{13}y^4+\alpha_{14}y^6) + \alpha_{15}(2x_d^2y_d) \]

\[ + a_{16}[x^2+2y^2_d][a_{9}X+a_{10}Y+a_{11}Z+1.0] \]

\[ - [a_{5}X+a_{6}Y+a_{7}Z+a_{8}] = 0 \]

where \( \alpha_{1}, \alpha_{2}, \ldots, \alpha_{11} \) are the prospective transformation parameters

\[ \alpha_{12} = k_1 \quad \alpha_{15} = p_1 \]
\[ \alpha_{13} = k_2 \]
\[ \alpha_{14} = k_3 \quad \alpha_{16} = p_2 \]

of the lens distortion model.

Now, by taking a number of measurements \((X,Y,Z)\) and the corresponding image points \((x,y)\) a set of an over-determined non-linear equations can be formed.

\[ \phi = f_i(\vec{a}) \]

where \( \alpha \) is a 2-dimensional vector of unknowns, \( \alpha \) where \( j=1,\ldots,16 \). It is customary in solving this form of equations to define an error criterion on the form,
\[
\phi = \sum_{i=1}^{K} [f(\alpha)]
\]

(6.8)

where \(K=2\) in our application.

One of the most critical issues in optimizing such functions is the selection of good initial guess for the parameters that will insure a rapid and optimal convergence. Also the choice of an appropriate algorithm for solving a set of non-linear equations represents an important factor.

To deal with the initial guess issue, the system is first calibrated assuming no lens distortion, i.e., \(\alpha_{12}\) to \(\alpha_{16}\) are assigned zero value (this reduces the problem to the set of linear equations of Chapter 2) and then substituting these values as initial guess to the non-linear Eq. (6.8) for \(\phi\).

The algorithm developed by Marquardt [52] for the purpose of least-squares estimation of non-linear parameters was chosen as a suitable technique for this application. In this procedure the first derivative of \(f_1(\alpha)\) and \(f_2(\alpha)\) is required. The procedure is then implemented as follows:

1. Form the first derivative matrix on the form

\[
\frac{\partial f_1(\tilde{\alpha})}{\partial \alpha_1} \quad \frac{\partial f_1(\tilde{\alpha})}{\partial \alpha_2} \quad \cdots \quad \frac{\partial f_1(\tilde{\alpha})}{\partial \alpha_{16}}
\]

(6.9)

\[
\frac{\partial f_2(\tilde{\alpha})}{\partial \alpha_1} \quad \frac{\partial f_2(\tilde{\alpha})}{\partial \alpha_2} \quad \cdots \quad \frac{\partial f_2(\tilde{\alpha})}{\partial \alpha_{16}}
\]

2. A \(P\)-matrix is formed by substituting the set of measured values for \((X,Y,Z)\) and \((X',Y')\) in the first
3. A set of linear equation in $\alpha$, where

$$\Delta\alpha = [\Delta\alpha_1 \Delta\alpha_2 \ldots \Delta\alpha_{16}]$$

is constructed in the form

$$[P^TP + \lambda I]\Delta\alpha(r) = -P^T\bar{f}$$

(6.10)

where $f$ is the vector obtained by substituting the measured value for $(X,Y,Z)$ and $(x',y')$ in

$$\begin{bmatrix}
    f_1(\bar{\alpha}) \\
    f_2(\bar{\alpha})
\end{bmatrix}$$

(6.11)

where $r$ is the iteration number and $\Delta\bar{\alpha}$ is defined as:

$$\Delta\bar{\alpha}(r) = \bar{\alpha}(r+1) - \bar{\alpha}(r)$$

(6.12)

where $\alpha^{(0)}$ is the initial guess value for the parameters as discussed earlier, through calibration with the assumption of no lens distortion, then utilizing the obtained parameters as initial guess for $\alpha_1$ to $\alpha_{11}$ and that the lens distortion parameters $\alpha_{12}$ to $\alpha_{16}$ are initially estimated to be zero.

The value of $\lambda$ is initially selected at 0.01, and modified in further iterations to ensure movements in the direction towards the minimum of the error criterion

$$\phi(r) = \sum(f_1^2[\bar{\alpha}(r)] + f_2^2[\bar{\alpha}(r)])$$

(6.13)
where \( \Sigma \) is considered over the measured points. Convergence is obtained when

\[
\frac{|a_j^{(r)}|}{10^{-3} + |a_j^{(r)}|} \leq 10^{-5}, \forall j
\]

In all the experiments performed, the error dropped substantially in the first 6 iterations.

6.5 Calibration Examples

To demonstrate the effect of introducing various lines distortion terms in the camera calibration operations, data are collected as explained in Chapter 2. The data is then utilized to solve for each of the following assumptions:

1. No line distortion (parameters obtained are later used for assumptions 2-4).
2. One term of lens distortion.
3. One term of lens distortion plus tangential distortion.
4. Three terms of radial distortion plus tangential distortion.

The algorithm was executed for cases 2 to 4 until the convergence condition of Eq. (6.14) was met.
For comparison purposes between the effect of each of the above assumptions the error criterion of equation (6.14) is used. Two experiments were performed. The first involved 27 points and the second involves 63. The results obtained for both experiments are as follows:

**Experiment 1:** Number of data points collected = 27

Assumption 1: error $\phi = 0.006885$
Assumption 2: error $\phi = 0.006278$
Assumption 3: error $\phi = 0.002591$
Assumption 4: error $\phi = 0.002204$

**Experiment 2:** Number of data points collected = 63

Assumption 1: error $\phi = 7.56 \times 10$
Assumption 2: error $\phi = 7.50 \times 10$
Assumption 3: error $\phi = 6.074 \times 10$
Assumption 4: error $\phi = 5.62 \times 10$

From these results it is clear that assumption 2, in which only one term of the radial distortion is considered, had noticeable effect on reducing the error (approximately 9%) below the assumption of no lens distortion. In the third assumption, in which the tangential distortion terms was included, the error value was reduced by 62% from the first assumption. A further drop in error by 67% from the initial case was achieved by including three terms of radial distortion plus tangential distortion. The above results show that tangential distortion is of important
consideration in error reduction, contrary to Tsai's generalized claim that tangential distortion is of no effect and can be ignored. Also higher terms of radial distortion shows a considerable effect on the error reduction, and when including these terms no numerical instability was encountered, contrary to a statement given by Tsai in his paper [19].

6.6 Conclusion and Discussion

Lens distortion, both radial and tangential, was discussed and included in the camera calibration procedure. The proposed calibration procedure of Chapter 2 was extended to include lens distortion. This extension changed the nature of the set of equations from linear algebraic equations to a set of non-linear algebraic equations which constituted a different approach for solving the calibration parameters. A procedure for automatic estimation of the initial values for the optimization parameters, by assuming no lens distortion, which is an assumption that was tested in previous chapters and showed to obtain reasonable results, was used.

The effect of different terms distortion on reducing the error criterion was evaluated by introducing different terms to the optimization procedure. Through this evaluation it was found that in our application tangential distortion has a considerable effect and that the statement
made by Tsai [19] in his paper cannot be generalized. This is mainly due to the fact that since tangential distortion is, in fact, due to decentralization of lens elements during assembling, or due to the decentralization of different elements in the optical train, such as the case when close-up lenses are mounted on the optical system, then tangential distortion effect may vary from one set-up to the next and from one lens manufacturer to another and, therefore, its effect may have a great contribution to the accuracy of the measurements. Including tangential distortion and higher terms of radial distortion does not represent a numerical stability problem once a suitable algorithm such as the one used in this thesis is utilized.
CHAPTER VII

SUMMARY AND CONCLUSIONS

The principle objectives of the research work described in this thesis are to develop solutions to:

1) the calibration of randomly aligned stereo vision system of close-range sensing
2) point-of-correspondence problem for the general case of co-planar camera.

With these objectives in mind, approaches for stereo vision systems were investigated. It was concluded that most of the available approaches assume geometrical constraints on the imaging setup. This leads to the investigation of camera calibration techniques adopted by photogrammetrists for photogrammetric applications. An approach based on homogeneous coordinate transformation was developed to relate the camera 2-D coordinate system to the 3-D world coordinate system. With this approach the geometrical constraints were relaxed thus simplifying the setup procedure and reducing setup time. The approach involves solving a set of over-
determined linear equations. Retrieving 3-D position information of objects within the common field of view was then illustrated. Performance evaluation of the proposed procedure was carried out utilizing a standard testing procedure to determine both accuracy and repeatability of measurements reported by the system. The results obtained show that the proposed procedure has an accuracy of 0.1 mm over a range of measurements of 12.7*12.7*12.7 mm and a repeatability envelope of 0.01 mm.

The procedure was first implemented to deal with isolated features in the image (i.e., a single object is in view of both cameras). Therefore, finding matched points between left and right cameras can be done by simply locating the centroid of the object or the corner depending on the specific target. However, once several objects are within the viewing range, finding matched features between the left and right images introduces a new problem that requires the development of a procedure that deals with this point-of-correspondence problem.

A new procedure for determining the point-of-correspondence was developed. The approach utilizes mathematical morphology operators to obtain edge-strength images and then to identify matches between the two images.

The search for matches was performed over a limited search neighborhood rather than the entire image, thereby reducing the search time and increasing the accuracy of
match findings.

The lens distortion in optical train was then discussed and a proposed calibration procedure was expanded to include lens distortion parameters, both radial and tangential. The effect of the different terms of the lens distortion model on the accuracy of the results was then illustrated by error reduction to the cost function. The results obtained show that both radial and tangential distortion parameters have a significant effect on the accuracy of the measurements.

Further research based on the work presented in this thesis can be carried out. Some suggestions follow:

1. Development of an expert system for coordinate measurement and object recognition based on 3-D information.

2. Extending the proposed system to multi-camera viewing.

3. 3-D measurement using a single camera mounted on a translation table to provide several views of the object.
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