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ABSTRACT

For hypoeutectic Al-Si alloy castings, minimizing dendrite arm spacing and modification of the secondary Si particles is the most effective means for maximizing strength and ductility. Dendrite refinement can be affected by microalloying with selective elements that promote interfacial instability through constitutional and thermal supercooling. The microalloying elements used in commercial Al alloys A319 and A356 are 0.5 to 1.0 wt% of Sb, Bi, In and Sn, which have little or no solubility in Al, i.e. they have extremely low distribution coefficients. Significant refinement of the dendrite structures (decreasing DAS) and the modification of eutectic Si particles were obtained with the additions of the microalloying elements Sb and Bi. Also the mechanical properties (strength, elongation and impact toughness) were significantly improved with Al-insoluble elements.

A dendrite-growth model, based on the Mullins-Sekerka interfacial stability theory, further enhanced by Langer and Muller-Krumbhaar, which uses the thermal supercooling and interfacial instability resulting from solute trapping due to non-steady state growth conditions, is proposed to account for the results.
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CHAPTER 1

INTRODUCTION

The hypoeutectic Al-Si casting alloys are widely used throughout the automotive and aerospace industries for structural components. These alloys are characterized by their excellent castability and pressure tightness, their good corrosion resistance, and their good tensile and fatigue properties. As-cast grain structures are important for most properties of an alloy material, because subsequent deformation and heat treatment do not change them significantly. For hypoeutectic Al-Si alloy castings, minimizing dendrite arm spacing and modification of the secondary Si particles are the most effective means for maximizing strength and ductility [1].

The addition of microalloying elements to alloys can significantly refine the microstructure and improve the mechanical properties of alloys. In earlier research by Youdelis and coworkers [2-5], it was shown that small additions of third elements (e.g. Si, Be) significantly improves the grain refinement of Al by Ti. The authors proposed that the effect of the third elements results principally from the increase in nucleation entropy and the corresponding increase in the nucleation rate for the peritectic compound TiAl₃ when Si or Be are incorporated into the compound. The increased nucleation rate ultimately translates into a finer cast grain structure via the peritectic reaction. It was also shown that the addition of Be to Al-Cu and Al-Mg-Si alloys refines the CuAl₂ and Mg₆Si precipitates in the solid-state transformations (aging), and improves the age-hardening response of the alloys [6,7].
The success in refining the microstructure, i.e. refinement of grain size and precipitates in the above alloys by microalloying suggested the same approach may be successful in refining dendrites and precipitates in the Al casting alloys used in the production of engine blocks and heads for the automotive industry, i.e. A319 and A356, which are the principle industrial hypoeutectic Al-Si alloys. The approach used in this investigation is to increase the nucleation rate through selective use of microalloying elements that have the potential to increase the nucleation entropy, and so stimulate the nucleation of the primary phase, or to restrict growth of a phase through a pile-up of a microalloying element (insoluble in the solid), and so force additional nucleation during solidification. In this study, the effect of the Al-insoluble elements Sb, Bi, In and Sn (all have extremely low distribution coefficients in both Al and Si) on the microstructure and mechanical properties of the commercial Al alloys A319 and A356 are investigated. Of most interest is the effect of the above microalloying elements on the dendrite arm spacing, and the morphology and size of the secondary Si particles, and if the refinement translates into an increase in tensile strength, ductility and toughness.
CHAPTER 2  
LITERATURE REVIEW  

2.1. ALUMINUM-SILICON ALLOYS  

The most widely used aluminum casting alloys are Al-Si base alloys. Al alloys containing silicon as the major alloying element offer excellent castability, good corrosion resistance, and can be easily machined and welded. The Al-Si binary phase diagram shows the eutectic silicon level at about 12%. Al-Si alloys containing silicon less than 12% are hypoeutectic Al-Si alloys, with the A319 and A356 Al-Si alloys containing nominally about 7% silicon.  

2.1.1 Alloy Compositions  

For the hypoeutectic Al-Si alloys, a number of alloying elements may be added to the melt to influence the mechanical properties of the casting. Silicon promotes castability by improving the fluidity and feeding characteristics of the melt, and also increases the resistance to hot tear. The size and shape of the silicon particles in the eutectic regions of the microstructure strongly influence the mechanical properties of the casting. Silicon additions also result in a reduction in specific gravity and coefficient of thermal expansion for the alloys. Copper increases the strength and hardness of the alloy, especially via thermal  

\* all concentrations in wt%.
processing. Alloys containing 4 to 6% Cu respond most strongly to the thermal treatments (aging). However, copper generally reduces the resistance of the alloy to general corrosion, and Al-Si alloys containing Cu are more prone to hot tearing. The addition of magnesium promotes aging response, and is commonly used in more complex Al-Si alloys containing copper, nickel, and other elements for the same purpose. Mg combines with Si to form the active precipitation-hardening phase Mg₃Si. This compound, when precipitated from solid solution during aging, is responsible for the significant improvement in hardness and mechanical strength of the alloy. Mg₃Si also displays a useful solubility limit corresponding to approximately 0.70% Mg, beyond with either no further strengthening occurs or matrix softening takes place. Common premium-strength compositions in the Al-Si family employ Mg in the range of 0.40 to 0.70%. Iron improves hot tear resistance and decreases the tendency for die sticking or soldering in die casting of Al alloys. Increases in iron content are, however, accompanied by substantially decreased ductility. Small quantities of impurities such as Zn are often present in casting alloys. Zn reduces ductility and should be maintained within specified limits [10,37].

2.1.2 A319 and A356 Alloy Systems

The chemical composition and mechanical properties of the A319 and A356 alloys are given in Table 2.1 and 2.2 respectively, and the thermal properties in Table 2.3. In A319, the Si imparts the good casting characteristics, and the Cu imparts moderately high strength and improved machinability, but reduces the alloy's ductility and resistance to corrosion. Alloy A319 is produced from recycled metal, with the alloying elements added or removed
to meet specific composition ranges. Automobile engine components made from this alloy include cylinder heads and intake manifolds. There are other applications for A319, where its good castability and weldability, pressure tightness and moderate strength are required.

As with A319, the addition of Si imparts excellent castability and resistance to hot-tearing to the A356 alloy. Mg is added to increase the strength and make it an age-hardening alloy. As A356 has excellent casting characteristics and resistance to corrosion, it is used in large quantities for sand and permanent mold casting. Several heat treatments are used and provide the various combinations of tensile and physical properties that make it very attractive for many automotive and aircraft applications. A companion alloy of A356 with lower iron content, affords higher tensile properties in the premium-quality sand and permanent-mold castings. The premium quality A356 alloys, obtained by T6-type heat treatment, are usually specified for military and aircraft applications [8,9].

Table 2.1 Chemical composition of alloys A319 and A356 [38]

<table>
<thead>
<tr>
<th>Alloy</th>
<th>%Si</th>
<th>%Cu</th>
<th>%Mg</th>
<th>%Ti</th>
<th>%Mn</th>
<th>%Fe</th>
<th>%Zn</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>A319</td>
<td>5.5-6.5</td>
<td>3-4</td>
<td>&lt;0.1</td>
<td>&lt;0.25</td>
<td>&lt;0.5</td>
<td>&lt;0.1</td>
<td>&lt;0.1</td>
<td>&lt;0.5</td>
</tr>
<tr>
<td>A356</td>
<td>6.5-7.5</td>
<td>&lt;0.25</td>
<td>0.2-0.45</td>
<td>&lt;0.25</td>
<td>&lt;0.35</td>
<td>&lt;0.6</td>
<td>&lt;0.35</td>
<td>&lt;0.15</td>
</tr>
</tbody>
</table>
Table 2.2 Mechanical properties of alloys A319 and A356 [38]

<table>
<thead>
<tr>
<th>Alloy (Temper)</th>
<th>Tensile Strength MPa</th>
<th>Yield Strength MPa</th>
<th>Elongation %</th>
<th>Hardness HB</th>
</tr>
</thead>
<tbody>
<tr>
<td>A319 (As cast)</td>
<td>185</td>
<td>125</td>
<td>2.0</td>
<td>70</td>
</tr>
<tr>
<td>A319 (T6)</td>
<td>250</td>
<td>165</td>
<td>2.0</td>
<td>80</td>
</tr>
<tr>
<td>A356 (T51)</td>
<td>172</td>
<td>140</td>
<td>2.0</td>
<td>60</td>
</tr>
<tr>
<td>A356 (T6)</td>
<td>228</td>
<td>165</td>
<td>3.5</td>
<td>70</td>
</tr>
<tr>
<td>A356 (T7)</td>
<td>234</td>
<td>205</td>
<td>2.0</td>
<td>75</td>
</tr>
<tr>
<td>A356 (T71)</td>
<td>193</td>
<td>145</td>
<td>3.5</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 2.3 Thermal properties of alloys A319 and A356 [38]

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Liquidus temperature</th>
<th>Solidus temperature</th>
<th>Solution temperature</th>
<th>Aging temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>A319</td>
<td>605°C</td>
<td>515°C</td>
<td>500 - 505°C</td>
<td>(T51) 225-230°C</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(T6) 150-155°C</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(T7) 225-230°C</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(T71) 245-250°C</td>
</tr>
<tr>
<td>A356</td>
<td>615°C</td>
<td>555°C</td>
<td>535 - 540°C</td>
<td></td>
</tr>
</tbody>
</table>
2.2. DENDRITIC GROWTH THEORY

2.2.1 Nucleation Theory

Volmer and Weber [11], and Becker and Doring [12] first developed the classical nucleation theory for the nucleation from the vapour phase. It was extended by Turnbull and Fisher [13] to describe homogeneous nucleation in a condensed system. Crystallization begins with the formation of solid nuclei which then grow by consuming the melt. The small crystals develop as a result of thermal fluctuations. Nuclei capable of growth must satisfy the condition \( d(\Delta G)/dr < 0 \), where \( \Delta G \) is the Gibbs free energy change for nucleation and \( r \) is the nuclei radius. The total free energy change consists of two parts: a positive free energy change associated with the formation of the solid/liquid interface (surface free energy, \( \gamma \)), and a negative volume transformation free energy change \( (\Delta G_v) \) for the liquid to solid, thus

\[
\Delta G = \frac{4}{3} \pi r^3 \Delta G_v + 4\pi r^2 \gamma
\]

(2-1)

The function goes through an extremum (maximum) at \( r^* = 2\gamma/\Delta G_v \), and the free energy of formation of critical-sized embryos for homogeneous nucleation is given by

\[
\Delta G_{hom} = \frac{16\pi \gamma^3}{3(\Delta G_v)^2}
\]

(2-2)

The transformation free energy change for the system (solid plus liquid) per unit volume \( \Delta G_v \) is related to the volume entropy change \( (\Delta S_v) \) and undercooling \( (\Delta T = T_l - T) \), where \( T_l \) = liquidus temperature and \( T \) the nucleation temperature) by \( \Delta G_v = -\Delta S_v \Delta T \) [3], where for regular behaving solutions, \( \Delta S_v \) is given by [3]
\[ \Delta S_v = \sum_r N_r^s (S_r^s - S_r^l) - R \sum_r N_r^l \ln(N_r^l/N_r^s) \]  

(2-3)

where \( N_r^s \) and \( N_r^l \) refer to the mole fractions of the \( r \)th component in the solid and liquid phases respectively, and \( S_r^s \) and \( S_r^l \) are the molar entropies of the \( r \)th component in the pure solid and liquid states respectively, at the nucleation temperature. The behaviour of intermediate compounds or phases of limited solid solubility are far removed from regular solution behaviour. However, by appropriate combination of the solution and compound for the nucleation rate (N) formation reactions and their entropies, the regular solution behaviour can be removed to give

\[ \dot{N} = A \exp\left(-\frac{16\pi \gamma^3}{3\Delta S_v^2 \Delta T^2 kT}\right) \]  

(2-4)

where the pre-exponential parameter \( A \) includes the embryo surface concentration of atoms, and the jump frequency for the atom (which has an exponential dependency on the activation energy for grain boundary diffusion).

For heterogeneous nucleation, a substrate reduces the surface energy needed to form a nucleus, and thereby decreases the free energy of formation of the critical-sized nucleus by a factor that is a function of the contact angle (\( \theta \)) at the nucleus/substrate interface. The substrate effect is taken into account by modifying \( \Delta G^* \) for homogeneous nucleation thus,

\[ \Delta G_{het}^* = \frac{16\pi \gamma^3}{3(\Delta S_v)^2(\Delta T)^2} f(\theta) \]  

(2-5)

where the function \( f(\theta) \) is given by
2.2.2 Stability of a Solid/Liquid Interface

2.2.2.1 Crystal Growth in Pure Metals

A liquid metal at a temperature below its freezing point should form crystal nuclei, and these nuclei will subsequently grow into large crystals. The shape of solid/liquid interface of pure metals is determined by the way in which the heat of crystallization is dissipated. Suppose Fig.2.1 represents a region containing a solid-liquid interface and that the heat is conducting away from the interface in both directions; that is, the heat is being removed through both the solid and the supercooled liquid. Because of the heat of fusion released at the interface, the temperature of the interface usually rises above that of both the liquid and solid. The resulting temperature contour is shown in Fig.2.1 and is known in general as a temperature inversion [39]. Under this condition, when the temperature falls in the liquid in the advance of the interface, the latter becomes unstable and in the presence of any small perturbation, cells may grow out from the general interface into the liquid. The resulting structure is called a dendrite, and may also become quite complicated, with secondary branches, forming on the primary cell, and possibly with tertiary branches forming on the secondary ones. So dendrite growth will occur in the freezing of pure metals when the interface is allowed to move forward into sufficient supercooled liquid. However, in metals of relatively low purity it is almost impossible to obtain enough thermal supercooling, so the interface will be stable and the entire freezing process is planar (not dendritic) because more

\[ f(\theta) = \frac{2-3\cos\theta + \cos^3\theta}{4} \]  \hspace{1cm} (2-6)
heat would flow in through a bulge into the liquid, less would be conducted away and the solid bulge would melt again [40].

2.2.2.2 Crystal Growth in Alloys - Constitutional Supercooling

The theory termed 'constitutional supercooling' (CS) was first presented by Rutter and Chalmers [14]. This theory related to the unstable growth of a planar interface with undercooling due to the build-up of solute at the solid/liquid interface. Unstable growth of a solid phase in a pure liquid occurs with thermal undercooling. However, in an alloy system the undercooling of the interface can be related to the distribution of solute in the liquid during freezing and to the imposed temperature gradient.

Fig.2.2(a) shows that for steady state planar growth of a binary alloy of \( C_0 \) solute composition, the liquid at the interface has composition \( C_\gamma/k_0 \) and solid of \( C_0 \) must separate from this, where \( k_0 \) is the distribution coefficient defined as \( k_0 = C_s/C_l \). In growth, the boundary layer composition can increase to \( C_\gamma/k_0 \) and the distribution in the liquid is shown in Fig.2.2(b). At a distance in the liquid, far removed from the interface the composition once more is \( C_0 \). It is necessary to consider the solute distributions in the liquid ahead of an advancing S/L planar interface during fluctuations in non-steady state growth conditions, and its effects on interface stability. Tiller and Coworkers [35] give the transport equation under following assumptions:

1. Diffusion in the solid is negligible.

2. The value of distribution coefficient \( k_0 \) (\( C/C_l \)) is constant.

3. Convection in the liquid is negligible.
Fig.2.1  Temperature inversion during freezing [39].

Fig.2.2  (a) Phase diagram. (b) Composition of boundary layer at solid-liquid interface. (c) Relationship between composition and temperature on equilibrium diagram. (d) Conversion of composition-distance to temperature-distance ahead of interface [34].
4. The S/L interface is plane and perpendicular to the axis of the specimen.

The differential equation describing the distribution of solute in the liquid ahead of the solid/liquid interface advancing at a velocity \( R = V \) is given by

\[
\frac{D \partial^2 C_l}{\partial x'^2} + R \frac{\partial C_l}{\partial x'} = \frac{\partial C_l}{\partial t}
\]  

(2-7)

where \( D \) is the liquid diffusion coefficient, and \( x' \) is the distance ahead of the interface. As the crystal grows the liquid concentration at the interface will rise because of the solute rejected from the solid according to the equilibrium diagram, which will give rise to the solute concentration in the solid, since the two concentrations are related by the distribution coefficient \( k_0 \). This concentration will continue to increase until a steady state condition is reached. At this point the solid concentration adjacent to the interface will have reached a steady value and the distribution of solute in the liquid near the interface will also be constant too, i.e. \( dC/dt = 0 \) and Eq.(2-7) becomes

\[
\frac{D \partial^2 C_l}{\partial x'^2} + R \frac{\partial C_l}{\partial x'} = 0
\]  

(2-8)

which yields a solution

\[
C_l = C_0 [1 + \left(\frac{1-k_0}{k_0}\right) e^{-R(D) x'}]
\]  

(2-9)

Fig.2.3 shows the steady-state distribution in the liquid ahead of the S/L interface for several \( k_0 \) values.
Fig. 2.3  Steady state solute distribution in the liquid ahead of the advancing solid-liquid interface [36].
From Fig.2.2(c) the relationship between temperature $T$ and composition $C$ is given by $\Delta T = m\Delta C$. Fig.2.2(d) shows the conversion of the graph relating composition to temperature ahead of the interface. $G$ is the actual temperature gradient in the liquid ahead of the interface. Fig.2.2(d) shows $G$ smaller than the gradient of the liquidus temperature $T_{ci}$ at the interface. This is a condition for constitutional supercooling, i.e. the actual temperature ahead of the interface is below the solidification temperature for the related solute composition. For this condition a point on the solid interface which grows ahead of the planar surface can grow initially under conditions of greater supercooling [15].

The liquidus temperature from Fig.2.2(c) is given $T = T_0 - mC_0$, and $m$ is the slope of liquidus. For the solute boundary layer, the temperature is given by:

$$T = T_0 - mC_0[1 + \frac{1-k_0}{k_0}e^{-\frac{Rz'}{D}}]$$

(2-10)

For constitutional supercooling

$$|dT/dx|_{z'=0} \geq G$$

which gives

$$\frac{m(C_0R)}{D} \left( \frac{1-k_0}{k_0} \right) \geq G$$

(2-11)

or

$$\frac{G}{R} \leq \frac{mC_0(1-k_0)}{D}$$

Eq. (2-11) show that increasing the solidification rate $R$, the solute concentration $C_0$ and decreasing $k_0$ will increase the tendency for constitutional supercooling for an alloy and that solutes that have little solubility in the parent solid ($k_0 \ll 1$) will tend to accumulate more
rapidly at the S/L interface.

2.2.2.3 Mullins-Sekerka (MS) Stability Theory

A drawback of the constitutional supercooling criterion is that it ignores the effect of the surface tension of the interface. It is reasonable to suppose that the latter should have a marked influence upon interface stability. In order to investigate this possibility, and to learn more about the morphological changes occurring near to the limit of stability, it is necessary to suppose that the interface has already been slightly disturbed and to study its development under the constraints of diffusion and capillarity. Mullins and Sekerka [16,17] have developed a theory of instability of a solid-liquid interface. In their studies the question of stability is studied by introducing a perturbation in the original interface shape and determining whether this perturbation will grow or decay. The principal physical assumptions of their analysis are those of isotropy of bulk and surface parameters, and of local equilibrium at the interface. The critical mathematical simplification is the use of steady-state values for the thermal and diffusion fields. In fact, the shape of the interface is changing due to the growth (or decay) of a perturbation in its planar shape. And the steady-state calculation is valid only for those perturbations whose shape changes sufficiently slowly. Therefore, stability criteria based on slowly changing perturbations should be reliable.

The perturbed interface can be described by a simple sinusoidal function (see Fig.2.4)

\[ z = \phi(x,t) = \delta \sin \omega x \] (2-12)
Fig.2.4  $\delta/\delta$ as a function of frequency for two cases: curve 1 unstable, curve 2 stable [16].
where $\delta$ is the amplitude, and $\omega (=2\pi/\lambda)$ is the wave number, $\lambda$ is wavelength. The MS theory requires solution of appropriate steady-state equations in a frame moving at the constant velocity $R$, subject to the boundary conditions for the interface and at an infinite distance from the interface (one boundary condition is related to temperature and a second is related to velocity), from which is obtained the critical expression

$$
\frac{\delta}{\delta} = \frac{R\omega\cos\Phi \omega^2 [\omega^* - \frac{R}{D_p}] -(g_s + g_r) [\omega^* - \frac{R}{D}] + 2mG_c [\omega^* - \frac{R}{D}]}{(g_s + g_r) [\omega^* - \frac{R}{D_p}] + 2\omega mG_c}
$$

(2.13)

where $\Phi = \gamma/\Delta H$ is a capillary constant in which $\gamma$ is the specific liquid-solid interfacial free energy and $\Delta H$ is the latent heat of the solvent per unit volume; (typically $\Phi = 10^8$ cm).

$\omega^* = (R/2D) + [(R/2D)^2 + \omega^2]^{1/2}$;

$p = 1-k_\delta$;

$G_c = -pC_pR/k_\delta D$, is the concentration gradient in the liquid at the interface, and

$G_l$ and $G_s$ are the thermal gradients at the unperturbed flat interface ($\delta=0$) in the liquid and solid, respectively;

$g_l$, $g_s$ are the actual thermal gradient in liquid and solid respectively, where $g_l = (k_l/k)G_l$, $g_s = (k_s/k)G_s$, and $k=(k_l+k_s)/2$, where $k_l$=conductivity of liquid, $k_s$=conductivity of solid.

The value of $\delta/\delta$ determines whether the perturbation grows or decays. Stability of the interface with respect to an undulation depends on the sign of $\delta/\delta$; a positive value for any $\omega$ means growth of some undulations and hence instability of the original flat interface, whereas a negative sign for all $\omega$ means decay of all undulations and hence stability.
Proceeding with the analysis of Eq.(2-13), it is evident that the sign $\delta/\delta$ depends only on the sign of the numerator since both terms in the denominator are always positive. Since $g_r > g_n$ and $\omega^* > R/D > (R/D)p$ from the definition of $\omega^*$, and from the fact that $p \leq 1$ (for an eutectic system), the first term of denominator is positive. The second term of the denominator is also positive since $m$ and $G_c$ always have the same sign. Therefore, instability or stability depends on whether or not the numerator becomes positive. The numerator consists of three terms: the first term arises from capillarity and is always negative and therefore favours decay of any harmonic; the second term arises from thermal gradients, is negative because $g_n, g_r \geq 0$, and thus also favours decay; the third term, representing the effect of solute on the equilibrium melting temperature, is always positive by the same arguments applied to the denominator and, therefore, always favours growth. Instability occurs if there is any frequency for which the magnitude of the third term exceeds that of the sum of the first two terms; otherwise stability prevails. Stability then is shown to depend on the negative sign for $S(\omega)$, a stability function given by:

$$S(\omega) = -T_m \Phi \omega^2 - (g_r + g_n)/2 + mG_c \{[\omega^* - (R/D) - (R/D)p] \}$$

$$= f(\omega) - (g_r + g_n)/2 + mG_c$$

(2-14)

where

$$f(\omega) = -T_m \Phi \omega^2 + mG_c g(\omega)$$

and

$$g(\omega) = \frac{\omega^* - (R/D)}{\omega^* - (R/D)p} - 1$$

If capillarity is left out of the treatment, $f(\omega) = 0$. Stability then depends on the sign of the frequency-independent terms, i.e. $-(g_r + g_n)/2 + mG_c$. It can be shown that if this is less than
zero, the interface will be stable. Substituting \( g_s, g_i \), and \( G \) into Eq(2-14), the modified criterion for stability is obtained

\[
\frac{G k_t + G_s k_s}{k_t + k_s} \geq \frac{mRC_0(1-k_0)}{D k_0}
\]

(2-15)

When compared to the constitutional supercooling concept developed by Rutter and Chalmers Eq.(2-11), the MS criterion has introduced the thermal conditions in the solid, which become important as \( R \) increases. Figure 2.4 shows a schematic plot of \( \delta \partial \delta \) as a function of frequency for two cases; the curve possessing a maximum and becoming positive for a range of frequencies corresponds to an unstable interface; the other curve which is always nonpositive corresponds to a stable interface. In the unstable case, projections develop at the solid/liquid interface, which are the forerunners of dendrite stalks, leading to side branching and ultimately a complete dendritic structure.

2.2.3 Dendrite Arm Model

2.2.3.1 Hunt Model

The Hunt model is based on two major assumptions: (1) a dendritic interface with sidearms is approximated as a smooth steady-state interface, and (2) a constant temperature and a constant liquid composition in the direction normal to the primary dendritic growth direction are assumed. Under these assumptions, Hunt [33] derived the shape of the cells by following the procedure developed earlier by Bower, Brody, and Flemings [18]. Since the second assumption of the Hunt model is valid only for the dendrite or cell region which is far behind the tip, the interface shape is not valid near the tip region. Hunt circumvented this
problem by fitting part of a sphere to the derived shape at the growing front, and obtained the relationship between the tip radius, \( r \), and the primary dendrite spacing \( \lambda_1 \), given by

\[
\frac{G\lambda_1^2}{r} = -4\sqrt{2}[mC_i(1-k_0) + \frac{DG}{R}]
\]  \( \text{(2-16)} \)

where \( C_i \) is the liquid solute composition at the tip.

The relationship between the dendrite tip undercooling and the dendrite tip radius is derived for a spherical dendrite front model by using a procedure similar to that described by Burden and Hunt [19]. By substituting the value of the dendrite tip radius from Eq.(2-16) into this result, Hunt obtained a result which related primary dendrite spacing to tip undercooling. By assuming that the primary dendrite spacing adjusts to the minimum dendrite tip undercooling, Hunt obtains

\[
RG^2\lambda_1^4 = -64\frac{\gamma D}{\Delta S}[m(1-k_0)C_i + \frac{k_0GD}{R}]
\]  \( \text{(2-17)} \)

where \( \gamma \) is the solid-liquid interfacial energy, \( \Delta S \) is the entropy of fusion per unit volume, and \( C_i \) is the initial solute content of the alloy. When \( R \gg R_{cs} \), where \( R_{cs} \) is the critical velocity at which the planar interface becomes unstable, the second term in the bracket of Eq.(2-17) becomes negligible. Under this condition, Hunt's result can be simplified to

\[
\lambda_1 = -(64\frac{\gamma D}{\Delta S})^{1\over 4}\left[mC_i(1-k_0)\right]^{1\over 4}R^{-1\over 4}G^{-1\over 2}
\]  \( \text{(2-18)} \)

Examination of Eq.(2-18) shows that a maximum in \( \lambda_1 \) is predicated as a function of velocity (i.e. \( \lambda_1 \propto R^{-1/4} \)) when \( G \) and \( C_i \) are held constant.
2.2.3.2 Kurz and Fisher Model

Lipton, Glikson and Kurz [20] have predicted the growth rate and the tip radius of a free dendritic crystal growing into an undercooled binary alloy melt. Free dendritic crystals require an undercooled melt to sustain their growth because this acts as a sink for the latent heat rejected during growth. When the distribution coefficient $k_o$ is less than the unity, solute is also being rejected into the melt. The corresponding gradients of temperature and concentration in the liquid at the solid-liquid interface are therefore negative. The undercooling $\Delta T$ of the melt actually consists of three contributions, namely thermal undercooling $\Delta T_t$, the solutal undercooling $\Delta T_c$, and curvature undercooling $\Delta T_r$, thus

$$\Delta T = \Delta T_t + \Delta T_c + \Delta T_r \tag{2-19}$$

or

$$\Delta T = \frac{\Delta H}{C_p} P_t + m C_0 (1 - \frac{1}{1 - (1 - k_0) P_c}) \frac{2 \Gamma}{r} \tag{2-20}$$

where $\Delta H$ is the latent heat and $C_p$ is the specific heat;

$$\Gamma = \gamma / S$$

is the Gibbs-Thomson parameter and $S$ is the melting entropy;

$P_c$ and $P_t$ are the solutal and thermal Peclet numbers, respectively, and

$r$ is the tip radius.

If the dendrite tip is assumed to have a parabolic shape, both solutal and thermal supersaturation are directly related to the solutal and thermal Peclet numbers through the Ivantsoy transport solution in the first approximation form [21] and are given by
\[ P_c = \frac{Rr}{2D} \quad P_i = \frac{Rr}{2a} \quad (2-21) \]

where \( a \) is the thermal diffusivity, and \( D \) is the liquid interdiffusion coefficient.

In order to obtain the relationship equation for \( R \) and \( r \), the stability criterion is applied. To find the operating point of the system, and avoid the usual ambiguity in the solution, the dendrite tip is tested for stability using the MS result. Because the latter's general equation is quite complicated, Kurz and Fisher [22] suppose the special case of a planar solid-liquid interface, no latent heat \( \Delta H \), equal thermal conductivities in solid and liquid, and small distribution coefficient \( k_0 \) and starting with the central [MS] obtain [23]

\[ r = \left( \frac{\Gamma}{\sigma'(mc_c - G)} \right)^{1/2} \quad (2-22) \]

where \( \sigma' = (2\pi)^2 \) is a stability constant, and \( G_c \) and \( G \) are the concentration and temperature gradients respectively, evaluated at the solid-liquid interface.

An approximation to \( G_c \) is given by

\[ G_c = \frac{R \rho C_0}{D \Omega p - D} = \frac{C_0}{r \frac{D}{2}} \quad (2-23) \]

where \( \Omega = Rr/2D \). Combining Eq.(2-22) and (2-23) gives

\[ R = \frac{2D(Gr^2 + 4\pi^2 \Gamma)}{r^3 p G - 2r^2 p C_0 m + 4\pi^2 Tr p} \quad (2-24) \]

In order to proceed analytically without solving the above cubic equation in \( r \), it is necessary to consider different limiting cases. For example, when \( R \) is small, \( r \) will be large (Fig.2.5)
so that Eq.(2-24) can be simplified to

\[ R = \frac{2DG}{rpG-2pC_0m}, \quad \text{then} \quad r = \frac{2D}{Rp} \frac{2mC_0}{G} \quad \text{(for} \quad R < R_{\tau}) \quad (2-25) \]

Likewise, at high velocity R, r will be very small and Eq.(2-24) can be simplified to:

\[ R = \frac{4D\pi^2T}{r^2pC_0(-m)}, \quad \text{then} \quad r = 2\pi\left(\frac{D\Gamma}{Vk\Delta T_0}\right)^{\frac{1}{2}} \quad \text{(for} \quad R > R_{\tau}) \quad (2-26) \]

where \( \Delta T_0 = -mC_0p/k_0 \), and \( R_{\tau} \) is the transition velocity. The form of Eq.(2-26) is also shown in Fig.2.5.

Kurz and Fisher [22] assumed that the shape of the dendrite can be approximated as an ellipsoid. Assuming that the last liquid solidifies at the distance from the tip, \( a = \Delta T'/G \), where \( \Delta T' \) is the difference between the tip temperature and the non-equilibrium solidus, and the minor axis of ellipsoid \( b = \lambda_1/\sqrt{3} \). The tip radius is determined by \( r = b^2/a \). From the geometry of the ellipse, there is found the relationship between \( r \) and \( \lambda_1 \)

\[ r = \frac{b^2}{a} = \frac{\lambda_1^2G}{3\Delta T'} \quad \text{and} \quad \lambda_1 = (3\Delta T'/r)^{\frac{1}{2}} \frac{1}{G} \quad (2-27) \]

\( \Delta T' \) will vary strongly at low and high R, close to the limits of constitutional and absolute stability. Substituting for \( r \) from the marginal stability criterion, Eq.(2-25) and (2-26) in Eq.(2-27) gives at low velocity R

\[ \lambda_1 = \left[ \frac{6\Delta T'\left(\frac{D}{R} - \frac{\Delta T_0}{G}\right)}{Gp}\right]^\frac{1}{2} \quad (2-28) \]
Fig. 2.5 Tip radius, $r$, as a function of growth rate, $R$ for Al-2 wt%Cu at $G = 100$ Kcm$^{-1}$. Solid line: full solution, Eq.(2-21), dashed line: high rate approximation, Eq.(2-23), dot-dashed line: low growth rate approximation Eq.(2-22) [22].
and at high velocity $R$

$$\lambda_1 = 4.3(DT')^{\frac{1}{2}} \left[ \frac{D}{\Delta T \rho c_k} \right]^{\frac{1}{2}} G^{\frac{1}{2}} R^{-\frac{1}{4}}$$  \hspace{1cm} (2-29)

2.2.3.3 Trivedi Model

Trivedi and coworkers [24-26] selected the transparent succinonitrile-acetone organic system in their study to characterize dendrite tip radius and interdendrite spacings as functions of growth rate and temperature gradient in the liquid. Variations in the primary dendrite arm spacing $\lambda_1$, the secondary dendrite arm spacing $\lambda_2$ and $r$ with controlled growth rates at a constant temperature gradient are shown in Figure 2.6. The variation $\lambda_1$ on the log $\lambda_1$ vs log $R$ plot is essentially linear for $R$ between 4 and 100 $\mu$m per second. A least square linear regression gives the proportionality equation $\lambda_1 \propto R^{-0.37 \pm 0.01}$. Below $R = 1 \mu$m sec$^{-1}$, $\lambda_1$ decreases sharply with the decrease in $R$, and the interface changes from a dendritic to cellular structure. But $r$ increases sharply with decreasing $R$ when $R$ is less than 1 $\mu$m per second. The experimental results [26] show that for $R > 2 \mu$m per second both $\lambda_2$ and $r$ depend similarly on $R$, which indicates a simple relationship between $\lambda_2$ and $r$. It is shown that $\lambda_2/r \approx 2.2 \pm 0.03$ for all velocities studied [25], and is independent of temperature gradient. From the above experimental results, Trivedi, et al arrived at three important conclusions:

1. The experimentally measured tip radii match precisely with the theoretically predicted values based on an isolated dendrite growth model.
Fig. 2.6 Variation of $\lambda_1$, $\lambda_2$ and $r$ with $R$ at $G = 67$ K/cm [26].
(2) The sharp decrease in $\lambda_i$ occurs at the dendrite-cell transition velocity (Fig. 2.6).

(3) In the high velocity regime, a variation in the temperature gradient significantly alters the primary dendrite spacing but has no effect on the tip radius or on the initial secondary dendrite arm spacing.

Given the above, thermal diffusion plays an important part in determining the primary dendrite spacing. Thus, the dimensionless parameter which characterizes the primary dendrite spacing is defined as $\Lambda = (\lambda_i/v)(\lambda_i/l_i) = (\lambda_i^2 G/\rho k_0 \Delta T_0)$, where $l_i$ is the characteristic thermal diffusion length given by $l_i = k_0 \Delta T_0 / G$. Another dimensionless parameter is defined as $\Lambda' = l_c/l_i = \gamma V/(2 SD k_0 \Delta T_0)$, where $l_c$ is the solute diffusion length ($l_c = 2D/V$) and $l_i$ is the capillary length ($l_c = \gamma/\Delta S k_0 \Delta T_0$). Based on the Hunt model, the general relationship between $\Lambda$ and $\Lambda'$ is obtained,

$$\Lambda = 4\sqrt{2}\Lambda' \frac{L}{p^2}$$

where $L = 1/2(l+1)(l+2)$ in which the $l=6$ harmonic is found to be operative for the dendrite growth process ($L=28$).

Substituting $\Lambda$ and $\Lambda'$ and $p, L$ into Eq. (2-30), gives the relationship between the dendrite spacing and the dendrite tip radius, for given conditions of solute composition, growth velocity and temperature gradient in the liquid,

$$\lambda_i^2 = 224\sqrt{2} D \frac{\gamma}{\Delta S} G^{-1} R^{-1} r^{-1}$$

(2-31)

The most important result of this theoretical analysis is the prediction of a maximum in primary spacing as a function of velocity, and this maximum is correlated with the
dendrite-to-cell transition. It is also shown that the dendrite-to-cell transition occurs when the temperature gradient effects become significant and that such a transition is accompanied by a reduction in the primary spacing.

2.2.3.4 Kirkaldy Model

During the past several years, Kirkaldy examined cells and cell-dendrite mixtures for the organic alloys succinonitrile-salol (S-Sa), succinonitrile-acetone (S-A), and pivalicacod-ethanol (P-E). Kirkaldy analyzed data on cell systematics, and found that the relationships for the three systems (S-S, S-A and P-E) submit to the same rational exponents in a power law fit of the experimental results. The metallographic observations for the above three systems yield spacing, amplitude, and aspect ratio (the cell length L to the cell spacing \( \lambda_{\text{cell}} \)) measurements. The supercritical power law relations in advance of the cell to dendrite transition are with alloy concentration \( C_0 \) in mole fractions [27,28],

\[
0.16 \pm 0.02 \ (S-S) \ (2 \leq R \leq 85 \ \mu m/s, \ 4 \leq G \leq 15 \ K/mm, \ 0.002 \leq X_0 \leq 0.007), \\
\lambda_{\text{cell}} R^{1.3} G^{1.6} C_0^{-1.6} = 0.17 \pm 0.02 \ (S-A) \ (8 \leq R \leq 85 \ \mu m/s, \ 5 \leq G \leq 15 \ K/mm, \ 0.001 \leq X_0 \leq 0.005), \\
0.25 \pm 0.02 \ (P-E) \ (5 \leq R \leq 85 \ \mu m/s, \ 3.5 \leq G \leq 18 \ K/mm, \ 0.001 \leq X_0 \leq 0.005),
\]

(2-32)

Kirkaldy then considered a quantitative justification for empirical formulae (2-32) pertaining to deep-rooted single-valued cells. In the process an additional thermal length \( m/G \), a quantity absent from Mullins and Sekerka marginal formulations, is incorporated into the configuration to give [32]
\[ \lambda_i = [24 \frac{T_n \sigma e D}{(1-k_0)\Delta H}]^{\frac{1}{3}} R^{-\frac{1}{3}} G^{-\frac{1}{3}} C_0^{-\frac{1}{6}} \]  

(2-33)

where \( \Delta H \) is the latent heat per unit volume, \( \sigma \) is the surface energy of the cellular wall, which subsumes the solute segregation at the root of the cell \( (\sigma_e \approx 6\sigma) \), \( T_n \) is the melting point of alloy. Kirkaldy also shows the Eq.(2-33), i.e. the \(-1/3\) power, more closely agrees with the dendrite spacing observed in the thin film solidification of several transparent organic alloys.

Kirkaldy [29] found experimentally for S-S that in support of the equivalence premise, dendrite tip radii \( r \) and secondary branch spacing \( \lambda_2 \) are independent of the temperature gradient and that \( \lambda_2 \approx 2.6r \pm 0.3r \), which is very close to the empirical relation \( (\lambda_2 \approx 3r) \) for free thermal dendrites. Kirkaldy [29] also developed a formula for \( r \) based on MS stability theory, as

\[ r = \left( \frac{2\pi}{3} \right)^{\frac{2}{3}} [6d_0 \frac{k_0}{C_0(1-k_0)}]^{\frac{1}{3}} \left( \frac{D}{R_{nt}} \right)^{\frac{2}{3}} \]  

(2-34)

where \( R_{nt} \) is the normal velocity at the tip. This is remarkably similar in function and magnitude to an estimate from the Mullins and Sekerka marginal wavelength in binary solidification,

\[ r = \frac{2\pi}{3} [2d_0 \frac{1}{C_0(1-k_0)^2}] \left( \frac{D}{R_{nt}} \right)^{\frac{1}{3}} \]  

(2-35)
which may be regarded as an alternative justification for the form of (2-34). Then the secondary branch spacing $\lambda_2$ becomes:

$$\lambda_2 = 2\pi \frac{2d_0}{C_0(1-k_0)^2} \left(\frac{D}{R}\right)^{\frac{1}{3}}$$  \hspace{1cm} (2-36)

where $d_0$ is the capillary length. For diffusion controlled growth the capillary length $d_c = \gamma R/k_B N_\Lambda T$, where $k_B$ is Boltzmen's constant and $N_\Lambda$ Avogadros number, and for thermally controlled growth $d_0 = \gamma/\Delta H$.

2.2.4 Non-Steady Dendrite Growth Model: L-M Stability Criterion

Langer and Muller-Krumbhaar (L-M) applied a Mullins-Sekerka (MS) type stability test to the dendrite tip. According the L-M theory [32], the dendrite tip grows close to the condition of marginal stability. To construct the simplest possible model of the dendritic process, L-M assume that the rate-controlling process is either thermal or chemical diffusion, but not both, and that interface kinetics may be ignored. Further, diffusion only in the liquid phase is considered and any transport of heat or chemical species within the solid is neglected. The defined scaling parameters are: $r$, the radius of curvature of the front-most tip of a steady-state dendrite, and the diffusion length $l = 2\alpha/R$, where $\alpha$ is either thermal or chemical diffusivity. The ratio $r/l$ is the Peclet number defined earlier (Eq.2-21). The dimensionless ratio $\sigma$, which is a measure of the capillarity effect on the instability and growth of the dendrite, given by

...
\[ \sigma = \frac{Id_0}{r^2} = \frac{\lambda^2}{2\pi r} \quad (2-37) \]

L-M obtain for the shortest wavelength \( \lambda_s \) of a disturbance which would cause a plane interface, moving at the velocity \( R \), to suffer a MS instability

\[ \lambda_s = 2\pi \sqrt{Id_0} \quad (2-38) \]

where \( d_0 \) is the capillary length given by

\[ d_0 = \frac{T_m\gamma}{\Delta H(\Delta T)} \quad \text{(for thermal supercooling)} \]

\[ d_0 = \frac{\gamma\Omega C_{\text{int}}}{(\Delta C)k_B T_m} \quad \text{(for constitutional supercooling)} \quad (2-39) \]

where \( \gamma \) is the surface tension, \( C \) is the composition difference \( (C_r-C_s) \), and \( \Omega \) is the gram atomic volume. It is evident from Eq.(2-39) that an increase in thermal undercooling \( \Delta T \) or constitutional supercooling \( \Delta C \) will result in a decrease (refinement) in dendrite spacing.

In the L-M model, a linear stability analysis of the Ivantsov paraboloidal dendrite (no capillarity, \( \sigma = 0 \)) in the quasi stationary approximation and in the limit of vanishingly small Peclet number is used. The parabolic coordinate \( \xi \), which is the distance down the dendrite stalk in units of the tip radius \( r \), and the displacement of the surface away from the unperturbed paraboloid \( F(\xi,t) \) are introduced (Fig.2.7). The entire coordinate system is understood to be moving with constant velocity \( R \) in the \( z \) direction; thus any time-dependence of \( F \) constitutes a departure from uniform, steady-state growth. This instability is termed a tip splitting instability. When effects of capillarity are taken into account, the result
is a linear equation of motion for $F(\xi, \tau)$ which contains $\sigma$ as its only system-dependent parameter. In the case of $\sigma=0$, the dendrite grows very slowly with a very large tip radius and the effects of surface tension are negligible. As the capillarity effect increases, $R$ increases and $r$ decreases.

The most striking feature of this time-dependent results is that, for any finite $\sigma$, a perturbation at the tip always generates a train of deformations which moves down the dendrite at just such a velocity as to remain nearly stationary in the laboratory frame of reference. The spacing between bumps is always proportional to the stability length $\lambda_r$. The side-branching instability is illustrated in Fig.2.8, which shows the sequence of tip shapes computed for a cylindrically symmetric dendrite growing at its natural velocity. The dendrite is shown in the laboratory frame, at five equally spaced instants in time, as it grows from the bottom to the top of the page. The dashed lines indicate approximate growth paths for the secondary tips.

In general, for very small values of $\sigma$, $r$ becomes larger and $r > \lambda_r$, then the parabolic tip is unstable and corresponds to the tip-splitting instabilities. As $\sigma$ increases, to $\sigma = \sigma^* \approx 0.025$, active side-branching instability develops. For $\sigma > \sigma^*$, there are no exponentially growing modes at the tip; however, there is an important marginal instability: when $r < \lambda$, the tip is stable, but the sides of the parabola are not stable and side branching occurs and blunts the tips. Because the tip becomes linearly unstable at $\sigma<\sigma^*$, L-M conclude that the operating point is at or near $\sigma=\sigma^*$, for which
Fig. 2.7  Parabolic coordinates used for description of dendritic deformations [32].

Fig. 2.8  Time-ordered sequence of tip shapes for a cylindrically symmetric dendrite growing at its natural velocity ($\sigma = 0.025$) [32].
2.3 EFFECT OF MICROALLOYING ELEMENTS ON INTERFACIAL INSTABILITY

2.3.1 Steady-State and Initial Transient Solute Distributions

Tiller and Co-workers [35] have solved the solute distribution in the liquid and solid for the steady state and initial transient conditions, and obtain the steady state solution for $C_l$

$$C_l = C_0 \left[ 1 + \frac{1 - k_0}{k_0} e^{-\frac{(R/D)x'}{k_0}} \right]$$  \hspace{1cm} (2-41)

The region before equilibrium conditions are reached may be termed the transient region. The solute distributions in the liquid for the initial transient stage is given by

$$C_l = C_0 \left[ 1 + \frac{P}{2k_0} e^{-\frac{(R/D)x'}{k_0}} \text{erfc}\left[ \frac{1}{2} \sqrt{\frac{1}{IDt(x' - Rt)}} \right] - \frac{1}{2} \text{erfc}\left[ \sqrt{\frac{1}{IDt(x' + Rt)}} \right] + \frac{P}{2} \frac{1}{p} \frac{1}{k_0} e^{-\frac{p(R/D)(x' + k_0Rt)}{2k_0}} \text{erfc}\left[ \frac{1}{2} \sqrt{\frac{1}{IDt(x' + (2k_0 - 1)Rt)}} \right] \right]$$  \hspace{1cm} (2-42)

where $p = 1 - k$, $x'$ = distance measured from the interface into the liquid. And for the solid
**Fig. 2.9** Distribution of solute in the liquid $C_L$ and in the solid $C_s$ in the first part of the specimens to solidify [35].

**Fig. 2.10** Initial transient solute distribution in the solid [36].
\[ C_s(x) = C_0 \left(1 + \text{erf}\left(\frac{\sqrt{(R/D)}x}{2}\right)\right) + (2k_0 - 1) e^{-k_0 p(R/D)x} \text{erfc}\left[\frac{2k_0 - 1}{2} \sqrt{(R/D)x}\right] \]  

(2-43)

where \( x \) is the distance measured from the beginning of the crystal. Fig.2.9 and Fig.2.10 show the initial transient distributions of the solute in the liquid and in the solid. An approximate but more expediently applied solution for the initial transient solute distribution in the solid is given by [35]

\[ C_s = C_0 \left(1 - k_0 \left[1 - \exp\left(-k_0 \frac{R}{D}x\right)\right] + k_0\right) \]  

(2-44)

The rise of \( C_s \) is illustrated in Fig.2.9.

### 2.3.2 Effect of Sudden Change of the Solidification Rate

If the rate of steady state growth is suddenly changed to \( R_s > R \), since the amount of solute carried ahead of the interface in the steady state case is less for \( R_s \) than for \( R \), the difference must appear in the solid, rising from \( C_0 \) to a transient value that again decays in time to the steady state value \( C_0 \). The rise in the solid is accompanied by a rise in the interfacial liquid, maintaining equilibrium according to the phase diagram. The transient concentration distribution produced in the solid as a result of the speed change is given by [35]
\[
\frac{C_r(x)}{C_0} = 1 - \frac{1}{2} \text{erfc}\left(\frac{\sqrt{(R_r/D)x}}{2}\right) + p(\frac{1}{2} \frac{R_r}{R_1} - \frac{R_r}{R_1}) \exp\left[ -\frac{R}{R_1}(1 - \frac{R_r}{R_1})\frac{R}{R_1} \frac{1}{2} \sqrt{(R_r/D)x}\right] 
\]

\[
\exp\left[ -\frac{2k_0 - 1}{2} \frac{(1 - R_r/R_1)}{k_0 - R_r/R_1} e^{-k_0 R_r/Dx} \text{erfc}\left( (k_0 - 1/2) \sqrt{(R_r/D)x} \right) \right]
\]

where \( x \) = distance from the point at which the speed change occurred. A family of curves each corresponding to a different value of \( R_r/R_1 \) is obtained for each value of \( k_0 \). Three such families of curves are shown in Fig. 2.11. This increase in solute concentration in the solid is termed solute trapping, and depends on the \( k_0 \) and \( R_r/R_1 \) values. For example, for a \( k_0 = 0.01 \), and a solidification speed increase of 100%, there is a twofold increase in the maximum solute solid concentration attached, and for a tenfold increase in velocity, there is an eightfold increase in \( C_r \).

It is evident that even when the microalloying element is not at its steady-state distribution, a sudden doubling of the interface velocity can result in the liquid concentration reaching very high values for elements highly insoluble in the primary solid (i.e. for \( k_0 << 1 \)), i.e. approaching 100%.

2.3.3 Effect of Post Solute Trapping - Thermal Undercooling

During the uncontrolled solidification, the solidification rate (interface velocity) fluctuates due to thermal fluctuations associated with convective flow fluid. As the interface velocity is suddenly increased, the concentration of the microalloying element will reach high values above \( C_0/k_0 \) (e.g. \( 2C_0/k_0 \), \( 4C_0/k_0 \), etc.). As the interface concentration is again restored
Fig. 2.11  Initial Transient solute distribution in the solid caused by a change in the rate of solidification.
to its steady-state value \((C_0/k_0)\), the solution of the diffusion equation becomes Gaussian (Fig. 2.12), as opposed to the steady state (error function) mode. Considering only the diffusion component of the liquid solute transport ahead of the interface, the distribution of the solid-insoluble solute element (eg. C) in the liquid will be [33]

\[
C_C(x,t) = \frac{Q}{\sqrt{\pi Dt}} \exp\left(\frac{-x^2}{4Dt}\right)
\]

\[At\ x=0, \ C(0,t) = \frac{Q}{\sqrt{\pi Dt}} \tag{2-46}\]

where \(Q\) is the maximum solute build-up in the interfacial region following a velocity increase. Fig. 2.12 shows the concentration profile in the liquid is concave downward in the interface region. Also, it is noteworthy that the concentration is exponentially dependent on \(D\), so that even a small increase of \(D\) with concentration will result in a large decrease in the negative curvature of the concentration profile in the interface vicinity, i.e. the gradient \((\partial C/\partial x)\) can approach zero.

The solute (C), solvent (A), and temperature distributions in the liquid ahead of the advancing interface are shown in Fig. 2.13 for the steady-state (SS) and post-trapping (PT) transient cases. Note that when the concentration \((C_C)\) of the insoluble microalloying element builds up to high levels, and takes on a Gaussian distribution (post-trapping), it necessarily forces an inverse Gaussian distribution for the solvent metal \((C_A)\), which is the primary and major solidifying component, and forces a radical decrease in the concentration gradient \((\partial C_A/\partial x)\), and thus the diffusion rate of the solidifying component, and correspondingly, a decrease of an equal magnitude of the solidification rate and rate of latent heat production.
Fig. 2.12  Gaussian Distribution
Fig. 2.13 Solute, Solvent, Temperature Distributions for Steady State and Post Trapping

Transient State.
However, temperature gradients that were established in the solid for the faster solidification rate will temporally persist, forcing the temperature of the interface solid and liquid to drop, i.e. thermal supercooling will be significantly increased as shown in Fig. 2.13, and thus dendritic growth promoted.

2.3.4 Effect of Variable Diffusivity \((\partial D/\partial C > 0)\)

The concentration of an insoluble element, although present in dilute amounts, can rise to very high levels at the interface when the distribution coefficient is very small and there is a velocity fluctuation. This requires consideration of the effect of an increasing \(D\) with concentration on the form of the transient distribution of the (solid-insoluble) solute in the interfacial liquid.

For a variable diffusivity the transport equation is in general given by

\[
\frac{\partial C_c}{\partial t} = \frac{\partial}{\partial x} \left( D_c \frac{\partial C_c}{\partial x} \right) - R \frac{\partial C_c}{\partial x}
\]  

(2-47)

which becomes

\[
\frac{\partial C_c}{\partial t} + \frac{\partial}{\partial x} \left( \frac{\partial C_c}{\partial x} \right) \frac{\partial C_c}{\partial x} \frac{\partial^2 C_c}{\partial x^2} - R \frac{\partial C_c}{\partial x}
\]  

(2-48)

For the case of \(\partial D_c/\partial C > 0\), the first term in Eq.(2-48) gives a positive contribution to \(C_c\) when the concentration is decreasing with a negative curvature, (i.e. for \(\partial C_c/\partial x < 0\) and \(\partial^2 C_c/\partial x^2 < 0\), i.e. it is an "uphill" diffusive component in the overall negative solute transport. To enhance interfacial segregation, insoluble solutes that have a potential for
"uphill diffusion" should be used for microalloying.

Eq. (2-48) can be numerically solved for the steady state case (i.e., for $\partial C/\partial t = 0$) using

$$C''(x_i) = \frac{C_{i+1} - 2C_i + C_{i-1}}{(\Delta x)^2}$$

and

$$C'(x_i) = \frac{C_{i+1} - C_{i-1}}{2(\Delta x)}$$

to give for Eq. (2-48)

$$\frac{a(C_{i+1} - C_{i-1})^2}{4D^0 + 4aC_i} + C_{i-1} \left[ 1 - \frac{\Delta x R}{2D^0 + 2aC_i} \right] - 2C_i + \left[ 1 + \frac{\Delta x R}{2D^0 + 2aC_i} \right] C_{i+1} = 0$$

The numerical solution of Eq. (2-48) for the steady-state case shows that it has a monotonically decreasing slope, with a reduced but still positive curvature (Fig. 2.14). However, in the initial transient interval, due to velocity fluctuations (prior to the steady state being established) and the increasing $D$ with concentration, the concentration profile near the interface will tend to the Gaussian rather than the error function form, i.e. it has a negative curvature temporarily.

2.3.5 Thermodynamic requirement for $\partial D/\partial C > 0$

The thermodynamic condition for the diffusion coefficient to increase with concentration can be determined using Darken's Intrinsic Diffusion Coefficient [41], i.e.
Fig. 2.14 Liquid Solute Distribution for Constant and Variable Diffusivities - Steady State and Initial Transient Distribution.
\[ D_e = D_c^0 (1 + C_c \frac{\partial \ln \gamma_c}{\partial C_c}) \quad \text{(2-49)} \]

from which

\[ \frac{\partial D_e}{\partial C_c} = \frac{\partial \ln \gamma_c}{\partial C_c} + C_c \frac{\partial^2 \ln C_c}{\partial C_c^2} > 0 \quad \text{(2-50)} \]

The activity coefficient \( \gamma \) is related to the Gibbs free energy of mixing of the solution and the chemical potential \( \Delta \mu_c \).

For a binary solution

\[ \Delta G = RT(C_A \ln C_A + C_c \ln C_c) + \Delta G^{xx} \quad \text{(2-51)} \]

\[ \Delta \mu_c = RT \ln(\gamma_c C_c) \]

\[ \Delta \mu_c = \Delta G^{xx} + (1 - C_c) \frac{\partial}{\partial C_c} (\Delta G) \quad \text{(2-52)} \]

Combine Eq.(2-51),(2-52) gives

\[ \ln \gamma_c = \frac{1}{RT} [\Delta G^{xx} + (1 - C_c) \frac{\partial}{\partial C_c} (\Delta G^{xx})] \quad \text{(2-53)} \]

Thus, if the excess free energy of mixing for the A-C solution is known, then \( \ln \gamma_c \) can be related to \( C_c \) at which "uphill diffusion" occurs as determined using Eq.(2-50).
CHAPTER 3

EXPERIMENTAL

3.1 MATERIALS AND CASTING

The commercial Al-Si alloys A319 and A356, provided by Alcan International (Kingston R&D Centre), were used as the base alloys in the study. The microalloying elements Sb, Bi, In and Sn were added either as pure metals or as Al master alloys containing 10% of the microalloying element.

The alloys were prepared in graphite crucibles by induction melting the base alloy (A319 or A356) first, and then adding the microalloying element, either in the pure state or via the master alloy. The melts were heated to well above the liquidus temperature (~900°C) for about 10 minutes and periodically stirred to ensure complete homogenization, and then held under vacuum for 5 minutes for degassing prior to pouring into molds. Two types of molds were used to obtain different cooling rates. To obtain a fast cooling rate (4.0°C/s) the melts were poured from 750°C into graphite molds (20mm dia × 60mm) at room temperature (25°C). The mold for mechanical testing (A356, A356+1.0%Sb) was prepared in the same manner as above except that it was machined with two vents in the bottom and two vents on each side of the parting lines (see Fig. 3.1), which were to facilitate air entrapment when pouring melts. The slower solidification rate of 0.3°C/s was obtained by pouring from a melt temperature of 900°C into molds consisting of pyrex tubes (20mm dia × 130mm) set in sand,
Fig. 3.1  Mold for mechanical testing ingots
with the mold assembly (container, sand, and tube) preheated to 250°C prior to ingot pouring.

3.2 ANALYTICAL PROCEDURE

3.2.1 Thermal Analysis

Thermal analysis was performed on all ingots using a type K (Chromel - Alumel) thermocouples (0.5mm dia). The thermocouples were positioned midheight in the mold to record the thermal history of the casting during solidification. The cooling curves were obtained by connecting the thermocouple to a high speed data acquisition system, comprised of a Meltlab3 software, installed on a personal computer (486) linked to an A/D converter supplied by Foundry Information Systems. This system has a sampling rate of 6 Hz and was able to produce adequate cooling curves.

3.2.2 Optical and SEM Analysis

Samples for metallographic analysis were cut from the centre of the solidified ingots. Specimens for optical microscopy were prepared in the conventional manner, starting with grit paper (down to No. 600), then 1 μm alumina polish, and then 0.05 μm alumina, and finishing with colloidal silica suspension for the polishing media. The etchant used was dilute Keller's etchant. Etching was performed by submerging the specimen in the etchant for 5-10 seconds, and then rinsing the specimen surface with running tap water. The specimens from thermal analysis were used to correlate their microstructure with the cooling curves. The optical microscope used was a Leitz Laborlux 12 model, with a maximum
magnification of 1000×. For scanning electron microscopy (SEM) analysis, a progressive etching was carried out, sufficient to create a topographic contrast. A "JSM-5800 LV" SEM was used for the secondary and back-scattered electron imaging mode at 10 KV, and X-ray map technique to determine the distribution of each element in the specimen. Dendrite arm spacing was measured by using the line intercept method, at least three different locations were scanned within a specimen at locations where fully developed dendrites were present. The mean of the above measurements was taken as the dendrite arm spacing (DAS).

3.3 MECHANICAL TESTING

The slower solidified ingots (0.3°C/s) were cut into three equally sized pieces from the top, middle and bottom of the ingot, from which cylindrical tensile specimens (4mm dia × 16mm gauge length) were machined (see Fig.3.2). Tensile tests were performed at a strain rate of 10³s⁻¹ using an Instron Universal Testing Instrument. The tensile property data (0.2% yield strength Yₚ, ultimate tensile strength UTS and elongations to failure Eₕ) are based on the average of three tests. For impact testing by the ZWICK charpy apparatus, ASTM Type A (subsize) charpy V-notch specimens (10mm × 10mm) were milled from the central region of the as-cast ingots. The dimensions of the V-notch specimens are shown in Fig.3.2 (b). Charpy V-notch energy (CVN) data were obtained by testing at room temperature, and are based on the average of three tests.

For the faster solidified ingots, 5 rectangular specimens, 1.5 mm thick and 40mm length, were cut from ingot, from which tensile specimens (1.5mm × 10mm gauge length)
were machined (see Fig.3.3). Tensile tests were performed by Westmoreland Mechanical Testing & Research Inc. (Youngstown, Pennsylvania). All the tensile property data ($Y$, UTS and $E_r$) are based on the average of at least four tests. ASTM Type A (subsize) charpy V-notch specimens (5mm × 5mm) were milled from the as-cast ingots. The dimensions of the V-notch specimens are shown in Fig.3.3 (b). Charpy V-notch energy (CVN) data were obtained from the average of four tests.
Fig. 3.2  
(a) Cylindrical tension test specimen; 
(b) Charpy impact test specimen (all dimensions in mm).
Fig. 3.3  
(a) Rectangular tension test specimen;
(b) Charpy impact test specimen (all dimensions in mm).
CHAPTER 4

RESULTS AND DISCUSSION

4.1 THERMAL ANALYSIS

Thermal analysis is a technique where the temperature of the melt is monitored during solidification, and characteristic parameters are then correlated with the observed microstructural features. In this study the modification effects of the insoluble elements on the primary phase and eutectic phases can be related to changes in the cooling curve of A356 alloy. The microalloying elements have the most significant effect on the eutectic reaction, as evident from changes in the cooling curve; specifically a lowering of the eutectic arrest temperature, an increase in the apparent undercooling required to start eutectic freezing, and a lengthening of the time required for the required for the eutectic reaction.

There is considerable variation in the literature [42-44] concerning the definitions of thermal analysis parameters. The method of calculation of cooling rate, eutectic arrest temperature and eutectic undercooling adopted here follows that of Gruzleski and coworkers [45] and is illustrated in Fig.4.1.

- Cooling Rate: calculated by taking the slope of the straight line portion of the cooling curve (590-560°C).
- Liquidus Temperature (T_L): temperature corresponding to the liquidus maximum temperature, and is generally assumed to be the nucleation temperature.
Fig. 4.1  A schematic characteristic thermal analysis curve showing cooling rate parameters.
. Eutectic Arrest Temperature ($T_E$): the maximum temperature achieved during the eutectic arrest event.

. $T_{Min}$: the temperature at the minimum before the eutectic arrest.

. Eutectic Undercooling ($\Delta \theta = T_E - T_{Min}$): the difference between the minimum temperature and the eutectic arrest temperature.

. Undercooling Time ($t1$): the time from the maximum undercooling until the maximum eutectic arrest temperature.

. $\Delta T$: change in Eutectic Arrest Temperature resulting from microalloying element, and $\Delta T = T_{E(base alloy)} - T_{E(microalloyed base alloy)}$.

The following cooling and cooling rate curves (Fig.4.2 - Fig.4.7) shows the change of the liquidus temperature, eutectic arrest temperature and undercooling for the A356 alloy with the addition of the microalloying elements. These measurements are summarized in Table 4.1, and indicate the level of modification in the melt microalloying elements exert. The error in instrument measurement of temperatures ($T_L$, $T_E$, etc.) is $\pm 0.1^\circ$C. First, it is evident that the addition of a microalloying element increases the nucleation temperature of $\alpha$-Al dendrite phase ($T_L$ increases). Also the addition of microalloyed elements has lowered the eutectic arrest temperature ($T_E$), with which the modification of Al-Si eutectic structure is associated. A further effect of the Sb and Bi microalloying elements is the increase in the eutectic undercooling. For A356 base alloy there is essentially no undercooling ($\Delta \theta = 0$), while the addition of Sb and Bi increases $\Delta \theta$ to $2.92^\circ$C (1.0% Sb) and $1.61^\circ$C (1.0% Bi), respectively. The In and Sn additions had little or no effect on $\Delta \theta$. The eutectic reaction is lengthened ($t1$ increases) considerably when Sb and Bi are added, but not for In and Sn addition.
Table 4.1  Thermal analysis parameters measured from cooling curves

<table>
<thead>
<tr>
<th>Alloy</th>
<th>$T_L$ (°C)</th>
<th>$T_E$ (°C)</th>
<th>$T_{min}$ (°C)</th>
<th>$\Delta\theta=T_E-T_{Min}$ (°C)</th>
<th>$t_l$ (s)</th>
<th>$\Delta T$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A356</td>
<td>612.6</td>
<td>575.2</td>
<td>575.2</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>A356+0.5%Sb</td>
<td>613.7</td>
<td>572.4</td>
<td>570.4</td>
<td>2.0</td>
<td>49.6</td>
<td>2.8</td>
</tr>
<tr>
<td>A356+1.0%Sb</td>
<td>618.0</td>
<td>574.5</td>
<td>571.6</td>
<td>2.9</td>
<td>48.0</td>
<td>0.7</td>
</tr>
<tr>
<td>A356+1.0%Bi</td>
<td>616.7</td>
<td>571.3</td>
<td>569.7</td>
<td>1.6</td>
<td>35.6</td>
<td>3.9</td>
</tr>
<tr>
<td>A356+1.0%In</td>
<td>615.6</td>
<td>573.4</td>
<td>573.4</td>
<td>0.00</td>
<td>0.00</td>
<td>1.8</td>
</tr>
<tr>
<td>A356+1.0%Sn</td>
<td>615.8</td>
<td>574.1</td>
<td>574.0</td>
<td>0.1</td>
<td>3.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>
Fig. 4.2 Thermal analysis of A356 base alloy
Fig. 4.3 Thermal analysis of alloy A356 + 0.5% Sb
Fig. 4.4 Thermal analysis of alloy A356 + 1.0% Sb
Fig. 4.5 Thermal analysis of alloy A356 + 1.0% Bi
Fig. 4.6 Thermal analysis of alloy A356 + 1.0% In
Fig. 4.7 Thermal analysis of alloy A356 + 1.0% Sn
4.2 MICROSTRUCTURE

4.2.1 Fast Cooling Rate (4.0°C/s)

Fig.4.8(a) shows the photomicrograph of the base alloy A319, solidified at a cooling rate of 4.0°C/s. The solidification microstructures of the A319 alloys microalloyed using additions of pure Sb, Bi, In and Sn are shown in Fig.4.8(b) - (f). The addition of 1.0% Sb and 1.0% Bi to the A319 alloy reduced significantly the dendrite arm spacing (DAS), with the 1.0% Sb addition giving the most refinement, decreasing the DAS approximately 50% (from ~29μm for the base alloy to ~15μm). The dendrite arm spacing, as measured by using the line intercept method, are given in Table 4.2. The In and Sn additions show little or no significant reduction in the DAS values. Fig.4.9(a) and (b) shows the SEM micrographs of the base alloy A319 and the base alloy with the 1.0% pure Sb addition. The phases identified in the micrographs are the eutectic Si phase, the Cu-rich phase (CuAl2), a Mn-rich phase, and the Sb-rich phase (AlSb), which were determined using the X-ray map analysis.

In the second phase of the investigation, the microalloying elements were added as Al master alloys containing 10% of the microalloying element. The procedure was introduced to minimize the risk of some loss of the microalloying addition during alloying through entrapment in the melt surface oxide of the base alloy. The as-cast microstructure at higher magnification for A319 and A319 containing 0.5% Sb and 1.0% Sb are shown in Fig.4.10, 4.11, and 4.12 respectively. It is evident that the Sb additions significantly decreases the DAS, and modifies the eutectic Si structure, from a relatively coarse to a much finer structure in which the Si particles have tended towards spheroidization. Fig.4.13 shows
that Bi has much the same effect on Si morphology and DAS (Table 4.2) as Sb. A comparison of the higher magnification micrographs for ingots containing 1.0% In and 1.0% Sn (Fig.4.14, 4.15) with the base alloy (Fig.4.10) shows no significant refinement of the eutectic Si phase. Table 4.3 gives the DAS results for the A319 and A356 alloys microalloyed using master alloy additions. The results for the A319 alloys agree with those of Table 4.2 (within standard deviation). It is evident that the microalloying additions to A356 tend to decrease the DAS, however, the decrease is not statistically significant. The A356 alloy differ from A319 in higher Mg content and lower Cu content (see Table 2.1). The presence of a significant amount of Mg in A356 (up to 0.45% vs <0.1% in A319) may be the cause for the ineffectiveness of some of the microalloying elements on DAS. In the case of Sb, for which Mg has a strong affinity, the Sb may be precipitated out as Mg₃Sb₂ prior to its interfacial segregation role during solidification. The effect of the microalloying elements on eutectic Si morphology in the A356 alloy (see Fig.4.16 to Fig.4.21) is similar to that for A319 alloy in the case of Sb, i.e. Sb significantly refine the Si particle, and promotes spheroidization (cf. Fig.4.16 and Fig.4.18). In also significantly refines the Si (see Fig.4.20) in A356, unlike that in A319, in which In had little effect on Si particle modification.

The refinement of the dendritic structure in the commercial Al alloy castings (A319, A356) containing the microalloying element (Sb and Bi) may be attributed to their thermal and constitutional supercooling effects during solidification, which are the result of the extremely low distribution coefficients of the elements in Al. Since the microalloying elements used here all have extremely low distribution coefficients kₒ (see Table 4.2), the rejection of the insoluble element (Sb) by the growing Al base dendrites rapidly increases the
concentration of the microalloying element (Sb) to high levels in the interfacial liquid. In a fluctuating growth velocity, due to varying temperature and composition conditions resulting from convective flow effects, the interfacial liquid concentration profile can take on a Gaussian form, which is concave downward in the interface region (Fig.2.13). The Gaussian distribution of the solute element will force an inverse Gaussian distribution for the solvent metal, which is the major solidifying component. So the concentration gradient of the principal solidifying element (C_A) decreases, which slows down the solidification rate and rate of latent heat release. However, temperature gradients that were established in the solid for the faster solidification rate will persist, thus forcing the temperature of the interface to drop, i.e. thermal and constitutional supercooling will be significantly increased. According to L-M theory (Eq. 2-39), the short wavelength \( \lambda_s \) of a perturbation will decrease with the increase in thermal undercooling \( \Delta T \), promoting secondary arm development on the primary dendrite stalks, and thus refining significantly the dendrite structure [46,47]. It can be seen from Table 4.2 that the microalloying element with the lowest distribution coefficient element is not the most effective in refining the dendrite structure.

The possible effect of an increasing diffusivity with the insoluble elements in the interfacial liquid requires some consideration. It was shown that when the diffusivity increase with concentration, an "uphill" diffusive transport will contribute to developing a Gaussian concentration distribution in the interfacial liquid (cf. Eq.2-46, Fig.2.12). The concentrations at which "uphill diffusion" occur in the binary alloy system, are calculated in Appendix A. The result of the calculations shows that "uphill" diffusion will occur in the binary Al alloys when
when

\[ C_{Sb} \geq 14 \text{ at}\% \]
\[ C_{Bi} \geq 16 \text{ at}\% \]
\[ C_{In} \geq 18 \text{ at}\% \]
\[ C_{Sn} \geq 27 \text{ at}\% \]

It is interesting to note that the order in which \( \partial D_c / \partial C > 0 \) is Sb first, followed by Bi, In, and Sn, and this is the order of effectiveness in the refinement of dendrites in the A319 alloy. However, too much can't be read into this agreement, since the distribution coefficient has a much larger effect in the build-up of insoluble element concentration at the solid-liquid interface, and Sb does not have the lowest distribution coefficient of the above elements. The presence of the other alloying elements will also alter the distribution coefficients. Also, surface energy effects may have a significant, and possibly even a controlling effect, in determining solidification microstructure for some of the alloys.

4.2.2 Slow Cooling Rate (0.3°C/s)

The effect of cooling rate on microstructure was investigated for the A356 alloy only. Fig.4.22 - 4.27 show the microstructure of the base A356 alloy and the alloys containing the microalloying elements (added via the master alloys) solidified at a cooling rate of 0.3°C/s. It is observed from Fig.4.22 and 4.24 that the most pronounced change resulting from the slower solidification (cooling) rate is the morphology of the eutectic Si particle. Fig.4.22 shows that the shape of eutectic Si particles in A356 base alloy is coarse and faceted (unmodified), and with the addition of 1.0% Sb and 1.0% Bi the Si particle takes on a much
finer and lamellar-like structure (modified), i.e. Si needles become thinner, shorter and more closely and uniformly spaced (see Fig.4.24, 4.25). Fig.4.23 show that less Sb addition (0.5%) results in less refinement of the Si, i.e. the effect is concentration dependent. In and Sn additions have very little effect on the coarse and faceted eutectic silicon structure (Fig.4.26, 4.27). The modification of Si eutectic in Al-Si hypoeutectic alloy with Sb addition has been reported by other investigators [48,49,53]. This modification may be related to a change in Si growth mode [51,52], which is evident in the result of the thermal analysis, i.e. Si eutectic undercooling increases with the Sb or Bi addition (see Table 4.1).

The effect of the slower cooling rate on the dendrite growth is to significantly increase the DAS. Although no DAS measurements are available, the coarse dendritic structure is evident when comparing the microstructures of the fast and slow solidified base alloy ingots (cf. Fig.4.16 to Fig.4.22). The increase of dendrite refinement is expected, since the degree of constitutional supercooling increases [50] with cooling (solidification) rate (see Eq.2-11).
### Table 4.2  Dendrite arm spacing for A319, pure element additions

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Partition coefficient of element ((k_a))</th>
<th>Dendrite arm spacing ((\mu m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>A319 BASE</td>
<td></td>
<td>29.05 ± 7.45</td>
</tr>
<tr>
<td>A319 + 0.5% Sb</td>
<td>(k_{Sb}^{Al(l)} &lt; 0.001)</td>
<td>23.87 ± 5.15</td>
</tr>
<tr>
<td>A319 + 1.0% Sb</td>
<td>(k_{Sb}^{Al(l)} &lt; 0.001)</td>
<td>15.12 ± 4.44</td>
</tr>
<tr>
<td>A319 + 1.0% Bi</td>
<td>(k_{Bi}^{Al(l)} &lt; 0.00035)</td>
<td>17.57 ± 4.30</td>
</tr>
<tr>
<td>A319 + 1.0% In</td>
<td>(k_{In}^{Al(l)} &lt; 0.00055)</td>
<td>27.42 ± 5.02</td>
</tr>
<tr>
<td>A319 + 1.0% Sn</td>
<td>(k_{Sn}^{Al(l)} &lt; 0.00035)</td>
<td>28.14 ± 4.93</td>
</tr>
</tbody>
</table>

### Table 4.3  Dendrite arm spacing for A319 and A356 alloys, master alloy additions

<table>
<thead>
<tr>
<th>addition element (using master alloy)</th>
<th>A319 alloy Dendrite arm spacing, (\mu m)</th>
<th>A356 alloy Dendrite arm spacing, (\mu m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE</td>
<td>29.61 ± 6.05</td>
<td>37.93 ± 8.98</td>
</tr>
<tr>
<td>0.5% Sb</td>
<td>20.02 ± 5.42</td>
<td>32.43 ± 8.67</td>
</tr>
<tr>
<td>1.0% Sb</td>
<td>18.33 ± 4.28</td>
<td>24.79 ± 6.61</td>
</tr>
<tr>
<td>1.0% Bi</td>
<td>24.27 ± 5.48</td>
<td>36.26 ± 8.85</td>
</tr>
<tr>
<td>1.0% In</td>
<td>26.16 ± 4.74</td>
<td>27.83 ± 7.77</td>
</tr>
<tr>
<td>1.0% Sn</td>
<td>26.21 ± 5.63</td>
<td>30.10 ± 7.91</td>
</tr>
</tbody>
</table>
Fig. 4.8 (a) A319 base; (b) A319 + 0.5% Sb.
Fig. 4.8  (c) A319 + 1.0% Sb; (d) A319 + 1.0% Bi.
Optical micrographs showing dendrite refinement by the addition of pure microalloying elements; (a) A319 base; (b) A319 + 0.5% Sb; (c) A319 + 1.0% Sb; (d) A319 + 1.0% Bi; (e) A319 + 1.0% In; and (f) A319 + 1.0% Sn (Cooling Rate = 4.0°C/s).
Fig. 4.9 SEM micrographs showing the distribution of each element in (a) A319 base alloy; and (b) alloy A319+1.0% pure Sb. 'A', Cu rich region; 'B', Sb rich phase; 'C', Si rich phase; 'D', Mn rich region (Cooling rate 4.0°C/s).
Fig. 4.10  As-cast microstructure for A319 base alloy, cooling rate = 4.0°C/s.
Fig. 4.11  As-cast microstructure for alloy A319 + 0.5% Sb, cooling rate = 4.0°C/s.
Fig. 4.12  As-cast microstructure for alloy A319 + 1.0% Sb, cooling rate = 4.0°C/s.
Fig. 4.13  As-cast microstructure for alloy A319 + 1.0% Bi, cooling rate = 4.0°C/s.
As-cast microstructure for alloy A319 + 1.0% In, cooling rate = 4.0°C/s.
Fig. 4.15 As-cast microstructure for alloy A319 + 1.0% Sn, cooling rate = 4.0°C/s.
Fig. 4.16 As-cast microstructure for A356 base alloy, cooling rate = 4.0°C/s.
Fig. 4.17 As-cast microstructure for alloy A356 + 0.5% Sb, cooling rate = 4.0°C/s.
Fig. 4.18  As-cast microstructure for alloy A356 + 1.0% Sb. cooling rate = 4.0°C/s.
Fig. 4.19  As-cast microstructure for alloy A356 + 1.0% Bi, cooling rate = 4.0°C/s.
Fig 4.20 As-cast microstructure for alloy A356 + 1.0% In, cooling rate = 4.0°C/s.
As-cast microstructure for alloy A356 + 1.0% Sn, cooling rate = 4.0°C/s.
Fig. 4.22  As-cast microstructure for A356 base alloy, cooling rate = 0.3°C/s.
Fig. 4.23 As-cast microstructure for alloy A356 + 0.5% Sb, cooling rate = 0.3°C/s.
Fig. 4.24  As-cast microstructure for alloy A356 + 1.0% Sb, cooling rate = 0.3°C/s.
Fig. 4.25  As-cast microstructure for alloy A356 + 1.0% Bi, cooling rate = 0.3°C/s.
Fig. 4.26  As-cast microstructure for alloy A356 + 1.0% In, cooling rate = 0.3°C/s.
Fig. 4.27  As-cast microstructure for alloy A356 + 1.0% Sn, cooling rate = 0.3°C/s.
4.3 MECHANICAL BEHAVIOR

The mean tensile and charpy test data for base alloy A356 and the base alloy containing the microalloying elements, solidified at a cooling rate 0.3°C/s are given in Table 4.4. The results in Table 4.4 are based on a minimum of 3 test specimens (except where indicated). For the base alloy A356, the elongation to failure is low, and no necking was observed before fracture. For the A356 alloys containing Sb, which is the most effective element in DAS reduction and Si particle refinement, the yield and ultimate strengths are significantly increased. For 1.0% Sb the yield strength increases from 83 to 107 MPa, and the ultimate tensile strength increases from 124 to 156 MPa. The elongation to failure is slightly reduced from 1.29% to 1.26%; however for the 0.5% Sb addition the elongation is increased over 100% (3.15% vs 1.29%). The Sb addition effect is even more dramatic on impact energy, increasing from 1.51 J/cm² for the base alloy to 4.09 J/cm² for the alloy containing 1.0% Sb. Bi additions are also beneficial as evident from the data in Table 4.4, although only one tensile sample (sufficiently free of casting porosity) was available. The beneficial effects of the Sb and Bi additions to the A356 cast alloy is attributed principally to the modification of the eutectic Si particle, i.e. the change in the eutectic Si morphology from a coarse, faceted and needle-like form, to a finer, more rounded particle phase (see Fig.4.24 and 4.25). The In and Sn additions appear to have a slightly deleterious effect on the tensile properties of the base alloy, although there is a slight improvement in Charpy values, and this is consistent with the absence of any significant effect on the Si particle morphology.

The effect of an increased cooling rate on the tensile and impact energy of the A356
alloys is given in Table 4.5. Only Sb as a microalloying element was used in this test. The test specimens for the fast cooling rate were cast in the vented mold, from which then, rectangular specimens were melted for the tensile samples (see Fig.3.3). The excellent results show that gas porosity was largely eliminated using the specially designed graphite mold (Fig.3.1). The faster cooling rate has significantly increased all the mechanical properties of the base alloy, which must be attributed to the refinement of the dendrites (decreasing DAS), and the modification of eutectic Si particles as shown in Table 4.3 and Fig.4.18. The effect of the Sb addition is to further improve the UTS, E_t, and CVN values over the base alloy to approximately the same degree as for the slower cooled ingots, which is the result of further refinement in the DAS and the eutectic Si particles.
Table 4.4 Mechanical properties of A356 alloys, cylindrical test specimens
cooling rate = 0.3°C/s

<table>
<thead>
<tr>
<th>Alloy</th>
<th>0.2% Ys (MPa)</th>
<th>UTS (MPa)</th>
<th>$E_t$ (%)</th>
<th>CVN (J/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A356 BASE</td>
<td>83±6</td>
<td>124±10</td>
<td>1.29±0.17</td>
<td>1.51±0.06</td>
</tr>
<tr>
<td>A356 + 0.5%Sb</td>
<td>90</td>
<td>139</td>
<td>3.15</td>
<td>3.46±0.46</td>
</tr>
<tr>
<td>A356 + 1.0%Sb</td>
<td>107±3</td>
<td>156±2</td>
<td>1.26±0.05</td>
<td>4.09±0.16</td>
</tr>
<tr>
<td>A356 + 1.0%Bi</td>
<td>93</td>
<td>150</td>
<td>4.31</td>
<td>3.55±0.27</td>
</tr>
<tr>
<td>A356 + 1.0%In</td>
<td>73±4</td>
<td>115±14</td>
<td>1.5±0.3</td>
<td>2.61±0.07</td>
</tr>
<tr>
<td>A356 + 1.0%Sn</td>
<td>76±5</td>
<td>102±13</td>
<td>0.9±0.1</td>
<td>1.92±0.30</td>
</tr>
</tbody>
</table>

Table 4.5 Mechanical properties of A356 alloys, rectangular test specimens
cooling rate = 4.0°C/s

<table>
<thead>
<tr>
<th>Alloy</th>
<th>0.2% Ys (MPa)</th>
<th>UTS (MPa)</th>
<th>$E_t$ (%)</th>
<th>CVN (J/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>356 BASE</td>
<td>124±11</td>
<td>170±27</td>
<td>3.1±0.5</td>
<td>2.4±0.1</td>
</tr>
<tr>
<td>356 + 1.0%Sb</td>
<td>94±9</td>
<td>190±8</td>
<td>9.3±1.5</td>
<td>5.9±0.1</td>
</tr>
</tbody>
</table>

1 one tensile sample is recorded.
CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS

5.1 CONCLUSIONS

The following conclusions can be drawn from the results of this investigation:

1. The addition of the Al-insoluble elements Sb and Bi (0.5 - 1.0%) gave significant refinement (~50%) of the dendrite arm spacing in the hypoeutectic Al-Si alloys (A319 and A356 alloy), while Sn and In have no or little effect. The refinement of dendritic structure is attributed to the extremely small distribution coefficients for insoluble elements in Al (α), promoting the thermal and constitutional undercooling, and the resulting spontaneous development of secondary and tertiary dendrite arms.

2. Increasing the solidification (cooling) rate from 0.3°C/s to 4.0°C/s further refined the dendrite structure (decreasing DAS) by more than 100%, which is consistent with all solidification models, which show that supercooling and interfacial instability increases with solidification rate to promote dendritic growth (structure refinement).

3. The Sb and Bi additions modified the morphology of the eutectic Si particle from a coarse, faceted and sharp morphology to a finer, somewhat rounded and partially lamellar morphology, increasing the strength and toughness of the A356 alloy.

4. The eutectic Si particle modification has a significant effect on the eutectic
reaction, which is manifested in changes in the cooling curve: a depression of the
eutectic temperature \( T_e \), an increase in the eutectic undercooling \( \Delta \theta \), and an
increase in the undercooling (eutectic reaction) time \( t_1 \).

5. The addition of 1.0% Sb to the A356 alloy increased the ultimate tensile strength,
elongation to failure, and impact toughness by approximately 20%, 200%, and
150% respectively for both slow and fast solidification rates.

5.2 RECOMMENDATIONS FOR FUTURE RESEARCH

The results of this investigation show that the mechanical properties of commercial,
hypoeutectic Al-Si cast alloys can be significantly improved by microalloying with Al and
Si-insoluble elements. However, before the above can be adopted to foundry practice and
commercial exploitation, several phenomena and questions remain to be resolved.

1. The optimum levels of Sb (or Bi) for A356 and A319 to maximize improvements
   in mechanical properties (UTS, \( E_t \), CVN) must be determined.

2. The effect of the Sb (or Bi) additions on low cycle fatigue of A356 and A319
   alloys (a determining property for Al engine blocks for the automotive industry)
   must be determined.

3. The presence of insoluble element compounds (e.g. AlSb) or the pure metal phase
   (e.g. Bi) in the microstructure may have a highly deleterious effect on the corrosion
   behavior of the Al-Si alloy, and this requires investigation.
4. The structure refinement, and associated improvement in mechanical properties, increase with solidification (cooling) rate. The solidification rates in foundry practice (e.g. for engine blocks) vary considerably depending on the location in the casting. Thus full application of the microalloying technique for structure refinement in the industry requires developing comprehensive structure-composition-cooling rate (maps) for each insoluble element.

5. Not all Al and Si-insoluble elements were as effective as Sb (or Bi) in structure refinement, which may be surface energy related. A more detailed study of the solidification process through thermal analysis, TEM, and microstructure and phase analysis (elemental and structure) is required to determine what role surface energy plays in the refinement mechanism.
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APPENDIX A

CALCULATION OF CONCENTRATIONS OF INSOLUBLE SOLUTES NECESSARY FOR DENDRITIC GROWTH

McAlister and Murray [55] give the following $\Delta G_{\text{xs}}$ functions for the insoluble elements in liquid Al. It can be assumed that the presence of the other alloying components will alter these, but to what extent is unknown.

For Al-Sb system: A.J. McAlister gives

\[
\Delta G_{\text{xs}} = C_{\text{Sb}}(1-C_{\text{Sb}})[-4490.7-4.3338T + (8839.1-0.5196T)(1-2C_{\text{Sb}}) + (3372.4-0.2431T) \\
(1- 6C_{\text{Sb}} + 6C_{\text{Sb}}^2) + (-1885.2+0.2909T)(1-12C_{\text{Sb}} + 30C_{\text{Sb}}^2 - 20C_{\text{Sb}}^3)]
\]

For Al-Bi system: A.J. McAlister gives

\[
\Delta G_{\text{xs}} = C_{\text{Bi}}(1-C_{\text{Bi}})[30972.9 - 6.878T + (17612.5-7.514T)(1-2C_{\text{Bi}}) + (13121.5-8.642T) \\
(1- 6C_{\text{Bi}} + 6C_{\text{Bi}}^2) + (2629.5-0.723T)(1-12C_{\text{Bi}}+30C_{\text{Bi}}^2-20C_{\text{Bi}}^3)]
\]

For Al-Sn system: A.J. McAlister gives

\[
\Delta G_{\text{xs}} = C_{\text{Sn}}(1-C_{\text{Sn}})[23810.8-15.707T + (-102.3+5.455T)(1-2C_{\text{Sn}}) \\
+ (-6728.6+8.490T)(1- 6C_{\text{Sn}} + 6C_{\text{Sn}}^2)]
\]
For Al-In system: J.L. Murray gives

\[ \Delta G^{\text{E}} = C_{\text{In}}(1-C_{\text{In}})\{19188 + 2561(1-2C_{\text{In}}) + 7996(1-2C_{\text{In}}) \}
- T[-1.2443 + 12.18(1-2C_{\text{In}}) + 5.4329(1-2C_{\text{In}})^2 - 0.8351(1-2C_{\text{In}})^3] \}

Using the above expression for the excess free energies in liquid Al, and Eq.(2-54) and Eq.(2-50), the "uphill diffusion" occurs component in the diffusive flux is present \((\partial D_c/\partial C_c > 0)\) when

- \(C_{\text{Sb}} \geq 14\) at\%
- \(C_{\text{Bi}} \geq 16\) at\%
- \(C_{\text{La}} \geq 18\) at\%
- \(C_{\text{Sn}} \geq 27\) at%
APPENDIX B

CALCULATION OF DISTRIBUTION COEFFICIENTS

Fig. B1 [55] shows the phase diagrams of the Al-Sb and Si-Sb systems; Fig. B2 [55] is the Al-Bi and Si-Bi systems; Fig. B3 [55] is the Al-In and Si-In systems; Fig. B4 [55] shows the phase diagrams for the Al-Sn and Si-Sn systems. The distribution coefficients from each diagram can be determined by the use of $k_o = C_f / C_i$ in weight percent. For the distribution coefficient of Sb in Al at 657 °C, the concentration of solid $C_i$ is 1.7 wt% (i.e. 0.4 at% Sb is $[122 \times 0.4\%] / [122 \times 0.4\% + 27 \times 99.6\%] = 1.7$ wt%), and 50 at% for AlSb is 81.8 wt% Sb giving, $k_{Sb}^{Al} = 0.025$ which drops to less than 0.001 at 600 °C. The other coefficients are $k_{Bi}^{Al} = 0.000357$ at 656 °C, $k_{In}^{Al} = 0.00055$ at 630 °C, and $k_{Sn}^{Al} = 0.00035$ at 550 °C. The silicon systems are just as insoluble producing $k_{Sb}^{Si} < 0.001$ at 630 °C, and $k_{Bi}^{Si} < 0.000018$, $k_{In}^{Si} = 8 \times 10^{-6}$, $k_{Sn}^{Si} < 0.0001$ at 670 °C.
Fig B1 Phase diagrams of Al-Sb and Si-Sb systems [55].
Fig. B2  Phase diagrams of Al-Bi and Si-Bi systems [55].
Fig. B3  Phase diagrams of Al-In and Si-In systems [55].
Fig. B4 Phase diagrams of Al-Sn and Si-Sn systems [55].
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