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Abstract

Stereo vision is aimed at recovering 3D structure from two images taken with cameras positioned at different viewpoints. To obtain the depth of a scene, we need to establish the correspondence of pixels or features between the two stereo images. This process is called matching. Dense matching uncalibrated images is a difficult task; it requires the matching of each and every pixel between images, while no knowledge of the camera parameters is available.

Most existing methods for dense matching uncalibrated images are impractical and time consuming. In order to develop a fast, accurate and practical method, we attempted to use image interest points to provide a disparity estimate. Then we proposed a fast dense matching algorithm which integrates edge features of the image. The matching was carried out separately for edge areas and non-edge areas. In order to match the non-edge areas of the image, matching constraints were combined to restrict the search region. This approach effectively reduces the computational time and improves the matching quality. Our hybrid method has been tested on several indoor and outdoor scenes and the results demonstrate its capability.
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Chapter 1

Introduction

1.1 Computer Vision

Computer vision was born of the desire to create intelligent machines. In the 1950's, Alan Turing asked the question 'Can a machine think?', which led to the development of artificial intelligence (AI). The goal of AI is to simulate natural biological systems. An intelligent machine, or a robot system, should be able to work autonomously within its environment. The visual capability of a machine has long been regarded as the one with the highest potential, because most animals use vision as their most prominent way of gathering information. To give machines this ability of perceiving visual cues is the aim of computer vision. In other words, the goal of computer vision is to let a computer see.

For many animals and humans, the process of obtaining visual information is based on pictures sensed on the retina. Similarly, a computer (machine) gathers information based on digital images taken by visual sensors, typically cameras. In [29], the scope of computer vision is defined as: a set of computational techniques aimed at estimating or making explicit the geometric and dynamic properties of the 3D world from digital images. In [27], another definition is given as the following: The goal of computer vision is to make useful decisions about real physical objects and scenes based on sensed images.
CHAPTER 1. INTRODUCTION

The field of computer vision is vast and in continuous expansion. Object detection, motion analysis, pattern recognition and three-dimensional(3D) reconstruction are some of its research areas. One major topic in computer vision discipline is stereo vision.

1.2 Stereo Vision

The recovery of 3D structure of a scene from 2D images is one important goal in visual processing. Different sources can be used; for example, the shading in an image reveals information about 3D shapes. However, shape from shading is not reliable and is greatly influenced by lighting conditions. Another more important and reliable source of 3D information is provided by the change in location of an object from one image to another, which is called stereo vision, or stereopsis.

A stereo vision system aims at obtaining information about the 3D structure of the scene from stereo images. In the same way humans use a pair of eyes and brain to perceive the 3D world, a typical stereo vision system consists of a pair of cameras and a central processor. When we observe an object in a 3D scene, this object produces two images at different retinal locations of two eyes. Our brain is capable of measuring the difference and uses it to estimate the depth of the object. Similarly, a stereo vision system shall be able to obtain the 3D information from two images taken from different viewpoints; these two images are referred to as a stereo image pair.

Why do we need a pair of stereo images? As we know, humans need to use both eyes to get depth information from the 3D world around us. A simple experiment will illustrate this: when one eye is covered, the scene we observe becomes 'flat'. For the same reason, at least two images are needed to recover the 3D structure using a stereo vision system. As shown in figure 1.1, suppose that we try to find the depth of the point $P$ in space that projects on the image point $p$ in the left image. Since any point along the ray formed by $Op$ could have projected at $p$, it is impossible to recover the depth of $P$ based on only this image. However, with the help of another image (the right image), the depth of $P$ can be easily calculated given its projection $pt$ and $p$ in two images.
1.3 Problem of Matching

Several steps are involved in obtaining the 3D(or depth) information of a scene for a stereo vision system. To find out the depth of a particular point in one of the images, the following steps might be carried out:

- **Step 1**: Calibrate the stereo vision system. In other words, calibrate both cameras so that the geometrical relationships between the 3D space and the two cameras become known(calibration process);

- **Step 2**: Identify the image point that represents the same scene point in the other image(matching process);

- **Step 3**: Calculate the depth of the selected location based on the location difference of the corresponding points and camera positions(reconstruction process).

Without the calibration process, the above steps represent two problems: correspondence and reconstruction. The problem of correspondence is also known as the
matching problem and might involve more than two images. The main task of matching is to determine which part of the two images are projections of the same scene element. The location difference of two corresponding points from two images is called disparity. The reconstruction process involves obtaining the 3D location and structure of observed objects, given their matched observations in two or more images.

Determining the corresponding pixels and other features between stereo images represents a fundamental problem in stereo vision. It is a very difficult task, and it is the basis of the reconstruction process. Indeed, once matching is achieved, calculation of depth becomes a straightforward geometrical problem. A large amount of work has been carried out over the past two decades on the matching problem. The methods proposed can roughly be grouped into two categories:

- **Area-based methods**
  They are also known as template matching methods. In this category, the correspondences between images are determined based on the similarity of the pixel's gray value using image template windows.

- **Feature-based methods**
  In this category, correspondences are established between some selected features extracted from the images, such as edges, lines, or curves.

### 1.4 Dense Matching of Uncalibrated Images

To match a small number of pixels between the stereo pair is called sparse matching. In contrast, dense matching involves matching all pixels in the images. Dense matching is essential to many applications such as 3D reconstruction and view synthesis.

Images are uncalibrated; namely, the motion between them and the camera parameters are not known. In contrast to uncalibrated images, calibrated images are images taken by cameras with known position, which can facilitate the matching process.

Dense matching is one of the bottlenecks in stereo vision, since it involves a large amount of computations. The existence of occlusions makes the problem even more
difficult. To dense match uncalibrated stereo images, where the only information available is the raw images themselves, we need to find ways to assign each pixel from one image to its corresponding pixel in the other image. Figure 1.2 shows an uncalibrated stereo image pair.

Figure 1.2: Stereo image pair: Castle(size $576 \times 384$).

This challenging problem of dense matching uncalibrated images is addressed in this thesis. The research objectives have been identified as the following:

- Analysis of the existing methods for achieving a dense match between uncalibrated stereo image pairs
- Experimental study of a simple exhaustive approach and improved algorithm using interest points
- Design and implementation of a fast dense matching algorithm which integrates image edge features
- Experimental and theoretical evaluation of the proposed algorithm
1.5 Thesis Overview

This thesis is organized as follows. Chapter 2 provides the theoretical background of issues related to stereo matching. Chapter 3 presents a review of previous approaches for obtaining dense matching from uncalibrated images; their advantages and disadvantages are outlined. Chapter 4 presents an experimental study of a simple exhaustive search approach and our improved algorithm using image interest points. Chapter 5 is the centerpiece of this thesis, where a hybrid algorithm aimed at exploiting edge feature is proposed; the experimental results of this hybrid algorithm demonstrate the improvement in accuracy and efficiency. Chapter 6 is a conclusion and discussion of directions for future research.
Chapter 2

Background for Stereo Matching

2.1 Digital Image and Camera Geometry

2.1.1 Digital Image

Like natural visual systems, image processing in computer vision starts with the reflection of light rays. When a light ray reflects off a surface and enters the camera, it hits a screen of sensor devices that registers the light intensity. In a CCD camera, the screen is an $n \times m$ array of CCD photo-sensors. From these sensors, an output of $n \times m$ different voltages is generated; then through a frame grabber, these voltage signals are digitalized and stored into an integer array of size $n \times m$. An $n \times m$ digital image is thus represented by this 2D integer array, with each entry of the array denoting the intensity(color) value of a pixel. The intensity value is usually represented by one byte for the gray-level images, and thus ranges from 0 to 255 (typically 0 is black, 255 white).

2.1.2 Camera Model

A real CCD camera presents many imperfections due to the optical distortion and digitalization process. Several geometric models have been devised to represent CCD cameras. These models differ in their complexities and in their closeness to the phys-
ical camera. The pinhole model, also known as the full perspective model, is a good approximation for a real camera and is by far the most used for modeling cameras.

When a light ray is reflected off an object surface and passes through the pinhole lens of a camera onto the sensor array, an image is obtained. This image is a projection of the object surface, it is also called the image plane. A point on the image plane is a pure perspective projection of a point in the scene, while an object in the scene is represented by a collection of pixels in the image.

![Camera geometry under the pinhole model.](image)

Figure 2.1: Camera geometry under the pinhole model.

Figure 2.1 shows the pinhole camera model. $O$ is the projection center, which is drawn behind the image plane to make it easy to understand the projection model; the line through $O$ and perpendicular to the image plane is the optical axis $Z$; the distance between image plane and projection center is the focal length $f$. The image of the scene point $P$ is the image point $p$ at which the straight line through $P$ and $O$ intersects the image plane.

Consider the 3D reference frame in which $O$ is the origin and the image plane is orthogonal to the $Z$ axis; let $P = [X, Y, Z]^T$ and $p = [x, y, z]^T$, this reference frame is called the camera reference frame. In this case we can write:
\[ x = f \frac{X}{Z}, \]
\[ y = f \frac{Y}{Z} \]  

(2.1)

### 2.1.3 Camera Parameters

The camera reference frame is used to write the fundamental equations (2.1) of the perspective projection. This camera reference frame is located within another reference frame called the *world reference frame*, which is also known as a *scene reference frame*. Directly from the images, we have the image coordinate system which is also called the *pixel reference frame*. The relationship between the camera, the image and the world coordinate system is shown in Figure 2.2.

The parameters linking the world coordinate system to image pixels are grouped into two categories. The *extrinsic parameters* of the camera define the location and orientation of the camera reference frame with respect to a world reference frame. The *intrinsic parameters* of the camera link the pixel coordinates of an image point to the corresponding coordinates in the camera reference frame.

#### Extrinsic Parameters

Finding the location and orientation of the camera with respect to the world reference frame is a common problem. Since the camera reference frame is often unknown, the extrinsic parameters can be defined as a set of geometric parameters that identify the transformation between the unknown camera reference frame and the world reference frame. This transformation is described by a 3D translation vector \( T \) and a 3D rotation matrix \( R \). \( T \) describes the relative position of the origin of the world reference system within the camera reference frame. \( R \), a rotation, is a \( 3 \times 3 \) orthogonal matrix that brings the corresponding axes of the two frames onto each other. Given a point \( P \) in the scene which is referred to as \( P_{\text{world}} \) in the world frame and \( P_{\text{camera}} \) in the camera frame, the relationship between them can be defined in equation (2.2).
Figure 2.2: The relationship between camera, image and world coordinate system.
\[ P_{\text{camera}} = R(P_{\text{world}} - T) \]  \hspace{1cm} (2.2)

where \( P_{\text{camera}} \) and \( P_{\text{world}} \) are the 3D coordinates of a space point \( P \) given in the camera reference frame and in the world reference frame respectively.

**Intrinsic Parameters**

The intrinsic parameters are parameters required to characterize the optical, geometric and digital characteristics of a camera. For a pinhole camera, intrinsic parameters include: the focal length \( f \), the transformation between camera coordinates and pixel coordinates, and also the geometric distortion introduced by optics.

Ignoring distortion, we have the equation (2.3) to link the coordinates of an image point denoted by \((x_{\text{img}}, y_{\text{img}})\) in pixel units, with the same point with coordinates \((x, y)\) in the camera reference frame units.

\[ \begin{align*}
  x &= -(x_{\text{img}} - o_x)s_x, \\
  y &= -(y_{\text{img}} - o_y)s_y
\end{align*} \]  \hspace{1cm} (2.3)

where \( o_x, o_y \) are the coordinates of the image center, and \((s_x, s_y)\) the pixel size in the horizontal and vertical direction respectively. Therefore, the set of intrinsic parameters is \( f, o_x, o_y, s_x, s_y \).

Note that the minus sign is there because the projection center is actually in front of the image plane, which causes the world coordinates to change sign when projected on the image plane.

**2.1.4 Camera Calibration and Uncalibrated Image**

The perspective projection that transforms space points defined in the world coordinate system, into image points defined in the image coordinate system, can be described by
a \(3 \times 4\) matrix, often denoted by \(M\). The expression of this matrix in terms of intrinsic parameters, extrinsic parameters, and pure perspective projection is given by

\[
M = AID
\]  

(2.4)

where

- \(A\) is the matrix for the intrinsic parameters given by

\[
A = \begin{pmatrix}
\alpha_u & 0 & u_0 \\
0 & \alpha_v & v_0 \\
0 & 0 & 1
\end{pmatrix}
\]  

(2.5)

- \(I\) is the matrix for the pure perspective projection given by

\[
I = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]  

(2.6)

- \(D\) is the matrix for the extrinsic parameters given by

\[
D = \begin{pmatrix}
r_{11} & r_{12} & r_{13} & t_x \\
r_{21} & r_{22} & r_{23} & t_y \\
r_{31} & r_{32} & r_{33} & t_z
\end{pmatrix}
\]  

(2.7)

The \(3 \times 3\) matrix \(A\) depends only on the intrinsic parameters; it performs the transformation between the camera and the image reference frames. The \(3 \times 4\) matrix \(I\) represents the perspective projection in the same reference frame. The \(3 \times 4\) matrix \(D\) represents displacement between the world and the camera reference frames.
The projection of the space point \( P = (X, Y, Z, 1) \) on the image point \( p = (x, y, 1) \) is given by:

\[
\lambda \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} = AID \begin{pmatrix} X \\ Y \\ Z \\ 1 \end{pmatrix}
\]  

where \( \lambda \) is a scale factor.

The problem of camera calibration is in estimating the values of the intrinsic and extrinsic parameters of the camera model. In other words, the calibration process means calculating the \( 3 \times 4 \) matrix \( M \). Since this process requires the use of a known calibration pattern, it is often difficult to calibrate a camera in practice. New methods have been proposed to overcome this problem. In particular, camera self-calibration is a new promising method being currently investigated by numerous researchers. The remainder of this thesis will consider only uncalibrated images; that is, images taken with cameras on which no calibration has been performed.

### 2.2 Stereo Matching

#### 2.2.1 Definition

Image correspondence can be defined as a mapping between two images, both spatially and with respect to intensity. If the two images are denoted by \( I_1 \) and \( I_2 \), where \( I_1(x, y) \) and \( I_2(x', y') \) are image coordinates which map to the intensity value of the according pixel, then the matching between these two images can be expressed as:

\[
I_2(x', y') = g(I_1(f(x, y)))
\]  

where \( g \) is a 2D intensity transformation, and \( f \) is a 2D spatial-coordinate transformation. \( g \) should be considered when two images are taken with different types of
sensors; it is not necessary in a typical stereo vision system with only CCD cameras. Therefore, matching is to find a transformation \( f \) that maps spatial coordinates \( x \) and \( y \), to new spatial coordinates \( x' \) and \( y' \) as shown in equation (2.10).

\[
(x', y') = f(x, y) \tag{2.10}
\]

Some typical geometric transformation between the two images are shown in Figure 2.3. Translation transformation occurs when the images are misaligned by a small shift due to a change in the camera’s position. Rotation transformation is caused by a camera rotation around the axis. Rigid transformations are those where the objects in the images retain their relative size and shape.

![Figure 2.3: Typical geometry transformation: (a) translation. (b) rotation. (c) rigid transformation.](image)

If the transformation between two images is 2D, the spatial transformation \( f \) can be expressed by a single equation that maps each point in the first image to a new location in the second image. However, because the 3D-2D perspective projection is an irreversible one, it is impossible to find a spatial mapping function between a pair of stereo images. Therefore, stereo matching is defined as locating a pair of image points resulting from the projection of the same object point by some similarity constraints of the pixel colors. The relation can be written as follows:

\[
I_2(x', y') = I_1(x + dx, y + dy) \tag{2.11}
\]
where \( d_x \) and \( d_y \) are the location differences of the matching pairs along the \( x \) and \( y \) coordinates respectively.

Note that not all the points in one image can find their corresponding points in the other image; this is called occlusion. It is because a given object point may not have a projection in both images. For instance, a point may appear in the left image but not in the right image because it becomes hidden due to the position and orientation of the right camera.

### 2.2.2 Disparity and Disparity Map

![Figure 2.4: Disparity basics.](image)

Disparity specifies the offset of a pixel in the first image to its match in the second image. Without loss of generality, we can assume that the two image planes are parallel. As shown in Figure 2.4, an object point \( P \) projects in the left image on \( p(x, y) \) and in right image on \( p'(x', y') \). Since the two image planes are parallel, we have \( y = y' \). Therefore the disparity \( d \) of \( P \) on this pair of images is one dimensional, and \( d = x' - x \).
Matching results can be stored in a disparity map, while the result of dense matching is recorded in a dense disparity map. A disparity map is formed by the disparities of all the matched points and can be displayed as an image. It is defined as an integer valued array where each entry stores the disparity value of the same image location. For example, if the disparity map \( D \) records the matching result between left and right images, given a pair of matched points \((p(x, y), p'(x', y'))\), then \( D(x, y) = k \) with \( k = x' - x \). In that case, \( k \) is considered as the intensity value (gray value) of the pixel at \((x, y)\) of the disparity map picture.

Figure 2.5 shows a pair of synthetic images, and their matching result is shown as a disparity map in Figure 2.6. This disparity map is also a ground truth disparity map, since the exact match result is known for synthetic images\(^1\).

Figure 2.5: Example of a synthetic stereo image pair.

The disparity value indicates the distance from the cameras to the object point. If an object point is infinitely far away, then its projection onto the two image planes will be at the same location, and the disparity will be zero. If an object is close to the cameras then the disparity will be large. Disparity is inversely proportional to the distance between an object and the camera system. As shown in Figure 2.4, the

\(^1\)Histogram equalization has been performed on the disparity map to increase image contrast.
disparity of object point $P$ is less than the disparity of $Q$, since the location of $Q$ is closer than $P$ to the cameras. In the disparity map of Figure 2.6, the area is darker where it is deeper in depth along the corridor, which indicates smaller disparity values\(^2\).

\(^2\)Intensity value 0 is black, 255 white.
2.3 Stereo Matching Constraints

2.3.1 Epipolar Constraint

Epipolar Geometry

Epipolar geometry describes the geometrical relationship between a pair of stereo images. This relationship is shown in Figure 2.7. There are two pinhole cameras, with their projection centers $O$ and $O_l$ respectively, and two image planes. An object point $P$ projects as $p$ on the left and $p_l$ on the right image. The projection of $O$ on the right image and $O_l$ on the left image are denoted respectively by $e$ and $e_l$, where $e$ and $e_l$ are called epipoles.

An epipolar line is defined by an image point and the epipole on the image plane. The line defined by $e$ and $p$ is an epipolar line, and its corresponding epipolar line is defined by $e_l$ and $p_l$. The plane defined by $P$, $O$ and $O_l$ is the epipolar plane. Epipolar lines can also be viewed as the intersection between the epipolar plane and the image planes.

Epipolar Constraint

Given a point $p$ in the left image, the object point $P$ that was projected on $p$ may lie anywhere on the ray defined by $O$ and $p$ (recall that it is impossible to recover the depth of a point from a single image). However, the image of this ray in the right image is the epipolar line defined by the corresponding point $p_l$ and the epipole $e_l$. Therefore, the correct match of $p$ must lie on this corresponding epipolar line in the right image. This constraint is known as the epipolar constraint; it establishes a mapping between points in the left image and lines in the right image and vice versa. If we assume that the epipolar geometry is known, the search for the match of $p$ in the right image can be restricted to the search along the epipolar line of $p$. The matching problem is reduced from a two-dimensional search to a one-dimensional search. This is a considerable simplification of the problem; for instance, the search over $1000 \times 1000 = 10^6$ pixels (a $1000 \times 1000$ image) will be reduced to a search over 1500 pixels (a diagonal line at
Essential Matrix and Fundamental Matrix

The mapping between points in one image and epipolar lines in the other can be established by estimating two important matrices: the essential matrix $E$ and fundamental matrix $F$.

In camera coordinates (not in pixel coordinates), for each pair of corresponding points $u$ and $u'$, we have the $3 \times 3$ essential matrix $E$ that satisfies the following equation:

$$u'^T E u = 0 \quad (2.12)$$

This equation can be generalized to the pixel coordinate system when rewritten as:
\[
    u^T A^T (A^{-1})^T E A^{-1} u = 0
\]

(2.13)

where \( A \) is the \( 3 \times 3 \) intrinsic parameter matrix defined in a previous paragraph.

The above relation is equivalent to

\[
    (Au)'^T (A^{-1})^T E A^{-1} (Au) = 0
\]

(2.14)

Because \( Au \) is the same point expressed in the pixel coordinate system, then we have \( Au = p \) and \( Au' = p' \). The above relation becomes

\[
    p'^T (A^{-1})^T E A^{-1} p = 0
\]

(2.15)

If we denote the \( 3 \times 3 \) matrix \( (A^{-1})^T E A^{-1} \) by \( F \), then we have

\[
    p'^T F p = 0
\]

(2.16)

where \( F \) is called the fundamental matrix. \( F p = (a, b, c) \) represents the coefficients of the corresponding epipolar line in the right image, on which \( p' \) should be located.

The significance of the fundamental matrix \( F \) is that equation (2.16) is defined in terms of pixels. If \( F \) is known, the matching process can be simplified from a 2D to a 1D problem as stated previously. In equation (2.16), \( F \) can be computed when given 8 or more matched points in a pair of uncalibrated images. This simple linear algorithm is known as the eight-point algorithm for calculating \( F \). However, this eight-point algorithm is not stable and very sensitive to noise. More reliable and stable methods exist for the calculation of \( F \); see for instance [15][5].
2.3.2 Other Constraints

Order Constraint

The order constraint states that stereo projections always preserve the order of points along the according epipolar line. As shown in Figure 2.8, if point \( n \) is on the right side of point \( m \) on the epipolar line, then the matching point \( n' \) of \( n \) must lie on the right side of the matching \( m' \) of \( m \). The reason is that it is geometrically impossible for points projected from the same opaque surface to be differently ordered in the stereo image pair.

![Figure 2.8: Order constraint.](image)

Continuity Constraint

The continuity constraint is also known as surface smoothness constraint. The underlying idea of this constraint is that the world is mostly made up of objects with smooth surfaces. It states that disparity varies smoothly on object surfaces; sharp changes of disparity occur at object boundaries. In the ground truth disparity map (Figure 2.6), we can recognize the shape of the objects in the scene since the sharp intensity change at the object's boundary. This abrupt change indicates the disparity discontinuity at the object boundary. Meanwhile on the surface of the objects intensity changes smoothly and uniformly, which indicates the continuity of disparity values.
Uniqueness Constraint

The uniqueness constraint states that one image point has at most one match in the other image. It is impossible that one object point can project at more than one location in only one image; while there is no match in the case of occlusion. The uniqueness constraint can simplify the computation and can be used to validate the matching results.

2.4 Methods for Stereo Matching

Stereo matching methods can be viewed as a different combination of choices for the following three components:

- A matching token
- A similarity measurement
- A search strategy

A matching token represents the information in the images that will be used for matching. A basic matching token is the pixel's intensity value; while other tokens can be image features, such as edges and contours. A similarity measurement determines the measure of similarity for each test; different measurements apply to different types of matching tokens. A search strategy is how the search area is determined in the target image and how the search is actually carried out.

There are two major categories of stereo matching methods based on different matching tokens. The area-based methods and feature-based methods. In the area-based method, the matching element is template windows of a certain size. The feature-based method aims at establishing the correspondence between a set of image features based on some global optimization. Correlation functions are used to measure the similarity in area-based methods, while for feature-based methods more complicated criteria are adopted. Search strategies also vary for these two classes of methods, although some principles apply to both.
2.4.1 Area-based Method

In area-based methods, the matching is carried out by calculating and comparing correlations between template windows. The correlation process is the essential part for an area-based matching algorithm. To match a pixel $p$ from the left image in the right image, a small window (reference window) is located with $p$ as the center. This window is then compared with same sized windows (target window) in the right image for each pixel in the search area. Each comparison produces a correlation score using certain correlation functions. The corresponding pixel $p'$ shall be associated with the window that maximizes the similarity function. This process is shown in Figure 2.9.

![Figure 2.9: Basic of correlation techniques.](image)

Correlation functions give a measure of the degree of similarity between two areas based on the pixels' gray level values. One of the most simple correlation functions is the Sum of Absolute Differences (SAD). SAD calculates the total absolute differences of all the pixels within the range of reference and target window. For a reference window centered around the point to be matched, the target window centered with the matching point shall produce the lowest SAD value among all other windows, which represents the highest similarity. The SAD for each pair of pixels is given by equation (2.17).
\[
SAD((x, y), (x', y')) = \sum_{u=0}^{\text{len}} \sum_{v=0}^{\text{len}} |R(x' + u, y' + v) - S(x + u, y + v)|
\] (2.17)

A simple area-based matching algorithm can be sketched below: using \( f \) as correlation function, for each pixel \( p = (x, y) \) in the left image, the following steps are carried out:

1. Within the search region of the right image, using the template of the left image associated with \( p \) to compute \( f \).
2. Select the template of the right image that gives the maximum value for \( f \).
3. The pixel associated with this template is the matching \( p' \) for \( p \).
4. Calculate the disparity.

### 2.4.2 Feature-based Method

A pixel's intensity value is the basic feature of an image. However, a single pixel's gray value does not provide enough information for many applications. More commonly, an image feature refers to a higher level description of an image. In [29], the image features are defined as local, meaningful and detectable parts of the image. Local describes the features related to a part of the image with some special properties, and not the global properties of an image. Meaningful means that the features are associated with interesting scene elements via the image formation process. Detectable means that some algorithms exist to detect the feature. The outputs of these algorithms are called the feature descriptors. For example, a descriptor for the line segment feature could consist of the coordinates of the segment's central point, the segment's length and its orientation. The detection of image features can be viewed as a pre-processing stage for matching.

In feature-based methods, the matching is based on the numerical and symbolic properties of the features obtained by feature descriptors. Instead of using correlation
as similarity measurement, corresponding elements are given by the most similar feature pair using other criteria. A simple example of the similarity criterion between feature descriptors is to calculate the inverse of the average of distances between each of the properties in the descriptors, where the maximum value gives the matching.

A simple feature-based matching algorithm is described below: the input is a pair of stereo images and two corresponding sets of feature descriptors are $F$ and $F'$. For each feature $f$ from $F$ in the left image:

1. Compute the similarity between $f$ and all features in $F'$ in the search region of the right image.

2. Select the right-image feature $f'$ that maximizes the similarity measure.

3. Calculate the disparity of $f$.

2.4.3 Area-based vs. Feature-based

Area-based methods achieve a dense matching result for the stereo image pair, while feature-based methods only match a sparse set of features between the images. However, feature-based methods have the advantage of being efficient and more robust against image variations. The comparison between these two methods is shown in Table 2.1.
<table>
<thead>
<tr>
<th>Area-based Methods</th>
<th>Feature-based Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of image</strong></td>
<td>highly textured images; images taken from slightly different view points</td>
</tr>
<tr>
<td><strong>Implementation difficulty</strong></td>
<td>easy</td>
</tr>
<tr>
<td><strong>Pre-process stage</strong></td>
<td>not necessary</td>
</tr>
<tr>
<td><strong>Computation time</strong></td>
<td>calculation of correlation is very expensive</td>
</tr>
<tr>
<td><strong>Sensitivity to noise</strong></td>
<td>correlation methods are sensitive to lighting changes</td>
</tr>
<tr>
<td><strong>Matching result</strong></td>
<td>dense disparity map</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of area-based methods and feature-based methods.

### 2.5 Conclusion

In this chapter we have introduced some basic concepts about the formation of a two-dimensional image and the geometry of a stereo vision system. In addition, we have outlined the principles of dense matching in general and presented some constraints that are sometimes used to reduce the search process for a match. In particular, the epipolar geometry was identified as one major constraint used by most matching methods. This constraint has the advantage of being available without calibrating the cameras. Camera calibration is a tedious and difficult process that is not all the time possible. Therefore, in this thesis we consider the matching problem in the general case of uncalibrated images. In the next chapter, dense matching uncalibrated images is addressed in more detail and the existing methods are reviewed.
Chapter 3

Existing Methods for Dense Matching of Uncalibrated Images

A dense disparity map is required in many stereo applications, such as 3D reconstruction and novel view synthesis. Useful as it is, dense matching remains one of the bottlenecks in stereo vision. This is due to the large amount of computation involved in dense matching, and matching accuracy is influenced by occlusion and image noise. Camera calibration can effectively help the matching process. However, under certain situations we need to avoid the overhead of the calibrating process, which means there is no information of the camera location and relative positions available. One task within this scenario is the dense matching of uncalibrated images.

Area-based correlation methods are a natural choice for dense matching uncalibrated images. Different correlation functions have been proposed to improve the performance of area-based matching. In order to reduce the expensive computation time caused by correlation techniques, geometric constraints and certain search strategies such as dynamic programming and relaxation techniques, can be applied to limit the search area. As discussed earlier, epipolar geometry can be obtained without calibrating the camera, therefore the epipolar constraint has been strongly enforced in most of the algorithms for matching uncalibrated images.

Although feature-based matching only produces a sparse set of matched points, it
has the advantage of efficiency and robustness to image noise. These characteristics allow improvement in area-based dense matching. This class of methods usually take advantage of certain types of image features to provide some knowledge of the image for the area-based matching process.

3.1 Area-based Method

3.1.1 Correlation Functions

The basic idea of area-based methods is to search for the global maximal value of the correlation function.\textsuperscript{1} The advantage of correlation based algorithms lies in their simple and straightforward implementation. Different correlation functions are listed in table 3.1

Correlation function SSD and SAD were used in many earlier area-based matching methods. They are very intuitive methods that only compute the absolute or squared differences of the pixel's gray value within the template window. SSD and SAD are very easy to implement and perform well as long as there is no change in lighting condition. Other more complicated forms like ZSAD, NCC and ZNCC give better performance against image noise.

Methods based on only correlation functions are inherently problematic to match images with the following patterns:

- Repetitive Texture
- Lack of Texture
- Large Displacement of Cameras
- Occlusion

\textsuperscript{1}Global maximal value refers to the value that represents the maximal similarity; it varies regarding different correlation functions. For example SSD produces a minimal value of 0 at maximal similarity, while using ZNCC it is the value of 1.
<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>sum of squared differences</td>
<td>[ \text{SSD}((x, y), (x', y')) = \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - S(x + u, y + v))^2 ]</td>
</tr>
<tr>
<td>sum of absolute differences</td>
<td>[ \text{SAD}((x, y), (x', y')) = \sum_{v=0}^{ulen} \sum_{u=0}^{ulen}</td>
</tr>
<tr>
<td>zero mean sum of squared differences</td>
<td>[ \text{ZSSD}((x, y), (x', y')) = \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} \left( (R(x' + u, y' + v) - \bar{R}) - (S(x + u, y + v) - \bar{S}) \right)^2 ]</td>
</tr>
<tr>
<td>zero mean sum of absolute differences</td>
<td>[ \text{ZSAD}((x, y), (x', y')) = \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} \left</td>
</tr>
<tr>
<td>cross correlation</td>
<td>[ \text{CC}((x, y), (x', y')) = \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R(x' + u, y' + v) \cdot S(x + u, y + v) ]</td>
</tr>
<tr>
<td>normalized cross correlation</td>
<td>[ \text{NCC}((x, y), (x', y')) = \frac{\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R(x' + u, y' + v) \cdot S(x + u, y + v)}{\sqrt{\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R(x' + u, y' + v) \cdot \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} S(x + u, y + v)}} ]</td>
</tr>
<tr>
<td>zero mean normalized cross correlation</td>
<td>[ \text{ZNCC}((x, y), (x', y')) = \frac{\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - \bar{R}) \cdot (S(x + u, y + v) - \bar{S})}{\sqrt{\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - \bar{R})^2 \cdot \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (S(x + u, y + v) - \bar{S})^2}} ]</td>
</tr>
</tbody>
</table>

Table 3.1: Definition of correlation functions (\(R\) and \(S\) denote the images; \(ulen\) and \(ulen\) are the size of correlation window).
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If the image texture is repeated, multiple possible correspondences may exist; in the case of occlusion, false matches may be found. Matching results also become very sensitive when the images are taken from very different viewpoints. Furthermore, the correlation functions are not guaranteed to provide a unique global maximal. The correct match may correspond to a value other than the maximal of the correlation function. When there is very little texture in a scene, the similarity function may have a wide plateau of indistinguishable maxima, which results in ambiguous matches. Therefore, we need to include more constraints and adopt matching strategies to improve the result of simple area-based matching methods.

3.1.2 Disambiguate Multiple Match

Ambiguous matches are caused by applying correlation functions on images with certain texture patterns, where more than one pixel in one image are matched to the same pixel in the other image. We can reduce the impact of this problem by enforcing the epipolar constraint. Note that in addition, the use of the epipolar constraint also reduces the size of the search region. A threshold can also be used to eliminate unlikely matches, and the left-right coherence is another way of verifying matching results.

Constraint and Threshold

Looking for the global maxima of the correlation function in the whole image is a very naive and impractical approach. Thus, geometric constraints for matching have been exploited in many methods to help in restricting the search area and discarding false matches. The search area can be effectively limited by applying the epipolar constraint. As we have discussed, the search over a 2D area is restricted to a 1D epipolar line when using the epipolar constraint. This enables a more efficient and accurate matching process. Also, the order constraint can be used to discard impossible areas in which the match may occur.

The threshold is a common way for controlling reliability in matching. We can set a threshold value for similarity functions so that all the values lower than this threshold are discarded. However, the threshold value is arbitrary and is hard to choose in
practice. Other statistic methods can be applied to qualify matching candidates. One example is the method of Krotkov et al. [19] which requires the match to have a maximal value of the correlation function that is higher than any other value by some percentage.

**Left-right Coherence**

The left-right coherence check relies on the following fact: for a pixel \( p \) in the left image with its match \( p' \) in the right image, the disparity for \( p \) and the disparity for \( p' \) should be equal in absolute value but have opposite algebraic signs. Based on this requirement, Hannah [14] used a strategy to refine the result of disparities by horizontally flipping the left and right images. The results are then re-analyzed by using the flipped left image as the new right image and the flipped right image as the new left image. Similarly, Fua [11] used two images symmetrically to validate the result. Only consistent matches are accepted, such that if \( p \) in left image matches to \( p' \) in right image, then \( p' \) must match to \( p \) when performing a reverse matching process. This check can be used to eliminate multiple matches; however, it becomes problematic at object boundaries where occlusion is most likely to occur. It is also a costly process because the computation time will be doubled. Therefore, the left-right coherence check can be applied to only a limited number of cases.

### 3.1.3 Using Template Windows with Variable Sizes

Classical correlation matching methods are based on comparing windows of a fixed size. The selection of the window size is an important issue since the window size must be large enough to include enough intensity variation for matching, but also small enough to avoid the effects of projective distortion. If the window is too small, then many false matches will be found; for example, just one pixel will have hundreds of matches (same color pixels). If the window is too large then different regions of different disparity will be combined together, and there will be no real good match found. Some methods have been developed which select the window size adaptively.

Levine et al. [21] proposed a primitive method for using window size which is locally
depend on the intensity pattern. Based on his work, Kanade [18] proposed a more robust and accurate method that uses adaptive window based on the local variation of intensity and disparity. This algorithm starts with an initial estimate of the disparity map. For each pixel, an uncertainty measurement is also adopted as local support. Based on the information of disparity estimate and uncertainty value, the size of the correlation window can be adjusted until the optimal size is reached. However, this method requires the model of the disparity map to be available in advance. In addition, the determination of the appropriate window size for each pixel is a difficult and time consuming task. Saito [26] employs several disparity maps that are generated by SSD correlation using different window sizes. Then the optimal disparity map is determined by combining these disparity maps using a genetic algorithm. The result is satisfactory but the multiple matching process makes this method very impractical.

3.1.4 Dynamic Programming

Dynamic programming is an algorithmic approach to solving problems by effectively using the solutions to sub-problems. Progressively larger problems are solved by using the solutions to sub-problems, thus avoiding redundant calculations. This strategy is applied when an intrinsic ordering of the problems exists. Since the order preserves along the corresponding epipolar lines, the pair of epipolar lines are good candidates for scanlines to apply dynamic programming in stereo matching.

Figure 3.1 is a graphical representation of the stereo matching problem. In order to use dynamic programming to solve the matching problem, each vertex is labeled using the array \( P(i,j) \). Index \( i \) and \( j \) refer to pixels on left and right epipolar lines respectively. The diagonal edges are solid edges, which represent a possible matched pair. Solid edges are associated with the correlation score of the appropriate pixel pair. Lower scores represent high similarity for correlations such as SSD or SAD. The horizontal edges are dashed edges, which represent occlusions in the disparity map. A dashed edge is given an occlusion cost of \( C_o \), which allows for occlusion to occur. The matching problem can be viewed as finding the shortest path between the vertices labeled \( S \) and \( T \).
Different methods using dynamic programming have been designed. Ohta [25] proposed to enforce the continuity constraint in the cost, and he tried to find the path in a 3D space instead of the previous 2D space. His improvement is at the cost of a large amount of computation. Lloyd’s method [22] consists of two stages: first a set of candidate matches are produced for each row, then using continuity constraints choose the best among the candidates.

In dynamic programming solutions, the choice of the occlusion cost is of critical importance. If \( C_o \) is too low the result will be consist of occlusion path only, while a very large \( C_o \) will result in no occlusions. Also, the results often exhibit spurious vertical discontinuities in disparity, since the monotonic ordering constraint is not satisfied when narrow objects exist [32]. Moreover, it is very costly in computation time to use dynamic programming to achieve dense matching for a stereo pair of images.
3.1.5 Relaxation Technique

Relaxation techniques in stereo matching resemble the iterative numerical relaxation methods. They use a bottom-up search strategy that involves local rating of similarity which depends on the ratings of the neighbours. These ratings are updated iteratively until the ratings converge or until a sufficiently good match is found. In other words, first an educated guess (what the matching should be) is produced, then the match is reorganized by propagating some of the constraints. There are two types of approaches for relaxation techniques: probabilistic-based and optimization-based.

In the probabilistic-based approach, the initial probabilities are computed from similarities in the values surrounding the match points. Then these probabilities are updated iteratively to impose global consistency. These iterative procedures are repeated until either the probabilities reach a steady state or a certain termination condition is satisfied. In each iteration of the relaxation process, the probability value must be updated according to the current probability value and the neighbour's information [3]. Probabilistic-based methods require a lot of processing time while trying to find the global transformation. This kind of method becomes impractical since in most cases of matching uncalibrated images global transformations can not be found.

In the optimization-based approach, matching is carried out by minimizing an energy function where energy functions are formulated from the constraints. It represents a mechanism for the propagation of constraints among neighbouring match points where the multiple-match ambiguity can be removed iteratively. An example of this type of method is proposed by Marr [23], where the uniqueness and the continuity constraints are enforced. We denote points of the first image by $l_i$, and points of the second image by $r_j$. For each pixel $l_i$ of the first image, we compute an initial set of confidence measures $c_0(l_i, r_j)$ that estimate whether $l_i$ matches $r_j$ in the second image. $r_j$ are chosen on the epipolar line of $l_i$, thus the epipolar constraint is imposed. There are several ways of computing $c(l_i, r_j)$, the simplest one is by comparing their intensity values.
\[ c_0(l_i, r_j) = \begin{cases} 
1 & \text{if the intensity at } l_i \text{ in first image is similar enough to} \\
& \text{the intensity at } r_j \text{ in the second image.} \\
0 & \text{otherwise.}
\end{cases} \] (3.1)

Then the confidence measures are updated according to the following function:

\[ c_{n+1}(l_i, r_j) = \begin{cases} 
1 & \text{if } k \text{ is above some threshold; } k \text{ represents the number of pixels } l_i' \text{ in} \\
& \text{a neighbourhood of } l_i, \text{ such that} \\
& c_n(l_i, r_j) = 1 \text{ for } r_j' \text{ in a neighbourhood of } r_j. \\
0 & \text{otherwise.}
\end{cases} \] (3.2)

The idea underlying equation (3.2) is to enforce the continuity and uniqueness constraint around the matching neighbourhood.

Marr’s method is tested only on random-dot images; it is very sensitive to the settings of the threshold and other parameters. Several other proposed energy functions require the knowledge of camera parameters. For uncalibrated images, Yokoya [31] proposed an energy function that combines a similarity term and a smoothness term. A dense disparity map is computed by solving a system of equations using a coarse-to-fine approach. [12] [28] [10] are methods that aim at overcoming the problem of smoothness over edges caused by the relaxation process, but at enormous computational costs. Also some other new energy functions are proposed; see for instance [1][6].

The problem of relaxation based approaches is that they do not always converge and do not always recover the correct matches. Moreover, the minimizing of some energy functions is NP hard. In general, the implementation using relaxation is very complicated and the iterative calculation produces a heavy burden on the CPU re-
3.2 Hybrid Methods: Combining Dense and Sparse Matching

Using area-based methods to achieve dense matching usually suffers from the drawbacks of the heavy computation cost. On the other hand, feature-based methods only give a sparse matching result of a set of feature points, but at a relatively much lower cost. Research has been done towards fusing these two techniques resulting in hybrid methods. Hybrid methods take advantage of the unique attributes of each of these techniques: the area-based process provides a dense disparity map and the feature-based process provides a reliable and accurate match for a limited number of pixels, or interest points. The basic idea behind combining the two techniques is to integrate the image feature information in area-based matching to produce a more efficient and accurate result.

Typical interest points are corners, line intersections and object boundaries. The selection of features to be used lays the foundation for the matching accuracy. In general, the chosen features should be tolerant of local distortions and the number of features should be sufficient to perform the calculation, but not too large in order to ensure the efficiency of feature matching.

3.2.1 Early Research

A matching approach that takes into account feature information is first proposed by Barnard [4]. In this method, a set of candidate matching points are selected independently in each image at the beginning. These points are local feature points such as spots and corners. After two sets of candidate points are found, possible matches are then constructed based on SSD correlations. Then, a probabilistic-based relaxation process is carried out to refine the result. Although this method does not aim at achieving a dense matching result, it raises the idea of using feature information other
than only similarity measurement. The experiments have proven that this method is less sensitive to noise and distortions.

As a modified algorithm of Marr's method [24], Grimson [13] proposed an algorithm that is characterized by matching certain symbolic features in filtered images. The features obtained by a zero-crossing filter indicate the locations of significant changes in intensity. These feature points consist of two sets: points that tend to form extended contours and points that lie scattered in small segments. Object contours can be obtained by resolving these two kinds of features. At the end, an interpolation process is applied to the object surfaces based on the object contours. This method is mainly tested on aerial images to obtain a terrain contour map. The problem of this method is that it does not give an accurate dense match for all points especially when the scene has more depth changes. This is because the feature points used are not clearly defined corners or lines that can represent an accurate location of discontinuity.

Hoff and Ahuja [17] proposed a method that integrates feature matching, contour detection and surface interpolation. In their method, an initial coarse estimate of the disparity map is used to predict the search area for matching. This coarse estimate is done by comparing big windows of the correlation template. Then, edges are extracted by an edge operator. The matching process is an integration of matching and interpolation based on the edge information. Matching and interpolation are done by fitting planar patches and finding the occlusion and ridge contours. Fitting planar patches can be viewed as the matching of all points in a small local area. Starting from coarse, the edge operator successively changes the parameters and, the matching and interpolation can be performed until the final result is reached. The interpolation process based on edges is combined with the matching process in order to get a dense disparity map. However, this method is difficult to implement and computationally very expensive.

### 3.2.2 Later Research

Cochran and Medioni [8] proposed a method which consists of several processing stages. In the initial process, noise is removed from the original images and the images are
aligned (parallel epipolar lines). Then, an area-based matching process that produces an initial estimate of dense disparity map is carried out using normalized cross correlation (NCC). During the matching, the order constraint is enforced as well as the right-left coherence rule. This allows the elimination of unreliable matches. Finally, a refinement based on the edge information of the images is performed. After the previous three steps, the interpolation is also used to obtain a dense disparity map without gaps.

Weng et al. [30] described a matching approach that uses multiple attributes associated with each pixel that yields a general system of constraints. Pixel intensity, edge, and corner features are used in this method to provide an over-determination for matching. Edge and corner features are blurred to different resolution levels to provide information needed for matching. Matching is done in a coarse to fine style in order to cope with large disparity and achieve refined results. This approach is mainly aimed at matching nonrigid scenes where the epipolar geometry does not hold. Thus, the epipolar constraint is not enforced.

Kumar and Desai [20] developed an approach which integrates three modules: feature extractor, matching and interpolation module. The Edges, which are extracted from two images using an edge extractor, are matched by applying an energy function. A multi-resolution approach is adopted to perform the matching at different levels of the image hierarchy interactively. The final dense disparity map is obtained after the interpolation process. To preserve discontinuities on the surface, line fields are incorporated too. This approach is only tested on aerial images, and due to the use of energy function, the computational cost is high.

### 3.3 Conclusion

Since area-based matching using correlation functions does not require information about camera parameters, it is a natural choice for dense matching of uncalibrated images. However, computing correlation functions is very expensive, which effects the efficiency of most area-based algorithms. Unlike most classical dense matching approaches, hybrid methods that integrate the area-based and feature-based primitives
are more reliable and more efficient. The hybrid matching process takes into account the feature information which is actually an important prerequisite in order to get reliable and accurate dense matching results. However, most existing hybrid methods proposed are not practical and difficult to implement. Therefore, one of our goals in this thesis is to design an efficient and accurate hybrid dense matching algorithm. In particular, the proposed algorithm should be easy and straightforward to implement. Also the computational and hardware requirements should be kept at a minimum level.
Chapter 4

Experimental Study of Dense Matching for Uncalibrated Images

In this chapter, we first describe a simple approach for the dense matching of uncalibrated images. In this approach, an exhaustive search over the epipolar line is constructed to find the best correlation score. The correlation function we have used is ZNCC, given its robustness and stability. Then, a modified algorithm using image interest points is proposed. Image interest points provide a disparity estimate for the matching process of all the remaining points. This improved dense matching algorithm is faster since the search area for each pixel is reduced. Experimental results show the improvement of CPU time and matching accuracy.

4.1 Exhaustive Search

In this approach, the search for the match is exhaustively carried out on the corresponding epipolar line in the second image. In our case, we have used the correlation function ZNCC. As discussed earlier, applying the epipolar constraint in matching can effectively reduce the search from a 2D image to a 1D epipolar line. To find a match in the right image for a pixel \( p \) of the left image, we consider all pixels on the corresponding epipolar line of \( p \) in the right image as \( p \)'s candidate matches. The ZNCC of
$p$ and each candidate is calculated and the pixel associated with the highest score is taken as the match.

### 4.1.1 Correlation Function ZNCC

ZNCC stands for Zero-mean Normalized Cross-Correlation; it is a more robust correlation function than traditional ones, such as SSD, SAD and CC. ZNCC is defined as follows:

$$
ZNCC((x, y), (x', y')) = \frac{\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - \overline{R}) \cdot (S(x + u, y + v) - \overline{S})}{\sqrt{\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - \overline{R})^2} \cdot \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (S(x + u, y + v) - \overline{S})^2} \tag{4.1}
$$

where $R$ and $S$ are the template window, $ulen$ and $ulen$ denote the window size.

ZNCC is evolved from the cross correlation(CC) function. CC can be normalized using the local image energy $\sum \sum R(u, v) \cdot \sum \sum S(u, v)$, in order to be more robust to local image intensity variation. The statistical measure of adding mean deviation can then be applied for NCC, which results in ZNCC. ZNCC measures correlation on an absolute scale range of $[-1, 1]$; thus it is advantageous compared to other relative measurements. The work of Aschwanden [2] shows that ZNCC is very robust against many types of image distortion and noise. Therefore, we choose ZNCC as the correlation function in our work.

To avoid the additional computational cost introduced, the ZNCC formula needs to be optimized. From equation (4.1), one can note that the denominator is the multiplication and square root of two parts:

$$
\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - \overline{R})^2 \tag{4.2}
$$

and
\[
\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (S(x + u, y + v) - \overline{S})^2
\]

These parts compute the square difference of a pixel and its associated template’s average value \(\overline{R}\) and \(\overline{S}\). Here \(\overline{R}\) denotes the average intensity of the target window of a candidate match, and \(\overline{S(x, y)}\) the average intensity of the reference window of the pixel to be matched. To avoid multiple calculations of these averages caused by the sum operation, we can rewrite (4.2), assuming window length and width to be \(ulen = vlen = n\).

\[
\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(xt + u, yt + v) - \overline{R})^2
\]

\[
= \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} \left( R^2(xt + u, yt + v) + \overline{R}^2 - 2R(xt + u, yt + v) \cdot \overline{R} \right)
\]

\[
= \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R^2(xt + u, yt + v) + n^2(\overline{R})^2 - 2 \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(xt + u, yt + v) \cdot \overline{R})
\]

\[
= \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R^2(xt + u, yt + v) + n^2(\overline{R})^2 - 2n \cdot \overline{R} \cdot \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R(xt + u, yt + v)
\]

\[
= \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R^2(xt + u, yt + v) - n^2(\overline{R})^2
\]

(4.4)

Similarly, we can rewrite (4.3):

\[
\sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (S(x + u, y + v) - \overline{S})^2
\]

\[
= \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} S(x + u, y + v) - n^2(\overline{S})^2
\]

(4.5)
The numerator of equation (4.1) can also be rewritten as follows:

\[ \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} (R(x' + u, y' + v) - \overline{R}) \cdot (S(x + u, y + v) - \overline{S}) \]

\[ = \sum_{v=0}^{ulen} \sum_{u=0}^{ulen} R(x' + u, y' + v)S(x + u, y + v) - n^2 \cdot \overline{S} \cdot \overline{R} \quad (4.6) \]

Now, we can use formulas (4.4), (4.5) and (4.6), where the calculation of averages are not related to the sum operation. The averages are calculated only once, and can be retrieved each time needed. Thus, the total computation cost of ZNCC is considerably reduced.

### 4.1.2 Epipolar Line

Since the epipolar constraint is strongly exploited in this approach and our next proposed algorithm, it is important to correctly calculate the corresponding epipolar line for a given pixel. There are two tasks involved: calculating the coefficients of the line and scanning the epipolar line on the target image.

For uncalibrated images, there is no known information on the cameras’ parameters or their relative positions and orientations. However, the fundamental matrix \( F \) can be calculated from a few matches in a pair of images. Given a pair of uncalibrated images, \( F \) is calculated in our experiments using a program provided by Zhang [33].

As we have mentioned earlier, given a pixel \( p \) in the left image (reference image) and \( F \) between the left image and right image (target image), the coefficient of the corresponding epipolar line can be given by

\[ F \cdot p = (a, b, c) \]

where the equation of this line is \( ax + by + c = 0 \).

To plot the line in an image of pixel coordinates, a line drawing algorithm should be used. We have used Bresenham’s line algorithm to determine the pixel positions on the line.
Bresenham's algorithm plots a line between a start point and an end point. A parameter is defined in this algorithm to provide a measure of the relative distances of two pixels from the actual position on a given line. Based on this parameter, the closest pixel to the line is chosen. Detailed explanation of this algorithm can be found in [16].

4.2 Integrating Interest Points

In this section, we have modified the simple approach of using correlation and exhaustive searching by taking into account image interest points. Interest points are some feature points, mostly corner points that can be matched very precisely between two images. Matched interest points are the pair of interest points with established correspondence. For the sake of simplicity, we shall refer to the matched pair of interest points as interest points.

Since these interest points reflect somewhat a prior knowledge about the disparity change around their neighbourhood, we can use this information to estimate the disparity of their neighbour points. Thus, the search area for the matching process can be reduced based on this estimation.

4.2.1 Interest Points

To apply the disparity estimation, first we need to decide the interest points. The method we have used for extracting and matching interest points is based on the work of Zhang [33]. He proposed a robust technique for estimating epipolar geometry by sparse matching two uncalibrated images. In his method, corners in two images are first extracted as feature points. Then using the correlation technique, these corner points are matched, followed by a robust statistic method which is applied to discard false matches within this set of matched points. Later, a relaxation process is performed to refine the matches. These resulting matches are the basis for estimating epipolar geometry.

We adopt the initial set of matched corner points obtained in Zhang's method as our
interest points. An example set of interest points is shown in Figure 4.1. In his work, this set of points are used to calculate the epipolar geometry. Although the matching result is of a very good quality, it is impossible to apply the same strategy to the whole image due to the computational cost. In our work, these points are integrated into the dense matching process to act as a disparity estimate for local areas. Obtaining interest points can be viewed as a pre-processing stage of the dense matching.

Figure 4.1: An example of matched interest points.

4.2.2 Disparity Estimate

The disparity estimate is based on the disparity of the matched interest points. For a certain pixel to be matched, instead of searching through the entire epipolar line for the candidate match, we can limit the search area using the disparity information of the closest interest points. In Figure 4.2, \( p \) is the pixel point to be matched in the left image, and \( I \) is an interest point that has already been matched to \( I_I \) in the right image. The disparity between \( I \) and \( I_I \) gives a disparity estimate for the pixel \( p \). Since \( p \) and \( I \) are in the same neighbourhood, this disparity estimate is a very good guess for the disparity between \( p \) and \( p_I \). Therefore, we can roughly locate \( p' \) in the right image. The rough location of \( p' \) is marked with a question mark in Figure 4.2. Hence, the search for the actual \( p' \) can be conducted in the local area around this rough location instead of the whole epipolar line.
Figure 4.2: Limiting the search area based on interest points.

For a pixel $p$ from the left image to be matched in the right image, the task is to choose a pair of matched interest points and use their disparity as a guess. The most intuitive way is to use the disparity of the closest interest point to $p$ in the left image as a disparity guess for $p$. The number of interest points obtained is usually large enough. Also, interest points are mostly well spread in the image, providing a reliable estimate for their neighbouring pixels.

However, when the image size is large and a large number of interest points are available, it is not efficient to calculate all the distances between $p$ and all the interest points. Instead of these exhaustive calculations, we can define a grid to reduce computations. As shown in Figure 4.3, the search for the closest interest point to $p$ in the left image can be carried out within the grid (sub-image) in which $p$ is located.
Figure 4.3: Using grid to search for the closest interest point.

Figure 4.4: Stereo image pair: Head(size 384 × 288).
4.3 Experimental Results

We have tested the method of exhaustive search and the one based on an integration of interest points on two different scenes: Castle scene (Figure 1.2) and Head scene (Figure 4.4). In our experiments, the matching is carried out from the left to right image. To make it convenient for viewing, we display the reconstructed right image from the matching result as the output. The pixels in the output image is by default white (intensity 255), before matching occurs.

Results of Exhaustive Search

The result of the exhaustive search method is shown in Figure 4.5. The first row of the figures shows two reconstructed images using different correlation window sizes for the same Castle scene. The second row of the figures shows the result for the Head Scene. Although there is a slight improvement when using a $9 \times 9$ window over a $7 \times 7$ window, the overall matching quality is worse than we would expect. A lot of white spots appeared due to pixels that were not matched. On the other hand, many spots were not correctly recovered because the matching of these pixels was wrong. The number of mismatches is so high that the original objects can hardly be recognized. This indicates that even with the choice of a robust correlation function ZNCC, applying only the epipolar constraint is not enough for stereo matching. It proves that the correct match for a pixel may not correspond to a global maximal correlation value along the epipolar line.

Moreover, the computation time was very high. As shown in Table 4.1, it takes almost one hour and a half to match a stereo pair of the Castle scene, using a window of size $9 \times 9$. Obviously, we need to adopt other search strategies and constraints besides the epipolar constraint for improvement.

Results of Integrating Interest Points

Figure 4.6 and Figure 4.7 show the results when using interest points as disparity estimates. The closest interest point is located by the exhaustive search technique.
The grid search method is not a big advantage in this case, since the amount of total interest points is comparatively small due to the size of the image. To look for the matching point, the search area is set to 5 pixels at each side of the guessed match.

The results have considerably improved with respect to both matching accuracy and efficiency. Compared to the exhaustive search using the same size correlation window, this approach reduces unmatched pixels and mismatches in great numbers. The computation time is also reduced more than 40 times for Castle scene and 25 times for the Head scene.

Again, the quality of the reconstructed image is improved using a bigger correlation window. Better results are obtained at the cost of more time. This is because a bigger window includes more information for matching, while more calculations are involved. However, many unmatched points still persist even in the matching by correlation window 13 × 13. To further improve the result, and reduce computation time, we need to exploit other matching constraints.

### Exhaustive search

<table>
<thead>
<tr>
<th>correlation window size</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
<th>13 × 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castle scene</td>
<td>111s</td>
<td>156s</td>
<td>210s</td>
<td>270s</td>
</tr>
<tr>
<td>Head scene</td>
<td>50s</td>
<td>70s</td>
<td>95s</td>
<td>124s</td>
</tr>
</tbody>
</table>

### Integrating interest points

<table>
<thead>
<tr>
<th>correlation window size</th>
<th>7 × 7</th>
<th>9 × 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castle scene</td>
<td>3373s</td>
<td>5338s</td>
</tr>
<tr>
<td>Head scene</td>
<td>1097s</td>
<td>1730s</td>
</tr>
</tbody>
</table>

Table 4.1: Processing time of exhaustive search approach and interest points approach.
Figure 4.5: Matching results of exhaustive search algorithm for the Castle scene and the Head scene.
Figure 4.6: Matching results of interest points algorithm for Castle scene.
Figure 4.7: Matching results of interest points algorithm for Head scene.
4.4 Conclusion

In this chapter, we studied a simple approach of exhaustive search based on the correlation function ZNCC and epipolar constraint. The experiments have shown that the time for exhaustive search was very high, while the matching accuracy was very poor. We have proposed an improved version to the simple exhaustive search algorithm that takes advantage of the interest points. Image interest points provide disparity estimates for every pixel, making the matching process more efficient by reducing the search area for candidate matches. In addition, the likelihood of a mismatch is greatly reduced because the search is conducted in a small area. The experimental results have shown significant improvements in CPU time and matching quality. However, the interest points do not provide enough information for the whole image structure. Furthermore, the accuracy of the object boundaries is not reliable. We need to include more reliable image features in the matching process. In the next chapter, we propose an approach that integrates image edge features to obtain a faster and more accurate algorithm.
Chapter 5

Toward a Fast Dense Matching Algorithm

In this chapter, we present a fast dense matching algorithm which integrates the edge features of images. As discussed in the previous chapters, one major problem of the area-based dense matching algorithm is its high computational time. Computing correlation functions for candidate matches is very costly. Some methods have attempted to integrate image feature information in the dense matching of uncalibrated images. However, most of them are not practical and difficult to implement. In Chapter 4, we proposed an approach where interest points were used for disparity estimates. Although the matching quality is improved, interest points are primitive features that do not provide enough information of the image structure. Therefore, here our intention is to design a hybrid matching algorithm that achieves the following:

- Preserves disparity discontinuity at object boundaries.
- Improves time complexity.
- Enables simple and straightforward implementation.
5.1 Integrating Edge Feature

As we have pointed out, the disparity guess based on image interest points is not enough. For instance, given a point at an object boundary, the closest interest point found for this point may be actually located on a different object with a very different depth in the scene. The search region that will be guessed based on this interest point’s disparity may not include the correct match.

Therefore, we consider using another important type of image feature: edges. Edges have advantages over interest points since the borders of objects in a scene all generate edges. The knowledge of the edge information allows us to locate the area where possible sharp disparity changes may occur. By segmenting the image into edge and non-edge areas, we can apply different matching strategies over these two types of areas for optimal results.

A flow diagram of our approach is shown in Figure 5.1. First, edges are extracted from the left image, and the image is divided into two parts: edge part and non-edge parts. Then we match all pixels that belong to the edges of the left image to their corresponding pixels in the right image using the interest point algorithm. To match the non-edge area, we use another algorithm which exploits most of the geometrical matching constraints. According to continuity constraint, at the non-edge areas discontinuity changes are smooth. Therefore, the search for the candidate match is limited to a restricted area. A simple interpolation process is also applied for refinement. The final dense matching result is achieved by combining the matching of edge and non-edge part.

5.2 Matching Edge Area

5.2.1 Edge Detection

In general, edge detection involves three steps. We smooth the image first to reduce the noise; then some derivative operators are applied to the image and finally the edges from the output of the derivative operator are labeled. Canny [7] introduced the
Figure 5.1: The flow diagram of our hybrid approach.
mathematical criteria for an optimal edge detecting filter: a good algorithm should detect as much as the real edges in the image and the detected edge should be as close to the true edge as possible. Deriche [9] used Canny's criteria to derive a more efficient solution. In our work, we have a Deriche's edge detector, downloaded from the INRIA web site, to extract edges from the images.

Note that the edge area we use in our work is not the direct output of Deriche's edge detector, but a small neighborhood of several pixels in addition to the original edges. This is to ensure that all boundary pixels, even the ones missed by the edge detector, are included. It is safer to label a non-edge pixel as an edge pixel than the other way around. Figure 5.2, 5.3 and 5.4 show the left image of the image pair Castle, its output of the Deriche edge detector, and the edge area we extracted from the image (including the neighboring 5 pixels). The time cost for detecting edge areas is negligible compared to the amount of time for the whole matching process.

![Figure 5.2: The left image of the stereo pair Castle.](image-url)
Figure 5.3: Output of the Deriche edge detector.

Figure 5.4: Edge areas extracted from the original image.
5.2.2 Matching Edge Area

The dense matching algorithm based on interest points, proposed in Chapter 4, is used as a base for matching edge area. The reason for choosing an area-based approach rather than a feature-based approach is manifold. First, comparing to feature-based method that extracts and matches feature descriptors, an area-based method is much easier to implement. In addition, the edge map obtained is difficult to match to the other image using a feature-based method. Second, since the edge area represents only a small area in the whole image, an area-based method will not be costly in terms of computation time.

We need, however, to ensure good matching accuracy for the edge areas. Because edges represent the image area with abrupt disparity changes, additional strategies for eliminating false matches must be adopted.

The technique of thresholding is to set a threshold on correlation scores for acceptable potential matches. Since the correlation function ZNCC normalizes the score to be between -1 and 1, we can select a value $\sigma$ within the range as a threshold. Any candidate match with a correlation score less than the threshold will be discarded. If a pixel from the edge area in the left image has all its candidate pixels in the right image with correlation scores less than $\sigma$, then this pixel will be considered unmatched.

It is possible that the match for a pixel $p$ (left image) is a pixel $r$ (from the right image) that has been already matched to another pixel $q$ (from the left image). In this case, we are in a multiple matching situation where a pixel in one image is being matched to two or more pixels in the other image. For instance, both $p$ and $q$ from the left image have $r$ as the one with which the best correlation is generated.

The ambiguity of multiple matching should be eliminated by enforcing the uniqueness constraint. We have adopted the strategy of winner-take-all to solve this problem. If the match $r$ found has been matched earlier to $q$, we compare the correlation scores of the pairs $(p, r)$ and $(q, r)$. The one with the higher score is the winner and will take $r$ as the match. The loser has to select the pixel that produces the second highest correlation score as its match. This process can be repeated if the loser pixel ends up in another matching conflict with another pixel. However, the repetition of this process
invoked by one multiple matching situation should be terminated if it has repeated for certain times. In this case the current loser will be considered unmatched. Table 5.1 gives the pseudo-code description for the algorithm. Figure 5.5 shows the result of matching edge areas(Figure 5.4).\textsuperscript{1}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{image.png}
\caption{Matching result of edge areas.}
\end{figure}

\textsuperscript{1}The matching result is shown by using a reconstructed target image.
\begin{center}
\begin{tabular}{l}
\textbf{Match}(p) \\
\textbf{Begin} \\
\textbf{For each } p \in \text{ edge area of LeftImage, do} \\
\hspace{1cm} \text{match}(p) = \max \text{ZNCC}(p, q), q \in \text{ search area in RightImage}; \\
\textbf{If} (\text{match}(p) < \sigma) \\
\hspace{1cm} p = \text{unmatched}; \\
\textbf{Else} \\
\hspace{1cm} \textbf{If} (\text{Verify}(p, q) == \text{True}) \\
\hspace{2cm} p \text{ matches } q; \\
\hspace{1cm} \textbf{Else} \\
\hspace{2cm} \text{match}(p) = \text{SecondmaxZNCC}(p, q), q \in \text{ search area in RightImage}; \\
\textbf{End} \\
\textbf{Verify}(p, q) \\
\textbf{Begin} \\
\textbf{If} (q \text{ matches null}) \\
\hspace{1cm} \text{return true;} \\
\textbf{Else} \quad q \text{ matches } p'; \\
\hspace{1cm} \textbf{If} (\text{ZNCC}(p, q) > \text{ZNCC}(p', q) ) \\
\hspace{2cm} \text{match}(p') = \text{SecondmaxZNCC}(p', q), q \in \text{ search area in RightImage}; \\
\hspace{2cm} \text{return true;} \\
\textbf{Else} \\
\hspace{2cm} \text{return false;} \\
\textbf{End} \\
\end{tabular}
\end{center}

Table 5.1: Pseudo code for eliminating false match in edge area.
5.3 Matching Non-edge Area

The non-edge areas are the remainder of the image after the edge areas are extracted. To match non-edge areas in the left image, we first need to introduce the term of non-edge segment. Since the matching is carried out along epipolar lines, we define a non-edge segment as a sequence of non-edge pixels on an epipolar line, delimited by two edge areas. As shown in Figure 5.6, the white areas represent the edge areas and gray areas the non-edges. Consider the points A, B, C, D, E and G along the epipolar line that crosses the whole image. One can note that we have three non-edge segments; namely the segments AB, CD and EG.

![Figure 5.6: Defining non-edge segment.](image)

Since every pixel from the non-edge area falls into a certain non-edge segment, the matching of image's non-edge areas can be transformed into the matching of all the non-edge segments on all the epipolar lines. Obviously the match of the pixels of a non-edge segment must lie on the same corresponding epipolar line in the other image. Furthermore, since the non-edge areas consist mainly of smooth surfaces without abrupt disparity changes, we can enforce all the following constraints: order, continuity and uniqueness. As a consequence, the search area for the matching is drastically reduced. In addition, the likelihood of a mismatch is also reduced.

5.3.1 Enforcing All Constraints

Consider the matching process of a non-edge segment L of the left image to its corresponding pixels in the right image. Let L[N] denote the N pixels of this segment and
let $R$ be the corresponding epipolar line in the right image. If we have a matched pair of pixels such as

$$L[i] \leftrightarrow R[j]$$

where we refer to $L[i]$ as the reference point, its match $R[j]$ the reference match, and $L[i] \ R[j]$ together the reference pair.

then

$$L[i + 1] \leftrightarrow R[j + 1].$$

The above says that the reference point's right immediate neighbour on the epipolar line matches to the right immediate neighbour of the reference match, while ignoring the scaling that occurs in an image.

As the order constraint states, the order of matching is preserved along the epipolar line, which means the pixel $P$ on the right of the reference point must be matched to a pixel on the same side of the reference match. Moreover, since we are matching the non-edge area where disparity varies smoothly, the disparity of $P$ is almost the same as the disparity of the reference point. Therefore, the match of $P$ should be the neighbour of the reference match on the same side.

However, considering scale change of the image, we need to add a margin $\delta$, so the matching relation becomes:

$$L[i + 1] \leftrightarrow R[j + 1 + \delta],$$

where $\delta \in 0, 1, ..., k$.

This $\delta$ represents a small neighbourhood around the reference match. We choose $k = 3$ which means that the reference point's immediate neighbour should fall into the region of less than 3 pixel on the same side of the reference match. This is a threshold that depends on how much the second image has stretched or shrunk with respect to the first one.

As shown in Figure 5.7, pixels $i$ and $j$ represent a reference pair. The possible match of pixel $i + 1$ on left epipolar line must be around the right neighbourhood of
Figure 5.7: Combining constraints to match non-edge area I.

Figure 5.8: Combining constraints to match non-edge area II.
Using our threshold \( k = 3 \), the match of \( i + 1 \) belongs to the 3-element set \( \{j + 1, j + 2, j + 3\} \).

Now, we can apply this method to the \( n' \)th neighbour of the reference point within the same non-edge segment as follows:

for a matched pair

\[ L[i] \leftrightarrow R[j], \]

we have

\[ L[i + n] \leftrightarrow R[j + n + \delta]. \]

where \( L[i + n], L[i] \in \) same non-edge segment.

Since the sharp disparity change only occurs at edges, and according to the definition of the non-edge segment there is no edge point intersecting the same non-edge segment, we can conclude that the disparity within a non-edge segment varies very little. Therefore, the disparity of the reference pair provides an accurate base for matching other pixels in the same segment. To match a certain pixel, the search area can be located by the disparity of reference pair plus its offset from the reference point. The search area for a candidate match is now restricted to a range of very few pixels (three if we set \( k = 1 \)). Within this limited area, we can then simply choose the local maxima using correlation function to select the best match. In Figure 5.8, the search area for point \( p \) is obtained by adding the offset \( n \) to the reference disparity \( d \). The size of search area is equal to \( k \).

### 5.3.2 Selecting Reference Pair

The accuracy of the disparity for the reference pair is critical to the matching of the other pixels on the same non-edge segment. Since the search area for a candidate match is limited to a very small number of pixels, the result will be greatly affected by the location of this small area. This location is based on the disparity value of the reference pair. Therefore, we need to adopt reliable strategies to ensure the quality of the reference pair.

A confidence measure and a threshold are used for this purpose. This confidence
Match(p)
Begin
In non-edge segment p[N]
count = 0;
For (i=0, i<N; i++)
    match(p[i]) = maxZNCC(p,q), q ∈ search area in RightImage;
    If ( match(p[i]) > σ)
        count++;
    else
        count--;
    if (count> λ)
        p[i] and match(p[i]) are selected as reference pair
End

Table 5.2: Pseudo code for select reference pair.

measure is based on the neighbourhood of the candidate reference match. That is, if we can have a certain number of good matches successively, the last one of these matches is selected as a reference pair. The measure of a good match is the threshold value of the correlation score.

The selection of a reference pair is required in two situations. First at the beginning of each non-edge segment because a reference pair should be determined for matching the following other pixels. However, the reference pair needs to be refreshed to avoid accumulated misalignments. The smoothly changing disparity could be accumulated over a certain range and may cause the search area to be drifted away from the correct match. Therefore, over a wide non-edge segment, we do not use the same reference pair. Instead, a new reference pair is established after each time the reference pixel becomes far away from the current pixel to be matched. This distance represents another threshold that we can use to avoid the drifting phenomena. An example is shown in Figure 5.6. The initial reference point for the non-edge segment EG is E. However, because EG is too long, we introduced another reference point F. Although F is not the beginning of the non-edge segment, it is used to refresh the reference disparity.
5.4 Interpolation

Interpolation is a procedure of estimating missing values within an area of known values. In many feature-based stereo matching algorithms, interpolation is used to calculate the disparity of object surfaces. In those cases, complex interpolation algorithms are required to fill the gaps between the sparse set of matched features.

In our approach, a simple interpolation model is applied to refine the dense match results of both edge and non-edge areas. Given an unmatched pixel with most of its neighbours matched, this pixel's disparity is estimated by taking the simple average of its immediate neighbours' disparity values. The interpolation is first carried out separately for edge areas and non-edge areas. Since discontinuity occurs at object boundaries, interpolation between edge and non-edge areas may cause blurring around edges.

To avoid mistakes, a pixel is interpolated only if it fits one of the required patterns. That is, at least two out of the eight neighbours of an unmatched pixel should be matched and in certain positions. These patterns are shown in Figure 5.9, where the grey block represents the pixel to be interpolated and black the already matched pixel. By interpolation, the average disparity value of the neighbouring pixels is assigned to the unmatched pixel in the center.

Figure 5.9: Patterns for interpolation.
5.5 Experimental Results

We have tested our methods on four pairs of real images. In our experiments, the edge area includes 3 pixels around the edge output of the Deriche’s edge detector. For a better comparison, uninterpolated and interpolated results are both included. The results have shown significant improvements in the matching speed and quality.

For the Castle scene, we compare the results of using the hybrid method without interpolation (Figure 5.11, 5.12), with the results using interest points (Figure 4.6), with the same size of correlation window. Our hybrid method produced better matching results in less CPU time. Especially, the hybrid method is more effective for recovering object boundaries. Notice the wide white strip at the upper part of the image using hybrid method with bigger window size (11 × 11, 13 × 13, 15 × 15); this has occurred because the pixels on the uniformed background don’t produce correlation scores above the threshold setting for acceptable matches, and those pixels are labeled as unmatched.

The Head scene is an indoor scene with objects of more depth differences; there are more edges in the image as well. Compared to the interest point approach, the hybrid method again demonstrates its capability of preserving discontinuity around edges. The number of unmatched points, as well as the overall computing time, is drastically reduced.

More experiments have been performed on the Tree scene and Meter scene. For the latter, the dense matching process takes less than 10 seconds using a small window (5×5), and the result shown in Figure 5.17 is very impressive.

The comparison of the interest point approach and hybrid approach for the Castle scene and Head scene respectively is illustrated in Figure 5.19 and 5.20. Since there are less edges in the Castle scene, the computing time is reduced more in percentage than for the Head scene.

The CPU time on a Sun Ultra10 workstation of all examples is summarized in Table 5.3. Compared to most early methods which take more than 1 hour to compute a dense matching for images of size 512×512, our approach achieves significant improvement. Moreover, our method can be applied to different real scenes; it is not restricted to stereo images of a certain type.
Figure 5.10: Stereo image pairs: Tree scene and Meter scene.
Figure 5.11: Matching results using hybrid approach for Castle scene I; without and with interpolation.
Figure 5.12: Matching results using hybrid approach for Castle scene II; without and with interpolation.
Figure 5.13: Matching results using hybrid approach for Head scene I; without and with interpolation.
Figure 5.14: Matching results using hybrid approach for Head scene II; without and with interpolation.
Figure 5.15: Matching results using hybrid approach for Tree scene I; without and with interpolation.
Figure 5.16: Matching results using hybrid approach for Tree scene II; without and with interpolation.
Figure 5.17: Matching results using hybrid approach for Meter scene I; without and with interpolation.
Figure 5.18: Matching results using hybrid approach for Meter scene II; without and with interpolation.
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Castle scene (image size 576 × 384)

<table>
<thead>
<tr>
<th>correlation window size</th>
<th>5 × 5</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
<th>13 × 13</th>
<th>15 × 15</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>no interpolation</strong></td>
<td>53s</td>
<td>77s</td>
<td>103s</td>
<td>113s</td>
<td>139s</td>
<td>171s</td>
</tr>
<tr>
<td><strong>with interpolation</strong></td>
<td>54s</td>
<td>78s</td>
<td>104s</td>
<td>114s</td>
<td>139s</td>
<td>172s</td>
</tr>
</tbody>
</table>

Head scene (image size 384 × 288)

<table>
<thead>
<tr>
<th>correlation window size</th>
<th>5 × 5</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
<th>13 × 13</th>
<th>15 × 15</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>no interpolation</strong></td>
<td>27s</td>
<td>41s</td>
<td>54s</td>
<td>72s</td>
<td>93s</td>
<td>119s</td>
</tr>
<tr>
<td><strong>with interpolation</strong></td>
<td>27s</td>
<td>41s</td>
<td>55s</td>
<td>73s</td>
<td>95s</td>
<td>120s</td>
</tr>
</tbody>
</table>

Tree scene (image size 256 × 233)

<table>
<thead>
<tr>
<th>correlation window size</th>
<th>5 × 5</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
<th>13 × 13</th>
<th>15 × 15</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>no interpolation</strong></td>
<td>12s</td>
<td>21s</td>
<td>32s</td>
<td>46s</td>
<td>61s</td>
<td>77s</td>
</tr>
<tr>
<td><strong>with interpolation</strong></td>
<td>12s</td>
<td>21s</td>
<td>32s</td>
<td>47s</td>
<td>62s</td>
<td>78s</td>
</tr>
</tbody>
</table>

Meter scene (image size 256 × 240)

<table>
<thead>
<tr>
<th>correlation window size</th>
<th>5 × 5</th>
<th>7 × 7</th>
<th>9 × 9</th>
<th>11 × 11</th>
<th>13 × 13</th>
<th>15 × 15</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>no interpolation</strong></td>
<td>9s</td>
<td>14s</td>
<td>20s</td>
<td>28s</td>
<td>35s</td>
<td>44s</td>
</tr>
<tr>
<td><strong>with interpolation</strong></td>
<td>9s</td>
<td>14s</td>
<td>21s</td>
<td>29s</td>
<td>35s</td>
<td>45s</td>
</tr>
</tbody>
</table>

Table 5.3: Processing time using our hybrid approach for all examples.
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Figure 5.19: Comparing processing time for interest point approach and hybrid approach on Castle scene.

Figure 5.20: Comparing processing time for interest point approach and hybrid approach on Head scene.
5.6 Conclusion

In this chapter, we proposed a fast algorithm for matching uncalibrated images. The algorithm integrates image edge features. Compared to interest points, edges in an image reveal more information of the image structure and indicate the locations of abrupt disparity changes. Since an image is now segmented into two parts: edge areas and non-edge areas, different matching approaches can be applied. The edge areas are matched based on the interest point approach. For the majority of the image which is composed of non-edge areas, we combine all the matching constraints and restrict the search area to only a few pixels. Thus, a more efficient and accurate searching strategy is achieved.

The experimental results demonstrate the capability of our hybrid approach. The overall matching quality is improved: the image object boundaries are matched with better accuracy, and the number of unmatched points is reduced. Meanwhile, the matching speed is considerably increased. Moreover, our hybrid approach can be applied to a wide range of image types with consistent performance.
Chapter 6

Conclusion

The main contribution of this thesis is the design and implementation of a fast dense matching method for uncalibrated images.

Dense matching of uncalibrated images requires the establishment of correspondences between all the pixels of a stereo image pair, when neither the camera's intrinsic parameters nor the camera's position/orientation is available. Using traditional area-based correlation methods to solve this problem is very time consuming and easily influenced by variations between the stereo images. It also suffers from the sensitivity to repetitive patterns. A better way to tackle the matching problem is through the use of hybrid methods, which integrates image features in the matching process. Because image features such as corners, can be detected and matched with higher reliability and accuracy, integrating them in the dense matching provides beacons and safe guards to help guide the whole matching process for every pixel. Hybrid methods introduce the advantages of feature-based matching to area-based matching. Such advantages include lower processing time and robustness against image noise.

In Chapter 4, we used image interest points to provide a disparity estimate. However, using interest points alone is not enough given the complexity of images. In Chapter 5, we designed a hybrid dense matching algorithm for uncalibrated images. This method integrates image edge features, since edges represent the structure of an image and the locations of disparity discontinuity. The matching process is carried
out separately on edge areas and non-edge areas of the image. For matching non-edge areas, we have applied all geometrical matching constraints, including the continuity constraint, to reduce the search range to a minimum size. The overall computational time is drastically reduced.

Our hybrid method has been tested on both indoor and outdoor real scenes. Experimental results have demonstrated its capability and efficiency. We believe that our method is faster and more practical than those reported in the literature. A lot of fast dense matching methods are tested on special types of images and their performance tends to degrade when general images are used. Our method, on the other hand, does not assume any limitation on the observed scene. It applies consistently to scenes with a lot of depth changes as well as to scenes that are almost flat.

We should note, however, that because our method relies on the epipolar geometry that is calculated based on interest points, its accuracy might affect the outcome of the dense matching process. Although new methods for calculating the fundamental matrix $F$ are very reliable, there is no guarantee that $F$ is accurate each time.

**Future work**

This work might be improved and extended; in particular we see the following possible improvements and extensions:

- The matching of edges, although fast, can be made even faster by using a different edge matching strategy. We have used the traditional area-based correlation approach to match edges; however, the processing time might be reduced by adding constraints on the search areas. In particular, one should investigate the possibility of limiting the search to the edges in the other image.

- The result of our dense matching can be used for the detection of occlusions in images. This is an important application that can be used to identify different objects in a scene.
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