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Abstract

This thesis presents the development of a software package for the purpose of analyzing digital networks. The software package consists of two graphic user interfaces, one for the signal flow graph schematic drawing, and one for the analysis of digital network. Both are written in the WATFOR-77 programming language and by using the VGAWAT graphics library. The first graphic user interface software is to draw the signal flow graph of a 1-D, 2-D, or 3-D digital network using adders, delays, and multipliers. It can extract the graphical representation of a digital network with error checking capability into a netlist for analysis purpose. The netlist is formatted in the simplified matrix representation format. The second graphic user interface software uses the netlist to compute the frequency response, group delay and slope of magnitude response, first-order coefficient sensitivity, noise, and impulse response of a 1-D, 2-D, or 3-D digital network. Results are plotted in 2-D graphs for 1-D digital networks, and in 3-D graphs for 2-D and 3-D digital networks. Examples of 1-D, 2-D, and 3-D digital networks are given in this thesis.
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Chapter 1

Introduction

1.1 CAD Software of Digital Network Design

Because of the increasing complexity of digital networks, CAD software has become popular in today's digital network design. The approach of designing a digital network can be concluded to obtain its transfer function with appropriate specification. Software has been developed to design the transfer function. SIG is a general-purpose customize signal processing, analysis, and display program [1]. Its main purpose is to perform manipulations on time- and frequency-domain signals; however it accommodates other representations for data such as transfer function polynomials. filterX is a programming language for filter design which is both customizable and extensible [2]. It is an interactive design aid which is based on mathematical objects of filter design: complex numbers and rational functions. It is even capable of designing more complicated digital filters, such as multi-rate switched capacitor filter design with aggressive sampling-rates [3] and passive ladder structure digital filters [4]. Other CAD software packages are written for the design of special-structure digital filters, such as FILSYN [5], PANDDA [6], FDT [7] and DIGICAP [8].

1.2 Motivation of this Thesis

Once a transfer function is designed, digital filter structure realization naturally follows. During the past decade, considerable effort has been focussed on the design of digital filter structures for hardware implementation. A more efficient approach was proposed that forms the framework for the representation and analysis of digital filters, whereby
the number of nodes and topology of a structure have little influence on the computational complexity [9][38]. An analysis package, DINCAP [9][38], was also developed. It is capable of various time and frequency domain analyses of 1-D, 2-D, and 3-D digital filters by using the method in [9][38]. However, the netlist which describes the digital filter and is used for the analysis package has to be extracted manually. It is desirable to develop a software package which can extract the netlist automatically from the graphical representation of digital filter structure (Signal Flow Graph).

1.3 Thesis Organization

Chapter 2 gives an account of the representation of a digital network with a signal flow graph. Detailed derivations of the matrix representation and simplified matrix representation are also introduced. Five different types of analyses and several typical types of structures are mentioned.

Chapter 3 discusses the programming language and graphics library used for the development of the software. Some basic graphics capabilities of VGAWAT are mentioned. They include: initialization, mouse handling, creating frames, panels and filling colors, drawing lines and text, 3-D drawing, XOR mode and keyboard input and output. Extended graphics capabilities of the graphics library and how they can be used in practice are also described.

Chapter 4 starts with the development of the general software mechanisms. Then, features of the signal flow graph schematic drawing software are discussed. Finally, the method of obtaining the netlist from the signal flow graph is mentioned. There are two kinds of netlists to be used for the analysis of digital network. First of all, a common netlist which stores the numerical values includes: total number of delay nodes in 1-D, 2-D and 3-D, total number of signal nodes, signal node number that network output is drawn, total number of non-zero elements in the transmittance matrix, and transmittance matrix. Secondly, a unique netlist stores the information that depends on the type of analysis. The format of the common netlist and the unique netlist can be found in
Appendix A.

Chapter 5 discusses the development and features of digital network analysis software. The software is able to conduct five different types of analyses such as frequency response, group delay and slope of magnitude response, noise, first order coefficient sensitivity and impulse response, using the netlists that are created by the software as mentioned in chapter 4. The output data will be plotted in 2-D graphs for 1-D digital networks or 3-D graphs for 2-D and 3-D digital networks.

Finally, Chapter 6 summarizes the work done and discusses the possible improvements of both software packages.
Chapter 2

Multidimensional Digital Networks

2.1 Introduction

Due to significant advances in digital computer technology and integrated-circuit fabrication, multidimensional digital signal processing has been developed rapidly, and the application of digital filters is also widely applied in our real-world. In one dimension, the most usual application is in the time domain, in which they may be applied to the modification of speech or music signals, either to enhance the intelligibility or to reduce the noise. To be more general, it can be applied in the field of data or speech communication. It can also be used in seismology, biomedical engineering, acoustics, sonar and many others. In two dimensions, the manipulation of data is commonly referred to as image processing. Interest in digital image processing methods stems from two principal application areas: improvement of pictorial information for human interpretation, and processing of scene data for autonomous machine perception [10]. Fields of application can be in any area where 2-D data is encountered, such as automatic character recognition, industrial robots for product assembly and inspection, military reconnaissance, automatic processing of fingerprints, screening of x-rays, and machine processing of aerial and satellite imagery for weather prediction and crop assessment. With the knowledge of one dimensional and two dimensional digital signal processing, digital networks can even be extended to three dimensions.
Implementation of digital networks in special-purpose hardware has become more and more common. Because of this increasing practicality, there has been considerable effort directed towards the development and investigation of digital filter structures. Digital filter structures can be conveniently represented in terms of linear signal flow graphs or equivalent matrix representation. Through this matrix representation, many of the theorems and signal flow graphs can be specifically adapted for digital networks.

The signal flow graph representation can utilize Tellegen's theorem to show that the matrix of transfer functions for a network and its transpose are interreciprocal [12][13][14][15][16]. It also leads to a number of useful relations for sensitivity analysis of digital filter structures [12][13][15][16].

The matrix representation of a digital network can be used to analyze several properties of the network. Frequency response and phase response are major filter characteristics we use to impart frequency dependent attenuation and phase shift onto the input signal, respectively. Impulse response analysis is the response of the system to a unit sample excitation in the time-domain. Slope of magnitude response and group delay response are used to look at the slope of the frequency response versus frequency and the negative slope of phase response versus frequency, respectively. These are the common analyses when we design a digital network.

When one implements a digital filter transfer function using a digital machine, it invariably involves quantization of signals and coefficients in the system. As a result, the overall input-output behaviour is not ideal [11]. The error due to arithmetic roundoff can be used in noise analysis to determine the noise power density spectrum. Another error due to coefficient quantization can be used in first order coefficient sensitivity analysis to compute the lower and upper passband, and stopband statistical word lengths of a digital network. In fact, the quantization of a coefficient can affect the overall filter characteristics.

Each different structure has different noise and sensitivity behaviour even with the same input-output relationships. Therefore, the choice of a filter structure is an important
consideration in designing a digital filter. In this chapter, we will briefly discuss some common structures that are used to design digital networks. They are, direct-form II, ladder, cascade, parallel and wave-digital structures. With the present technology, digital network structures can use the systolic architectures for implementation because of their regularity and ease of reconfiguration.

2.2 Signal Flow Graph Representation of Digital Networks

From a mathematical point of view, a circuit or system can be described by a set of simultaneous equations. The algebraic solutions can be obtained either by the matrix method or by the method of successive substitutions [17]. A signal flow graph is a diagram showing a collection of nodes and directed branches [18]. Dependent or independent variables are represented by nodes. Nodes can be separated into signal nodes, delay nodes, source nodes and sink nodes. When relationships exist between nodes, then branches are used to represent such relationships. A branch can be defined as the directed line joining two nodes with the direction which is indicated by an arrow. For the case of a digital network, the value specified by a multiplier which is called transmittance, and the node and branch signals are discrete-time signals or their z-transforms. The relationships of nodes, branches and transmittance are shown in Fig 2.1, where a branch joins node a and b with a transmittance $T_{ab}$.

![Fig. 2.1 : Relationships of Nodes, Branch and Transmittance](image)

2.2.1 Basic Elements

According to the basic operations required for implementation of a digital filter, the basic elements required to represent a set of difference equations pictorially are an adder, a delay, and a constant multiplier. Commonly used symbols are shown in Fig. 2.2. Physically, Fig 2.2a represents a means of adding two sequences together, Fig 2.2b
represents a means for multiplying a sequence by a constant, and Fig 2.2c represents a means for storing the previous value of a sequence.

![Diagram](image)

Fig. 2.2 : Block-Diagram Symbols for a Digital Network: (a) Addition of Two Sequences (b) Multiplication of a Sequence by a Constant (c) Unit Delay

In multidimensional digital networks, delay symbols of 1-D, 2-D and 3-D are distinguished as shown in Fig. 2.3. The discrete time signals in Fig 2.3 only show the changing of one discrete time axis, the remaining discrete time axes/axes are unchanged and not shown in the figure. Fig. 2.3a-2.3c represent a unit delay in discrete time n1, n2 and n3, respectively. The operations of addition and multiplication will be the same in 1-D, 2-D and 3-D digital networks. The representation used for a single delay arises from the fact that the z-transform of x(n-1) is simply z^-1 times the z-transform of x(n) in 1-D digital network. In 2-D digital network, the z-transform of a single delay, x(n1-1, ...) and x(...,n2-1), are z1^-1 and z2^-1 times the z-transform of x(n1, ...) and x(...,n2), respectively. In 3-D digital network, the z-transform of x(n1-1, ..., n3) and x(...,n2-1, ...) and x(...,n3-1) are z1^-1, z2^-1 and z3^-1 times the z-transform of x(n1, ..., n3) and x(...,n2, ...) and x(...,n3), respectively. The operations of addition and multiplication in z-domain will be the same as in discrete time domain.
Using the symbols as shown in Fig 2.2 and Fig. 2.3, we can construct any structures of any multidimensional linear digital networks. In other words, we can utilize these elements to represent any difference equations in digital filters. The amount of hardware required to realize the filter and the complexity of a digital filter algorithm will be depicted by these elements.

### 2.2.2 Definition of Nodes [9][38]

As mentioned in section 2.2, nodes can be separated as source nodes, sink nodes, delay nodes and signal nodes. Source nodes represent locations for injection of external inputs or sources into the graph. A source node has no entering branches as shown in Fig. 2.4a. Sink nodes represent nodes that extract outputs from the graph to the outside environment. A sink node has no outgoing branches as shown in Fig. 2.4b. Delay nodes represent nodes immediately after delay elements. Finally, the remaining nodes of the graph are defined as signal nodes. They can have multiple entering branches and multiple outgoing branches. It is convenient to represent a signal node immediately after a source node as an input that is injected into the digital network, and a signal node immediately before sink nodes as an output that is drawn from a digital network. The remaining nodes of the graph will then be delay nodes and signal nodes.
There are some restrictions on the definition of a delay node. Only one incoming coefficient-delay branch is allowed, and one or more outgoing coefficient and/or coefficient-delay branch(es) are allowed as shown in Fig. 2.5a-b. In other words, it does not have any incoming source branch, and/or any incoming coefficient branch, and/or any outgoing output branch.

Since an external input (source node) must be injected into and a network output (sink node) must be drawn from a signal node of the graph, Fig. 2.6a shows that there is no incoming coefficient-delay branch so that we can define the node that the external input is injected into as a signal node. In the case that a node has both an incoming coefficient-delay branch and an external input injected into, an artificially created signal node has to be defined. When an external input is injected into this artificially created signal node,
a delay node can also be defined as shown in Fig. 2.6b. This restricts external inputs to be injected into the signal node. We can also define an output node using the same definition as for an input node. Fig. 2.7a shows that there is no incoming coefficient-delay branch so that the node can be defined as a signal node from which the output is extracted. Fig. 2.7b shows an artificially created signal node from which an output is drawn, and a delay node can also be defined. This also restricts that an output can only be extracted from a signal node.

![Fig. 2.6](image_url)

Fig. 2.6 : (a) Definition of an Input Node without an Incoming Coefficient-Delay Branch (b) Definition of an Input Node and Delay Node with an Incoming Coefficient-Delay Branch [9][38]

![Fig. 2.7](image_url)

Fig. 2.7 : (a) Definition of an Output Node without an Incoming Coefficient-Delay Branch (b) Definition of an Output Node and Delay Node with an Incoming Coefficient-Delay Branch [9][38]
2.3 Matrix Representation and Simplified Matrix Representation

After a signal flow graph of a digital network has been constructed, sets of state-space equations have to be defined in order to solve each delay and signal node of the signal flow graph. Most of the digital signal processing books have mentioned the conversion of a topological view (signal flow graph) into mathematical view (state-space equations) by using the matrix representation of the digital filter [11][19][20][21][22][23].

The matrix representation has a disadvantage that the coefficient branch matrix and the coefficient-delay branch matrix are usually sparse, it requires a large amount of memory to store the matrix and it also leads to requiring more computer execution time. These problems mean the computer-aided design software for analysis of digital networks becomes less effective. However, H. K. Kwan proposed that the coefficient branch matrix and the coefficient-delay branch matrix can be combined to form one matrix [9][38]. The degree of sparsity can be reduced prior to any computation by numbering only the delay nodes and those signal nodes where signal values are required. This method is called simplified matrix representation and it can be extended to 2-D and 3-D digital network analysis.

2.3.1 Matrix Representation of Digital Networks

For the representation of a digital network, signal branches correspond to a constant gain. The input node of a signal branch has to be a signal node and those signal branches are called coefficient branches. Delay branches correspond to a constant gain in cascade with a unit delay. The input node of a delay branch has to be a delay node, and those branches are called coefficient-delay branches. The output of the coefficient branch from node j to node k will be denoted as \( w_{jk}(n) \) and the output of the delay branch from node j to node k will be denoted as \( w_{dk}(n) \). The node signal value at node j will be denoted as \( y_j(n) \). The constant gain of the coefficient branch which is connected from node j to node k will be denoted as \( f_{jk} \). The constant gain of the coefficient-delay branch which is connected from node j to node k will be denoted as \( f_{dk} \). The relationship of branch output to branch input
will be

\[ w_{ejk}(n) = f_{ejk} y_j(n) \]  

(2.1a)

and

\[ w_{djk}(n) = f_{djk} y_j(n-1) \]  

(2.1b)

Fig. 2.8 shows a signal flow graph of a second order IIR digital filter with the notations of branches and nodes. The external input is injected into node 1 and the output is drawn from node 5. Node 3 and node 4 are numbered as delay nodes and the remaining nodes in the signal flow graph are signal nodes. The coefficient-delay branches \( f_{e23} \) and \( f_{e34} \) are equal to unity so that coefficient branches \( f_{e23} \) and \( f_{e34} \) have to be equal to zero. For example, the coefficient branch output \( w_{e45}(n) \) equals to \( f_{e45}y_4(n) \) and the coefficient-delay branch output \( w_{d23}(n) \) equals to \( f_{d23}y_3(n-1) \).

![Signal Flow Graph Notation](image)

Fig. 2.8 : Signal Flow Graph Notation

Alternatively, the node values and branch outputs can be expressed in terms of their z-transforms, written as
\[ W_{cjk} (z) = F_{cjk} (z) Y_j (z) \]  

(2.2a)

and

\[ W_{djk} (z) = F_{djk} (z) Y_j (z) \]  

(2.2b)

where

\[ F_{cjk} (z) = f_{cjk} \quad \text{and} \quad F_{djk} (z) = z^{-1} f_{djk} \]

The terms \( F_{cjk}(z) \) and \( F_{djk}(z) \) correspond to the branch transmittances of the coefficient and the coefficient-delay branches, respectively.

By definition, a node value at each node in a digital network is given by the sum of the outputs of all branches entering the node. Notationally, it is convenient to assume that there is a branch in each direction between every pair of network nodes and that each source node is connected to each network node, although clearly some of the branch outputs may then be zero. Therefore, the node signal value at each node in a network is the sum of the branch signals entering the node. Thus

\[ Y_k (z) = X_k (z) + \sum_{j=1}^{N} \left[ W_{cjk} (z) + W_{djk} (z) \right], \quad k = 1, 2, \ldots, N \]  

(2.3)

where \( N \) is the total number of nodes in the network. Alternatively, substituting from (2.2a) and (2.2b) for \( W_{cjk}(z) \) and \( W_{djk}(z) \) respectively, equation (2.3) can be written as

\[ Y_k (z) = X_k (z) + \sum_{j=1}^{N} \left[ f_{cjk} + f_{djk} z^{-1} \right] Y_j (z), \quad k = 1, 2, \ldots, N \]  

(2.4)

Equation (2.4) only shows the node output at node \( k \). In order to obtain the total description of the network, \( N \) corresponding equations are required. Outputs of the network can be obtained through the signal nodes where outputs are drawn.

Then, \( N \) equations in (2.4) can be expressed more compactly in matrix form as

\[ \mathbf{Y}(z) = \mathbf{X}(z) + \mathbf{F}_c \mathbf{Y}(z) + \mathbf{F}_d Y(z) z^{-1} \]  

(2.5)
where \( \mathbf{Y}(z) \) is the column vector of the N nodes signal values, \( \mathbf{X}(z) \) is the column vector of the N branch signal values of the source branches, \( \mathbf{f}_c^t \) is a \( N \times N \) matrix of the coefficient branches and \( \mathbf{f}_d^t \) is a \( N \times N \) matrix of the coefficient-delay branches. The superscript \( t \) in (2.5) denotes the matrix transpose, which is used for consistency between the subscript conventions of signal flow graph and matrices. In order to solve for node outputs \( Y_k(z), k = 1, \ldots, N \), equation (2.5) has to be written as

\[
\left( I - f_c^t - f_d^t z^{-1} \right) \mathbf{Y}(z) = \mathbf{X}(z)
\]

(2.6)

where \( I \) is a \( N \times N \) identity matrix. According to equation (2.6), the Gauss-Elimination method can be used for solving node outputs.

The inverse z-transforms of (2.5) can be written as

\[
\mathbf{x}(n) = \mathbf{x}(n) + f_c^t \mathbf{x}(n) + f_d^t \mathbf{x}(n-1)
\]

(2.7)

and it expresses each node value as a linear combination of inputs and the present and previous values of node values. It is possible to have a situation in computing one node value where other node values have not yet been computed. Therefore, the computation of nodes has to be in sequence. In other words, the node numbers of a network have to be numbered so that the upper triangle and the diagonal of \( f_c^t \) are zero. If a network cannot be written in a form such that \( f_c^t \) is zero on and above the main diagonal, the network is non-computable.

2.3.2 Simplified Matrix Representation of Digital Networks [9][38]

In equation (2.6), \( f_c^t \) and \( f_d^t \) are usually sparse and they have the dimensions that equal to the total number of nodes in the network. It is necessary to simplify the matrices in order to obtain faster computational time. This can be done by taking advantage of the
sparsity of both matrices. In the matrix representation method, when the kth node is a
delay node, the kth row of \( F_c^T \) will be set to zero. When the jth node is a signal node, the
jth row of \( F_d^T \) will be set to zero. Therefore, \( F_c^T \) and \( F_d^T \) can be combined to form one
matrix with \( P \times P \) dimensions as shown

\[
\begin{pmatrix}
    z^{-1}S & z^{-1}T \\
    U & V
\end{pmatrix}
\]  

(2.8)

where \( P \) is the total number of nodes in the network and \( S, T, U, V \) are real coefficient
matrices. The node outputs \( Y(z) \) are separated into delay node outputs \( Y_d(z) \), and signal
node outputs \( Y_c(z) \). The input node \( _{-}(z) \) are only allowed to be injected into the network
through signal nodes. Therefore, it is written as \( Y_c(z) \), where the subscribe \( c \) represents
signal node notation. Equation (2.7) will now be written as

\[
\begin{pmatrix}
    I - z^{-1}S & -z^{-1}T \\
    -U & L' - V
\end{pmatrix}
\begin{pmatrix}
    Y_d(z) \\
    Y_c(z)
\end{pmatrix} = \begin{pmatrix}
    0 \\
    X_c(z)
\end{pmatrix}
\]

(2.9)

Let \( N \) be the number of delay nodes and \( M \) be the number of signal nodes. Then, \( I \) is
an identity matrix with \( N \times N \) elements, \( L' \) is an identity matrix with \( M \times M \) elements, \( S \)
is a matrix with \( N \times N \) elements, \( T \) is a matrix with \( N \times M \) elements, \( U \) is a matrix with \( M \times N \)
elements, \( V \) is a matrix with \( M \times M \) elements, \( Y_d(z) \) is a column vector with \( N \times 1 \)
elements, \( Y_c(z) \) is a column vector with \( M \times 1 \) elements, \( Q \) is a column vector with \( N \times 1 \)
zero values and \( X_c(z) \) is a column vector \( M \times 1 \) elements.

As mentioned in section 2.3.2, a computable network has to have all delay nodes
numbered first; then the remaining signal nodes are numbered sequentially according to
their orders of computation. Therefore, the delay node outputs \( Y_d(z) \) are written before
the signal node outputs \( Y_c(z) \) in (2.9). Based on (2.9), the inverse z-transform can be
written as
\[ \chi_d(n) = S \chi_d(n-1) \cdot T \chi_c(n-1) \]  \hspace{1cm} (2.10)

and

\[ \chi_c(n) = U \chi_d(n) \cdot V \chi_c(n) \cdot \chi_c(n) \]  \hspace{1cm} (2.11)

(2.10) and (2.11) are called Time Domain Form I (TDF I) of Simplified Matrix Representation (SMR). In order to improve the computational time, the signal node outputs \( \chi_c(n-1) \) in (2.10), have to be substituted by the delay node outputs \( \chi_d(n-1) \), and input signals \( \chi_c(n-1) \). Since, (2.11) can be written as

\[ \chi_c(n-1) = (L' - Y)^{-1} U \chi_d(n-1) + (L' - Y)^{-1} \chi_c(n-1) \]  \hspace{1cm} (2.12)

and substitute (2.12) into (2.10). Then,

\[ \chi_d(n) = [S \cdot T(L' - Y)^{-1} U] \chi_d(n-1) + T(L' - Y)^{-1} \chi_c(n-1) \]  \hspace{1cm} (2.13)

and (2.11) can be written in terms of \( \chi_d(n) \) and \( \chi_c(n) \) as

\[ \chi_c(n) = (L' - Y)^{-1} U \chi_d(n) + (L' - Y)^{-1} \chi_c(n) \]  \hspace{1cm} (2.14)

(2.13) and (2.14) are called Time Domain Form II (TDF II) of SMR. This gives a non-unique representation of a digital network with reduced computational complexity. In Frequency Domain Form (FDF), (2.9) can be rewritten as

\[ (zI - E)Y_c(z) = EX_c(z) \]  \hspace{1cm} (2.15)

\[ Y_c(z) = G Y_d(z) + HX_c(z) \]  \hspace{1cm} (2.16)

where,
\[ E = S \cdot T (L' - V)^{-1} U \quad \text{and} \quad F = T (L' - V)^{-1} \]
\[ G = (L' - V)^{-1} U \quad \text{and} \quad H = (L' - V)^{-1} \]

The transpose of a digital network can be obtained by taking the transpose of (2.9) and can be written as

\[
\begin{pmatrix}
I - z^{-1} S' & -U' \\
-z^{-1} T' & L' - V'
\end{pmatrix}
\begin{pmatrix}
Y_d(z) \\
Y_c(z)
\end{pmatrix} =
\begin{pmatrix}
Q \\
X_c(z)
\end{pmatrix}
\]  \hspace{1cm} (2.17)

The Time Domain Form II (TDF II) of (2.17) can be written as

\[ Y_d(n) = E'y_d(n-1) + G'X_c(n-1) \]  \hspace{1cm} (2.18)
\[ Y_c(n) = E'y_d(n-1) + H'X_c(n) \]  \hspace{1cm} (2.19)

and the Frequency Domain Form (FDF) of (2.17) can be written as

\[ (zI - E)'Y_d(z) = zQ'X_c(z) \]  \hspace{1cm} (2.20)
\[ Y_c(z) = z^{-1} E'Y_d(z) + H'X_c(z) \]  \hspace{1cm} (2.21)

where,

\[ E = S \cdot T (L' - V)^{-1} U \quad \text{and} \quad F = T (L' - V)^{-1} \]
\[ G = (L' - V)^{-1} U \quad \text{and} \quad H = (L' - V)^{-1} \]

2.4 General Network Analysis [9][38]

By using (2.13) and (2.14) of TDF II of the original digital network, (2.15) and (2.16) of FDF of the original digital network, (2.18) and (2.19) of TDF II of the transposed digital network, (2.20) and (2.21) of the FDF of the transposed digital network, we can apply any
of the five different analyses discussed below.

2.4.1 Frequency Response Analysis

Using (2.15) and (2.16), we can compute the frequency response and the phase response. From (2.15), the real part \( Y_{rd}(e^{j\omega}) \), and imaginary part \( Y_{id}(e^{j\omega}) \) of \( Y_{d}(e^{j\omega}) \) can be expressed as

\[
(I - 2\cos \omega E^* E^2) Y_{rd}(e^{j\omega}) = (\cos \omega I - E) f_{ic} \tag{2.22}
\]

\[
(I - 2\cos \omega E^* E^2) Y_{id}(e^{j\omega}) = -\sin \omega f_{ic} \tag{2.23}
\]

where \( f_{ic} \) represents the column matrix at column \( i \) of matrix \( E \) and input signal is injected into signal node \( i \). From (2.16), the real part \( Y_{rc}(e^{j\omega}) \), and imaginary part \( Y_{ic}(e^{j\omega}) \) of the signal node outputs \( Y_{i}(e^{j\omega}) \) can be expressed as

\[
Y_{Rc}(e^{j\omega}) = g_{jr} Y_{rd}(e^{j\omega}) + h_{ji} \tag{2.24}
\]

\[
Y_{ic}(e^{j\omega}) = g_{ji} Y_{id}(e^{j\omega}) \tag{2.25}
\]

where \( g_{jr} \) represents the row matrix at row \( j \) of matrix \( G \). (2.24) and (2.25) calculate the signal value at signal node \( j \), \( Y_{cj}(e^{j\omega}) \), due to an input at signal \( i \), \( X_{ci}(e^{j\omega}) \). Therefore, the computational time can be reduced by only calculating the signal values of every delay node in the network using (2.22) and (2.23), and extracting the network output value from the signal node \( j \) using (2.24) and (2.25), instead of computing every signal value of both delay nodes and signal nodes in the network. For the transposed digital network, at a particular frequency, the total response at a signal node \( j \) due to inputs from \( k \) arbitrary signal nodes of an original digital network can be obtained by summing the responses at signal node \( k \) due to an input at the signal node \( j \) of the transposed digital network. Then, (2.20) can be written as

\[
(I - 2\cos \omega E^* E^2)' Y_{rd}(e^{j\omega}) = (I - \cos \omega E)' g_{jr}' \tag{2.26}
\]
\[(I-2\cos \omega E, E^2)Y_j(e^{j\omega}) = (-\sin \omega E)\varepsilon_j'\]  
(2.27)

and the real part of (2.21) can be written as

\[Y_{Rc}(e^{j\omega}) = \int_{IC}^f \left[ \cos \omega Y_{Rd}(e^{j\omega}) + \sin \omega Y_{Id}(e^{j\omega}) \right] \cdot h_{ij}
\]  
(2.28)

and the imaginary part of (2.21) can be written as

\[Y_{Ic}(e^{j\omega}) = \int_{IC}^f \left[ \cos \omega Y_{Id}(e^{j\omega}) - \sin \omega Y_{Rd}(e^{j\omega}) \right]
\]  
(2.29)

The magnitude response of both original digital network and the transposed digital network can be computed using

\[|Y_{Cj}(e^{j\omega})| = \sqrt{Y_{Rcj}(e^{j\omega})^2 + Y_{Icj}(e^{j\omega})^2}
\]  
(2.30)

and the phase response can be computed using

\[\Theta(\omega) = \tan^{-1} \frac{Y_{Icj}(e^{j\omega})}{Y_{Rcj}(e^{j\omega})}
\]  
(2.31)

where the subscript \(cj\) represents the network output which is extracted from signal node \(j\).

2.4.2 Group Delay and Slope of Magnitude Response Analysis

The evaluation of the group delay of a system function in a network and the slope of the magnitude of the frequency response are sometimes desired in general computer-aided analysis systems. With the phase response of the system derived in (2.31), then the group delay \(\tau\) is given by

\[\tau = -\frac{\partial \Theta(\omega)}{\partial \omega}
\]  
(2.32)

The evaluation of the group delay can be derived in terms of appropriate system functions
in the network as in [11]

\[ r = \sum_{n=1}^{N} \sum_{m=1}^{N} \text{Re} \left[ \frac{f_{anm} T_{an}(z) T_{mb}(z) z^{-1}}{T_{ab}(z)} \right] \bigg|_{z=e^{j\omega}} \]  

(2.33)

and the slope of magnitude of the frequency response, \( \frac{\partial |H(e^{j\omega})|}{\partial \omega} \), is given by

\[ \frac{\partial |H(e^{j\omega})|}{\partial \omega} = \frac{1}{|T_{ab}(e^{j\omega})|} \sum_{n=1}^{N} \sum_{m=1}^{N} \text{Im} \left[ \frac{f_{anm} T_{an}(z) T_{mb}(z) z^{-1}}{T_{ab}(z)} \right] \bigg|_{z=e^{j\omega}} \]  

(2.34)

where the double sums correspond to the operation of summing over all possible coefficient-delay branches in the network and \( N \) is the total number of delay nodes in the network. \( f_{anm} \) is a nonzero coefficient value of a coefficient-delay branch from node \( n \) to node \( m \). \( T_{ab}(z) \) represents the overall network transfer function from node \( a \) (input) to node \( b \) (output). \( T_{an}(z) \) is a transfer function which is directed from the input, \( a \), of the network to an internal point, \( n \), of the network and \( T_{mb}(z) \) is a transfer function which is directed from an internal point, \( m \), in the network to the output, \( b \). \( T_{an}(z) \) can be obtained from the analysis of the original network (2.22) and (2.23), and \( T_{mb}(z) \) can be obtained from the analysis of the transpose network (2.26) and (2.27). \( T_{ab}(z) \) can be obtained from either of the two analyses.

2.4.3 First Order Coefficients Sensitivity Analysis

Since in practice, multiplier coefficients can only be represented with a limited number of bits, this quantization effect produces a deviation of \( |H(e^{j\omega})| \) from its ideal value and this is termed "sensitivity problem" [19]. It is obvious that using a large number of bits in the multiplier coefficients can obtain a response that is satisfactorily close to the infinite-precision response. However, using a minimum number of bits in the multiplication process in the hardware implementation is the major concern of designing digital filters. We cannot avoid the deviation of the frequency response due to the quantization of the multiplier coefficients. The only solution is to design a low-sensitivity structure where the variation of \( |H(e^{j\omega})| \) with respect to multiplier values is small. The
first order coefficients sensitivity analysis is to compute the variation of \( |H(e^{j\omega})| \), with respect to multiplier values of the designed structure (signal flow graph).

The expression for evaluating the sensitivities of the system function, with respect to the branch coefficients, has been proposed by various authors, including Seviora and Sablatah [12], Fettweis [13], and Lee [15], [16]. We use the derivation of the sensitivity proposed by [15] and expressed as

\[
\frac{\partial |H(z)|}{\partial f_{cmm}} = \text{Re} \left[ \frac{H(z)}{H(z)} T_{an}(z) T_{mb}(z) \right] T_{ab}(z) \tag{2.35}
\]

and

\[
\frac{\partial |H(z)|}{f_{ann}} = \text{Re} \left[ \frac{H(z)}{H(z)} T_{an}(z) T_{mb}(z) z^{-1} \right] T_{ab}(z) \tag{2.36}
\]

where \( f_{cmm} \) and \( f_{ann} \) are the real coefficients of the coefficient branches and coefficient-delay branches, respectively. \( H(z) \) is the system transfer function \( T_{ab}(z) \). \( T_{an}(z) \) and \( T_{mb}(z) \) are described as in section 2.4.2.

2.4.4 Noise Analysis

There are two kinds of quantization effects when implementing digital filters. The first type is the quantization of multiplier coefficients which had been discussed in section 2.4.3. The second type of quantization is due to signal rounding. Since there is also a limited number of bits to represent the internal signal in the digital filter, when performing addition, overflow may occur in the feedback loop of the IIR digital filter. Therefore, quantization of the internal signal is necessary and the quantization error \( e(n) \) is introduced and defined as \( e(n) = Q[x] - x \). The quantization error, due to the arithmetic roundoff, will be injected into the network as shown in fig. 2.9.

In fig. 2.9, the transfer function due to \( e_1(n) \) with \( x(n) = e_2(n) = 0 \) can be written as

\[
G_1(z) = \frac{Y_1(z)}{E_1(z)} = \frac{a_0 + a_1z^{-1} + a_2z^{-2}}{1 - b_1z^{-1} - b_2z^{-2}}
\]
and the transfer function due to $e_2(n)$ with $x(n)=e_1(n)=0$ can be written as

$$G_2(z) = \frac{Y_2(z)}{E_2(z)} = 1$$

There are $k_j$ error sources input to the jth summation node and that each noise source is white, of uniform power spectrum density $\frac{Q^2}{12}$ where $Q=2^{-b}$ = quantization step size, and $b$ is the number of bits of the signal. The output power density spectrum may then be obtained using linear system theory [24] and expressed as

$$N_j(e^{j\omega}) = \frac{Q^2}{12} \sum_j k_j |G_j(e^{j\omega})|^2 \quad (2.37)$$

![Diagram](image)

Fig. 2.9 : Direct Form Realization of Second-Order IIR Filter with Error Functions

2.4.5 Time Domain Analysis

The most common analysis in the time domain is to evaluate the impulse response of the system. This can be done by setting the input $x_c(n)$ as an impulse and injected into the network at node i as

$$x_{ck}(n) = 1, \text{ at } k=i \text{ and } n=0$$

$$= 0, \text{ at other values of } k \text{ and } n$$
Assume the network output is drawn from signal node j. By using (2.11) and (2.12), the output at node j, \( y_o(n) \), can be calculated by solving the N scalar equations corresponding to these matrix equations consecutively at time increment \( n \). The initial conditions of the delay nodes and signal nodes output are chosen as \( y_o(n)=0 \) and \( y_c(n)=0 \) for \( n < 0 \).

As this set of calculations corresponds directly to that which must be performed in the actual implementation of the structure, simulation of effects such as limit cycles and overflow can also be incorporated into this procedure by duplicating on the computer the actual arithmetic operations which would be performed in the hardware implementation of the network [11].

### 2.5 Structures of Digital Network

The choice of the digital filter structures directly affects the word-length requirements for the signals and coefficients in the filter and determines its characteristics such as roundoff noise, limit cycle behaviour, and dynamic range [19]. Therefore, it is an important consideration in the design of the digital filter. The most simple structure can be directly obtained from the filter transfer function which is expressed as a ratio of two polynomials and is written as

\[
H(z) = \frac{\sum_{k=1}^{M} a_k z^{-k}}{1 - \sum_{k=1}^{N} b_k z^{-k}} \quad (2.38)
\]

This is called direct-form II as shown in fig. 2.8. It has already been simplified to minimize the number of delay elements used. Another structure can also use the filter transfer function as a sum of quadratic sections and is expressed as

\[
H(z) = \sum_{j=1}^{k} H_j(z) \quad (2.39)
\]

where
\[
H_f(z) = \frac{a_0 + a_1 z^{-1}}{1 + b_1 z^{-1} + b_2 z^{-2}} \quad (2.40)
\]

\(H_f(z)\) can be obtained by a partial-fraction expression to get the various sections. Fig. 2.10 shows the parallel realization.

![Parallel Realization Diagram](image)

Fig. 2.10: Parallel Realization

The third structure of using the filter transfer function as a product of ratios of second-order polynomials is called cascade structure and is written as

\[
H(z) = \prod_{j=1}^{K} H_f(z) \quad (2.41)
\]

where

\[
H_f(z) = \frac{a_0 + a_1 z^{-1} + a_2 z^{-2}}{1 + b_1 z^{-1} + b_2 z^{-2}} \quad (2.42)
\]

A typical cascade realization is shown in fig. 2.11.
The previous three structures are synthesized by representing the system function in terms of some factorization or expansion. Unlike the previous category, Gray and Markel [25] introduced a lattice or ladder structure so that the mechanisms behind the synthesis procedures for these structures are closely related to the conventional two-port network procedures used in analog circuit theory [21]. The overall appearance is shown in Fig. 2.12, where each building block is a digital two-pair characterized by a single parameter $k_m$, making a total of N parameters altogether [19]. The N building blocks in Fig. 2.12 have the same structure as shown in Fig. 2.13. In order to realize an arbitrary transfer function, a pole-zero system, the structure in Fig. 2.12 is extended to a tapped cascaded lattice structures [25] as shown in Fig. 2.14. In Fig. 2.14, $C_m, m = 0, 2, \ldots , N$, are computed depending on the desired transfer function numerator.
Another class of structures, which is based on digital simulation of continuous-time LC filters, was introduced by Fettweis [26]. This approach leads to the design of low-sensitivity digital filters called wave digital filters. There exists a class of continuous-time LC filters, called doubly terminated LC structures [27] as shown in Fig. 2.15. The explanation for this is based on the concepts of maximum available power and perfect impedance matching [28]. Then, the digital structures are obtained by converting these analog designs to corresponding digital designs. When a digital filter structure is built to simulate such a LC network, it inherits the low passband sensitivity property [19]. In addition, due to the inherent passivity of the LC prototype, the digital filter is also passive in a certain sense [29], and this can be exploited to suppress limit cycle oscillations. Since there are many ways to design LC analog structures, there are many ways to synthesize the wave digital filters.
2.6 Systolic Arrays

Another approach of designing digital filters is to use systolic architecture which was introduced by H. T. Kung [30]. A systolic system is characterized by its regularity with modular structures and is easy to reconfigure. If a structure can truly be decomposed into a few types of simple substructures or building blocks, which are used repetitively with simple interfaces, great savings in VLSI design can be achieved. Except for the low cost of using systolic system for implementing a special-purpose hardware, the ultimate performance that a computation rate balances the available I/O bandwidth with host is also an advantage.

A systolic system consists of a set of interconnected cells, each capable of performing some simple operation. Because simple, regular communication and control structures have substantial advantages over complicated ones in design and implementation, cells in a systolic system are typically interconnected to form a systolic array or a systolic tree [30]. Signal and image processing is one of the fields that can make use of the systolic design [31] [32] [33].

2.7 Summary

By using the simplified matrix representation (SMR) introduced by H. K. Kwan [9][38], the computational time and memory storage can be reduced. The derivation of SMR in section 2.3 is only restricted to 1-D digital networks. It can be extended to 2-D and 3-D digital networks by numbering all the 1-D delay nodes first, then the 2-D delay nodes, and finally 3-D delay nodes. The signal nodes are numbered sequentially according to their orders of computation. The digital network is computable only if the diagonal and the upper triangle of the coefficient matrix $P'$ in section 2.3.1 of the signal nodes are all zero. In SMR, the diagonal and the upper triangle of $V$ in (2.8) are all zero for a computable network. Orders of delay nodes in the same dimension need not be in sequence because they store the previous signal values. However, for computer-aided analysis, the multidimensional digital network has to number 1-D delay nodes first, then
2-D delay nodes and finally 3-D delay nodes.

The frequency response, group delay and slope of magnitude response, first order coefficient sensitivity, noise, and impulse response can be computed by using the equations as mentioned in section 2.4. A brief description of digital filter structures was also introduced. Direct form II, parallel form and cascade form were derived from the system transfer function as a ratio of polynomials, an addition of ratios of second-order polynomials and a product of ratios of second-order polynomials, respectively. Lattice or ladder structures and wave digital structures can design a low-sensitivity filter. Finally, systolic structures create low costs and more effective special-purpose hardware for digital filters.
Chapter 3
Programming Language

3.1 Introduction

The programming language is a major concern in developing a Computer-Aided Design (CAD) software. The system environment leads to the selection of a suitable programming language. Graphics capability supported by the programming language is another constraint to develop a Graphical User Interface (GUI) CAD software. Due to limited resources that the system environment is restricted to the IBM-PC platform, the operating system used under the IBM-PC platform can be DOS, Windows, Windows NT or the UNIX environment. We have chosen DOS as the environment for developing the CAD software because of its simplicity.

Graphics capability is now the only criterion on which to choose the programming language. The VGA/WAT graphics library was developed by Dr. Wilson of the University of Windsor using the WATFOR-77 programming language. WATFOR-77 is an implementation of American National Standard programming language FORTRAN, ANSI X3.9-1978, commonly referred to as FORTRAN 77 [34]. Besides the common routines that normal graphics library can perform, it also has the ability of mouse handling and 3-D drawing. FORTRAN 77 is selected because previous source codes are programmed using FORTRAN 77; for example, the five different analyses of digital filters as mentioned in chapter 2 were implemented using FORTRAN 77.
3.2 WATFOR-77 Programming Language

WATFOR-77 is based upon some well known FORTRAN language compilers, namely the University of Waterloo's WATFOR, WATFIV-S compilers and the WATFOR-11 compiler [34]. The compiler can be accessed by any students in the University of Windsor. Copying of the compiler is encouraged and is restricted to students and staff of University of Windsor only. The instructions and conditions of copying the compiler are listed in the CAD/CAM center. In the WATFOR-77 compiler package, there are two different editors integrated into its corresponding compiler. The first editor can compile a program in the system where a math co-processor is not installed and the second editor can compile a program in the system where a math co-processor is installed. The advantage of the integration of the editor and compiler together is to allow the execution of the program without leaving the editor. However, it cannot create the executable file and occupies a certain amount of memory. Therefore, we have compiled the program after editing its source code by using 'Watcomp.exe' compiler which is also included in the package. For massive use of graphics routines, the computer with a math co-processor is preferred because it allows faster drawing and repainting of graphics. The 'Watcomp.exe' compiler allows compilation of the program where the system is installed with a math co-processor.

WATFOR-77 has the same programming statements as in FORTRAN 77. The statements supported by WATFOR-77 can be found in language reference [34]. Noted that the syntax models are enclosed by either a singly-edged box which denotes a standard FORTRAN 77 statement or a doubly-edged box which denotes a WATFOR-77 extension to the language. As mentioned in section 3.1, the analysis programs were implemented using FORTRAN 77. We can pre-compile the analysis programs and use the function sub-program EXDOS(CMD) to execute the modules. The function EXDOS(CMD) uses the integer-valued FORK and DOSENV functions located in WATFOR.LIB. It can issue the DOS commands from within an executing FORTRAN application. CMD can be any DOS commands with single quotations or any character variables that store any DOS
commands. For example,

```
INTEGER STATUS, EXDOS
CHARACTER*30 COMMAND
STATUS=EXDOS('DIR *.,* > FILE.TXT')
COMMAND='COPY *.FOR B:'
STATUS=EXDOS(COMMAND)
STOP
END
```

### 3.3 VGAWAT Graphics Library

The VGAWAT graphics library was developed by Dr. Wilson of the Department of Mechanical Engineering of the University of Windsor. The library was written especially for the WATFOR-77 programming language and it is still used by the first year engineering students for the introductory course of the computer graphics programming. It is implemented for PCs with the VGA resolution of $640 \times 480$ pixels with 16 colors. There is a total of 58 commands in the library. The capability of the library includes: mouse handling, drawing lines, filling colors, displaying PCX picture files, scrolling the screen, 3-D drawing, capture and re-displaying the graphics windows and many others. Details of each graphics routine can be found in the VGAWAT graphics manual [35].

#### 3.3.1 Initialization

There are two different modes in which VGAWAT can be used, text mode and graphics mode. Text mode can be initialized by using the calling sequence:

```
CALL INIT_TEXT
```

The subroutine initializes the screen to 25 rows by 80 columns, and it clears the whole screen into black color. Most of the commands in the library are designed to be used in graphics mode. Graphics mode can be initialized by using the calling sequence:

```
CALL INIT_GRAPHICS
```

The subroutine initializes the screen to 640 by 480 pixel in 16 colors. The origin $(0,0)$ is
located at the lower left corner, and the upper right corner is at (639,479) as shown in fig.
3.1. In graphics mode, text can be displayed on the screen in 30 rows by 80 columns
using the subroutines, GOTO_XY(ICOL, IROW) and WRITE_TEXT (CHR). However,
displaying text in graphics mode is more convenient using the subroutines,
MOVE_TO(IX,IY) and WRITE_GRAPHICS(CHR). The height and width of each
character in pixels are shown in fig. 3.2. The arguments IX and IY, in subroutine
MOVE_TO(IX,IY), represent integer variables for horizontal coordinate and vertical
coordinate, respectively.

![Screen Coordinates](image1)

![Character Dimensions](image2)

Fig. 3.1: Screen Coordinates

Fig. 3.2: Dimensions of a Character

The initialization has to be done immediately after the declaration of all the necessary
variables in order to utilize the commands in the graphics library.

### 3.3.2 Mouse Handling

It is assumed that the appropriate mouse driver has been included in the CONFIG.SYS
or AUTOEXEC.BAT files when the computer is started. The initialization of the mouse
can be used by the calling sequence:

**CALL INIT_MOUSE**

The coordinate specifying the mouse location uses the screen coordinate which is (0,0)
at the bottom left corner and (639,479) at the top right corner as shown in Fig. 3.1. The
mouse icon will be visible by calling the subroutine:

**CALL MOUSE_ON**
and invisible by calling the subroutine:

CALL MOUSE_OFF

The current mouse cursor location and the button status can be detected by calling the subroutine:

CALL GET_MOUSE_B(IX,IY,IBUT)

where IX represents the horizontal coordinate and IY represents the vertical coordinate. Since we are only concentrating on graphics mode, IX and IY represent the integer number of pixels. IBUT represents which mouse button to be pressed and Table 3.1 explains the mouse button status with the specified integer number IBUT.

<table>
<thead>
<tr>
<th>IBUT</th>
<th>Mouse Button Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>no button is pressed</td>
</tr>
<tr>
<td>1</td>
<td>left button is pressed</td>
</tr>
<tr>
<td>2</td>
<td>right button is pressed</td>
</tr>
<tr>
<td>3</td>
<td>left and right button are pressed</td>
</tr>
</tbody>
</table>

Table 3.1 : Explanation of IBUT

3.3.3 Creating Frames, Panels and Filling Colors

The frames and panels of the CAD software can be created by using the subroutine:

CALL SET_WINDOW(IX1,IY1,IX2,IY2)

A rectangular graphics window will be displayed on the screen defined by two diagonal corners, (IX1,IY1) and (IX2,IY2), as shown in Fig. 3.3. The coordinates that defined the window are using screen coordinate as shown in Fig. 3.1. Unpredictable results will occur if the boundary of the window is specified beyond the screen coordinate. After the SET_WINDOW subroutine has been called, any subsequent calls of other graphics commands which are related to the coordinate system will be using the window coordinate rather than screen coordinate. The origin will be changed to the lower left
corner of the window as shown in Fig. 3.4.

![Fig. 3.3: Creating Window](image)

Fig. 3.3: Creating Window

![Fig. 3.4: Window Coordinates](image)

Fig. 3.4: Window Coordinates

The foreground and background colors of the window can be specified by calling the subroutine:

**CALL SET_COLORS(IFG,IBG)**

where IFG is the window foreground color and IBG is the window background color. The foreground color relates to the color of text and graphics lines drawn on the window, and the background color relates to the color of the window. Subsequent calls of any routines
relating to colors will change to the colors specified in the subroutine, SET_COLORS(1FG,IBG). Table 3.2 shows the integer number and its colors' representation.

<table>
<thead>
<tr>
<th>Integer</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>Black</td>
<td>Blue</td>
<td>Green</td>
<td>Cyan</td>
<td>Red</td>
<td>Magenta</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
<td>------</td>
<td>-----</td>
<td>-------</td>
</tr>
<tr>
<td>Integer</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Color</td>
<td>Brown</td>
<td>White</td>
<td>Grey</td>
<td>Bright Blue</td>
<td>Bright Green</td>
<td>Bright Cyan</td>
</tr>
<tr>
<td>---------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>--------------</td>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Integer</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Color</td>
<td>Bright Red</td>
<td>Bright Magenta</td>
<td>Bright Yellow</td>
<td>Bright White</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Colors and their Integer Numbers

The window can be colored as shown in the following source codes:

```plaintext
CALL SET_COLORS(14,1)
CALL SET_WINDOW(100,100,300,300)
CALL CLEAR_WINDOW
CALL BORDER_WINDOW
```

From the source codes, the foreground color is set to yellow and the background color is set to blue. The two diagonal corners of the window are (100,100) and (300,300) in pixels. CLEAR_WINDOW set the window's foreground and background colors into the most current colors, called by SET_COLORS. The window's boundary can be wrapped by the foreground color of the most recent call to SET_COLORS by calling BORDER_WINDOW.

### 3.3.4 Drawing Lines and Text

After a window is created, 2-D lines can be drawn on the window by using:
CALL MOVE_TO(IX,IY)
and
CALL DRAW_TO(IX,IY)

Text can be drawn on the window by using the subroutine:

CALL WRITE_GRAPHICS(CHR) or CALL WRITE_GRAPHICS('Write text here')

The coordinates for drawing lines and text will depend on the most recent call of
SET_WINDOW. In other words, it will be using window coordinates. CHR in
WRITE_GRAPHICS represents the character variable. If the text is stored in the character
variable, there is no need to use the single quote marks. Otherwise, a single quote is
necessary which is similar to the PRINT statement in WATFOR-77. WRITE_GRAPHICS
only accepts character strings or character variables. The following source codes show
how to draw a line and a string and Fig. 3.5 shows its related screen and window
coordinates:

```
C Create window and set the foreground and background colors of the window.
CALL SET_COLORS(14,1)
CALL SET_WINDOW(100,100,400,300)
CALL CLEAR_WINDOW

C Drawing lines from (10,10) to (100,100) using window coordinates.
CALL MOVE_TO(10,10)
CALL DRAW_TO(100,100)

C Write string starting at (10,200) using window coordinates.
CALL MOVE_TO(10,150)
CALL WRITE_GRAPHICS('This is a test')
```

If the coordinates defining a line are beyond the window boundary, the portions of the
line beyond the window boundary will not be drawn. However, the whole text will be
drawn even some of the portion is beyond the window boundary. The starting point of
writing a string is located at the lower left corner of the first character of the string.
3.3.5 3-D Drawing

3-D drawing is the most important feature for which we have selected the VGAWAT graphics library to develop a CAD software. Besides the 3-D lines drawing, the library can also perform rotation, translation and scaling by changing the transformation matrix. The matrix is used internally by the library and reset to an identity matrix by using the subroutine:

CALL SET_IDENTITY

In the CAD software, 3-D drawing is only used for plotting the 3-D graph. The projection of 3-D lines should be set to parallel projection. Therefore, the projection angle in subroutine:

CALL SET_PROJECTION(ANGLE)

should be set to zero for parallel projection.

The origin has to be set in order to perform scaling and rotation. In the rotation operation,
the origin is the point around which the graphics object is rotated. In the scaling operation, it is the point which will remain in the center of the subsequent expansion and contraction. The subroutine is:

CALL SET_ORIGIN(OX,OY,OZ)

The scaling operation can be performed by calling the subroutine:

CALL SET_ZOOM(IXC,IYC,SCALE,IFLAG)

The subroutine can be used to set the scale of the image, specified by SCALE and to move the center of the image to the point of the window, specified by IXC and IYC. If IFLAG equals zero, the zooming is not be used. If IFLAG is another value, the zooming in SET_ZOOM will take effect.

The rotation operation can be performed by the following subroutines:

CALL SET_ROTATE_X(ANGLE)
CALL SET_ROTATE_Y(ANGLE)
CALL SET_ROTATE_Z(ANGLE)

If the real variables OX, OY and OZ in subroutine SET_ORIGIN are set to zero, the operation will be rotated about its own axis as specified in the last character of the subroutines. The real variable, ANGLE, specifies the angle of rotation.

After setting the type of projection, point of origin, rotation angles about x, y and z axis, scaling and zooming, the 3-D lines can be drawn by calling the subroutine:

CALL MOVE_TO_3D(X1,Y1,Z1)

and

CALL DRAW_TO_3D(X2,Y2,Z2)

where the arguments in the subroutines correspond to a real variable or constant Cartesian coordinate values that specify a point in three dimensional space. The coordinates are first
transformed appropriately using the current model origin and the current model matrix, then, use parallel projection to project all the points on the line in three dimensional space onto two dimensional display screen by calling SET_PROJECTION(0.).

3.3.6 XOR Mode

In graphics mode, the lines and text can be drawn with different mode by calling the subroutine:

CALL SET_MODE(IMODE)

There are five different modes that the text and lines can be drawn on the screen. It is specified by the integer variable IMODE. Table 3.3 describes the mode of specific integer variable IMODE.

<table>
<thead>
<tr>
<th>IMODE</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Replacement mode</td>
</tr>
<tr>
<td>1</td>
<td>Complement mode</td>
</tr>
<tr>
<td>2</td>
<td>XOR mode</td>
</tr>
<tr>
<td>3</td>
<td>OR mode</td>
</tr>
<tr>
<td>4</td>
<td>AND mode</td>
</tr>
</tbody>
</table>

Table 3.3: Mode Descriptions

In the CAD software, only replacement mode and XOR mode are used. Therefore, other modes will not be discussed but the full descriptions can be found in the VGAWAT graphics manual [35]. When IMODE equals zero, the color of the screen will be replaced by the most recent call of SET COLORS. This is the most common mode we use in the development of the CAD software. When IMODE equals to two, the color of the pixel on the screen will be replaced by performing the boolean XOR operation on the color specified by most recent call of SET COLORS. With the color currently at each affected pixel, the colors mapping of using XOR mode is shown in Table 3.5. The integers shown in Table 3.5 represent the colors as listed in Table 3.2. The mouse icon has to be turned
off by calling MOUSE_OFF before XOR mode is being used. In the CAD software, the XOR mode can be used for highlighting the command, drawing busy button and moving the graphics lines without changing the background graphics contents. Detail descriptions will be discussed in chapter 4.

<table>
<thead>
<tr>
<th>Present Pixel Color</th>
<th>Background and Foreground Color Specified in Most Recent Call to SET_COLOR(IFG,IBG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15</td>
</tr>
<tr>
<td>1</td>
<td>1 0 3 2 5 4 7 6 9 8 11 10 13 12 15</td>
</tr>
<tr>
<td>2</td>
<td>2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13</td>
</tr>
<tr>
<td>3</td>
<td>3 2 1 0 7 6 5 4 11 10 9 8 15 14 13 12</td>
</tr>
<tr>
<td>4</td>
<td>4 5 6 7 0 1 2 3 12 13 14 15 8 9 10 11</td>
</tr>
<tr>
<td>5</td>
<td>5 4 7 6 1 0 3 2 13 12 15 9 8 11 10</td>
</tr>
<tr>
<td>6</td>
<td>6 7 4 5 2 3 0 1 14 15 12 13 10 11 8 9</td>
</tr>
<tr>
<td>7</td>
<td>7 6 5 4 3 2 1 0 15 14 13 12 11 1 9 8</td>
</tr>
<tr>
<td>8</td>
<td>8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7</td>
</tr>
<tr>
<td>9</td>
<td>9 8 11 10 13 12 15 14 1 0 3 2 5 4 7 6</td>
</tr>
<tr>
<td>10</td>
<td>10 11 8 9 14 15 12 13 2 3 0 1 6 7 1 4 5</td>
</tr>
<tr>
<td>11</td>
<td>11 10 9 8 15 14 13 12 3 2 1 0 7 6 5 4</td>
</tr>
<tr>
<td>12</td>
<td>12 13 14 15 8 9 10 11 4 5 6 7 0 1 2 3</td>
</tr>
<tr>
<td>13</td>
<td>13 12 15 14 9 8 11 10 5 4 7 6 1 0 3 2</td>
</tr>
<tr>
<td>14</td>
<td>14 15 12 13 10 11 8 9 6 7 4 5 2 3 0 1</td>
</tr>
<tr>
<td>15</td>
<td>15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0</td>
</tr>
</tbody>
</table>

Table 3.5: XOR Mode Mapping Colors

3.3.7 Keyboard Input and Output
WATFOR-77 uses READ statement to receive input from the user. In VGA,WAT graphics library, it uses the READ_GRAPHICS(CHR) to receive the input from the GUI programs. The argument CHR has to be any character variables. Once the command is executed, the screen will display the characters you have typed in the color by the most recent call of SET_COLORS. The string will be stored into CHR when the <Enter> key is pressed. If the input is a numerical value, it is necessary to convert the characters into numerical value. This can be done by using the READ statement in WATFOR-77 as shown:

READ(STRING, '(f14.10)', IOSTAT=IOS) VAL

where STRING is a character variable, VAL is a real variable and IOSTAT is an integer that store the I/O status of the conversion. The command will convert the character variable, STRING, into real variable, VAL, with the format 'f14.10'. If the conversion cannot be done due to the format error, the IOS will not be equal zero. The conversion from numerical value to character string can also be done by using the WRITE statement in WATFOR-77 as shown:

WRITE(STRING, '(f14.10)') VAL

The mouse is a major device to give commands in the GUI software. However, the keystrokes may be useful to order commands for frequent users. The graphics library allows recognizing of a key or combination of keys pressed by calling the subroutines:

CALL GET_KEY(IKEY) or CALL GET_KEY_I(IKEY)

In subroutine GET_KEY, the computer waits for a key or combination of keys to be pressed. In other words, the computer will pause until a valid key is pressed to continue the execution. In subroutine GET_KEY_I, it will not interrupt the execution of the program, the computer will only determine whether or not a valid key is pressed in order to perform suitable command by using IF statement in WATFOR-77. This action is similar to detect mouse button status as mentioned in section 3.3.2. If a normal ASCII key is pressed, the argument IKEY will return a normal ASCII code. Otherwise, IKEY will return a unique code which is determined by the graphics library. Therefore, it is
necessary to write a simple program using subroutine GET_KEY_1 to obtain integer numbers for those which are not normal ASCII keys.

3.4 Extended Graphics Routines

It is necessary to use the routines in the VGAWAT graphics library to develop more complicated graphics contents and commands; such as drawing the graphical representation of digital elements on the screen, changing the shape of the mouse icon and moving it along the screen without affecting the background graphics contents, snapping digital elements onto grids, changing the position and the size of a signal flow graph.

3.4.1 Graphical Representation of Digital Elements

An adder can be drawn using the following subroutine, where \(i\text{x}\) and \(i\text{y}\) represent the centre of an adder, \(i\text{rad}\) represents the angle of rotation, and \(i\text{adder}\) represents the type of adder. There are four different angle of rotations; such as 0, 90, 180 and 270 degrees. There are three different orientations of a two inputs and one output adder when the input lines and output line are restricted to draw vertically or horizontally. The circle of an adder is drawn by calculating five points in one quadrant using the circle equation and duplicate those five points into the remaining three quadrants, then join all the points with straight lines. The beginning points and end points of input lines and output line are first rotated using the subroutines: hori_out, hori_in, vert_up and vert_down, then input lines and output line is drawn by joining beginning point and end point together.

```fortran
subroutine draw_circle(ixx, iyy, irad, iadder)
common /zoom/ izoom, ispace, ispacey
integer x1,y1,x2,y2
real rad1,rad2,r,pi
pi=3.14159

c    DRAWING CIRCLE
    do i=0,80,20
      r=(10*izoom)/20
      rad1=i/180.*pi
      x1=r*cos(rad1)
      y1=r*sin(rad1)
```

Chapter 3 Programming Language
\[ \text{rad2} = (i+20) / 180.0 \cdot \pi \]
\[ x2 = r \cdot \cos(\text{rad2}) \]
\[ y2 = r \cdot \sin(\text{rad2}) \]

\begin{verbatim}
c  \text{ROTATE INPUT LINES AND OUTPUT LINE}
  \text{if}(\text{irad} \geq 0 \text{and} \text{iadder} \text{eq} 1)\text{then}
    \text{call hori_out}(\text{irad}, \text{isx} 1, \text{isy} 1, \text{isx} 2, \text{isy} 2, \text{isx} 5, \text{isy} 5, \text{isx} 6, \text{isy} 6, \text{isx} 9, \text{isy} 9)
    \text{call hori_in}(\text{irad}, \text{isx} 3, \text{isy} 3, \text{isx} 4, \text{isy} 4, \text{isx} 7, \text{isy} 7, \text{isx} 8, \text{isy} 8, \text{isx} 10, \text{isy} 10)
    \text{call vert_up}(\text{irad}, \text{isx} 11, \text{isy} 11, \text{isx} 12, \text{isy} 12, \text{isx} 13, \text{isy} 13, \text{isx} 14, \text{isy} 14, \text{isx} 15, \text{isy} 15)
  \text{else if}(\text{irad} \geq 0 \text{and} \text{iadder} \text{eq} 2)\text{then}
    \text{call hori_out}(\text{irad}, \text{isx} 1, \text{isy} 1, \text{isx} 2, \text{isy} 2, \text{isx} 5, \text{isy} 5, \text{isx} 6, \text{isy} 6, \text{isx} 9, \text{isy} 9)
    \text{call vert_down}(\text{irad}, \text{isx} 3, \text{isy} 3, \text{isx} 4, \text{isy} 4, \text{isx} 7, \text{isy} 7, \text{isx} 8, \text{isy} 8, \text{isx} 10, \text{isy} 10)
    \text{call vert_up}(\text{irad}, \text{isx} 11, \text{isy} 11, \text{isx} 12, \text{isy} 12, \text{isx} 13, \text{isy} 13, \text{isx} 14, \text{isy} 14, \text{isx} 15, \text{isy} 15)
  \text{else if}(\text{irad} \geq 0 \text{and} \text{iadder} \text{eq} 3)\text{then}
    \text{call hori_out}(\text{irad}, \text{isx} 1, \text{isy} 1, \text{isx} 2, \text{isy} 2, \text{isx} 5, \text{isy} 5, \text{isx} 6, \text{isy} 6, \text{isx} 9, \text{isy} 9)
    \text{call hori_in}(\text{irad}, \text{isx} 3, \text{isy} 3, \text{isx} 4, \text{isy} 4, \text{isx} 7, \text{isy} 7, \text{isx} 8, \text{isy} 8, \text{isx} 10, \text{isy} 10)
    \text{call vert_down}(\text{irad}, \text{isx} 11, \text{isy} 11, \text{isx} 12, \text{isy} 12, \text{isx} 13, \text{isy} 13, \text{isx} 14, \text{isy} 14, \text{isx} 15, \text{isy} 15)
  \end{verbatim}

\[ \text{iz6} = (6 \cdot \text{izoom}) / 20 \]
\[ \text{call move_to}(\text{ixx} + \text{isx} 1, \text{iyy} + \text{isy} 1) \]
\[ \text{call draw_to}(\text{ixx} + \text{isx} 2, \text{iyy} + \text{isy} 2) \]
\[ \text{call move_to}(\text{ixx} + \text{isx} 3, \text{iyy} + \text{isy} 3) \]
\[ \text{call draw_to}(\text{ixx} + \text{isx} 4, \text{iyy} + \text{isy} 4) \]
\[ \text{call move_to}(\text{ixx} + \text{isx} 5, \text{iyy} + \text{isy} 5) \]
\[ \text{call draw_to}(\text{ixx} + \text{isx} 6, \text{iyy} + \text{isy} 6) \]
\[ \text{call move_to}(\text{ixx} + \text{isx} 5, \text{iyy} + \text{isy} 5) \]
call draw_to(ixx+isx9,iyy+isy9)
call move_to(ixx+isx7,iyy+isy7)
call draw_to(ixx+isx8,iyy+isy8)
call move_to(ixx+isx7,iyy+isy7)
call draw_to(ixx+isx10,iyy+isy10)
call move_to(ixx+isx11,iyy+isy11)
call draw_to(ixx+isx12,iyy+isy12)
call move_to(ixx+isx13,iyy+isy13)
call draw_to(ixx+isx14,iyy+isy14)
call move_to(ixx+isx13,iyy+isy13)
call draw_to(ixx+isx15,iyy+isy15)
call move_to(ixx,iyy-iz6)
call draw_to(ixx,iyy+iz6)
call move_to(ixx+iz6,iyy)
call draw_to(ixx-iz6,iyy)
return
end

A delay can be drawn using the following subroutine, where ixx and iyy represent the centre of a delay, irad represents the angle of rotation, idelay represents the type of delay elements. There are three kinds of delay elements representing three different dimensions in digital networks. When idelay equals to one, delay symbol of first dimension is drawn. When idelay equals to two, delay symbol of second dimension is drawn. When idelay equals to three, delay symbol of third dimension is drawn. The subroutine ro_pt is used to rotate the beginning points and end points of the input line and output line, where the last two arguments in ro_pt return the point after rotation.

subroutine draw_delay(ixx,iyy,irad,idelay)
    common /zoom/ izoom, ispace, ispacey
    iz1=(10*izoom)/20
    call move_to(ixx+iz1,iyy+iz1)
call draw_to(ixx+iz1,iyy-iz1)
call draw_to(ixx-iz1,iyy-iz1)
call draw_to(ixx-iz1,iyy+iz1)
call draw_to(ixx+iz1,iyy+iz1)
    if(irad.ge.0)then
        call ro_pt(11,0,irad,ixx1,isy1)
call ro_pt(20,0,irad,ixx2,isy2)
call ro_pt(19,0,irad,ixx5,isy5)
call ro_pt(13,3,irad,ixx6,isy6)
call ro_pt(13,-3,irad,ixx9,isy9)
call ro_pt(-11,0,irad,lsx3,lsy3)
call ro_pt(-20,0,irad,lsx4,lsy4)
call ro_pt(-12,0,irad,lsx7,lsy7)
call ro_pt(-18,3,irad,lsx8,lsy8)
call ro_pt(-18,-3,irad,lsx10,lsy10)
end if

! DRAW THE NON-LINEAR FUNCTION
iz2=(2*zoom)/20
iz3=(3*zoom)/20
iz4=(4*zoom)/20
iz6=(6*zoom)/20
iz7=(7*zoom)/20
iz8=(8*zoom)/20
call move_to(ixx-iz7,iyy+iz4)
call draw_to(ixx+iz3,iyy+iz4)
call draw_to(ixx-iz7,iyy-iz7)
if(idelay.eq.1)then
call draw_to(ixx+iz3,iyy-iz7)
call move_to(ixx+iz6,iyy-iz4)
call draw_to(ixx+iz6,iyy-iz8)
else if(idelay.eq.2)then
call draw_to(ixx+iz2,iyy-iz7)
call move_to(ixx+iz4,iyy-iz4)
call draw_to(ixx+iz8,iyy-iz4)
call draw_to(ixx+iz8,iyy-iz6)
call draw_to(ixx+iz4,iyy-iz8)
call draw_to(ixx+iz8,iyy-iz8)
else: if(idelay.eq.3)then
call draw_to(ixx+iz2,iyy-iz7)
call move_to(ixx+iz4,iyy-iz4)
call draw_to(ixx+iz8,iyy-iz4)
call draw_to(ixx+iz8,iyy-iz6)
call draw_to(ixx+iz4,iyy-iz6)
call move_to(ixx+iz8,iyy-iz6)
call draw_to(ixx+iz8,iyy-iz8)
call draw_to(ixx+iz4,iyy-iz8)
end if

call move_to(ixx+iz4,iyy+iz6)
call draw_to(ixx+iz6,iyy+iz6)
call move_to(ixx+iz8,iyy+iz8)
call draw_to(ixx+iz8,iyy+iz4)
return
end

A multiplier can be drawn using the following subroutine, where \(ixx\) and \(iyy\) represent the centre of a multiplier, and \(irad\) represents the angle of rotation.

```
subroutine draw_mult(ixx,iyy,irad)
common /zoom/ izoom, ispacex,ispacey
if(irad.ge.0)then
  call ro_pt(5,0,irad,ixx20,iyy20)
call ro_pt(-5,5,irad,ixx21,iyy21)
call ro_pt(-5,-5,irad,ixx22,iyy22)
call ro_pt(20,0,irad,ixx23,iyy23)
call ro_pt(-5,0,irad,ixx24,iyy24)
call ro_pt(-20,0,irad,ixx25,iyy25)
end if

call move_to(ixx+isxx20,iyy+isy20)
call draw_to(ixx+isxx21,iyy+isy21)
call draw_to(ixx+isxx22,iyy+isy22)
call draw_to(ixx+isxx20,iyy+isy20)
call move_to(ixx+isxx20,iyy+isy20)
call draw_to(ixx+isxx23,iyy+isy23)
call move_to(ixx+isxx24,iyy+isy24)
call draw_to(ixx+isxx25,iyy+isy25)
return
end
```

An input pin can be drawn using the following subroutine, where \(ix\) and \(iy\) represent the centre of an input pin.

```
subroutine draw_in(ix,iy)
common /zoom/ izoom, ispacex,ispacey
```
iz5=5*izoom/20
iz6=6*izoom/20
iz9=9*izoom/20
iz18=18*izoom/20
iz24=24*izoom/20
iz27=27*izoom/20
iz40=40*izoom/20
call move_to(ix,iy)
call draw_to(ix-iz6,iy+iz9)
call draw_to(ix-iz40,iy+iz9)
call draw_to(ix-iz40,iy-iz9)
call draw_to(ix-iz6,iy-iz9)
call draw_to(ix,iy)
c
DRAWING A WORD 'IN'
call move_to(ix-iz27,iy+iz5)
call draw_to(ix-iz27,iy-iz5)
call move_to(ix-iz24,iy-iz5)
call draw_to(ix-iz24,iy+iz5)
call draw_to(ix-iz18,iy-iz5)
call draw_to(ix-iz18,iy+iz5)
return
eend

An output pin can be drawn using the following subroutine, where ix and iy represent the centre of an output pin.

c
Draw output pin

******
subroutine draw_out(ix,iy)
common /zoom/ izoom,ispacex,ispacey
iz5=5*izoom/20
iz6=6*izoom/20
iz9=9*izoom/20
iz12=12*izoom/20
iz17=17*izoom/20
iz20=20*izoom/20
iz25=25*izoom/20
iz28=28*izoom/20
iz31=31*izoom/20
iz34=34*izoom/20
iz40=40*izoom/20
call move_to(ix,iy)
call draw_to(ix+iz6,iy+iz9)
call draw_to(ix+iz40,iy+iz9)
call draw_to(ix+iz40,iy-iz9)
call draw_to(ix+iz6,iy-iz9)
call draw_to(ix,iy)
c
  DRAW A WORD 'OUT'
call move_to(ix+iz12,iy+iz5)
call draw_to(ix+iz12,iy-iz5)
call draw_to(ix+iz17,iy-iz5)
call draw_to(ix+iz17,iy+iz5)
call draw_to(ix+iz12,iy+iz5)
call move_to(ix+iz20,iy+iz5)
call draw_to(ix+iz20,iy-iz5)
call draw_to(ix+iz25,iy-iz5)
call draw_to(ix+iz25,iy+iz5)
call move_to(ix+iz28,iy+iz5)
call draw_to(ix+iz34,iy+iz5)
call move_to(ix+iz31,iy+iz5)
call draw_to(ix+iz31,iy-iz5)
return
end

A point can be rotated using the following subroutine, where srcx and srcy represent the original coordinate of a point, rad represents the angle of rotation, and destx and desty represent the coordinate of a point after rotation.

subroutine ro_pt(srcx,srcy,rad,destx,desty)
  common /zoom/ izoom, ispace, ispacey
  rad=rad/180.*3.141592654
  tc=cos(rad)
  ts=sin(rad)
  if(tc.gt.0.95.and.tc.le.1.0)then
    tc=1.0.
  end if
  if(tc.ge.-0.05.and.tc.lt.0.05)then
    tc=0.0
  end if
  if(ts.gt.0.95.and.ts.le.1.0)then
    ts=1.0
  end if
  if(ts.ge.-0.05.and.ts.lt.0.05)then
    ts=0.0
  end if
isx=((irx*tc-iry*ts)*izoom)/20
isy=((irx*ts+iry*tc)*izoom)/20
return
end

3.4.2 Changing the Mouse Icon

The default mouse icon is an arrow with white color. It can be changed to any shapes when the default mouse icon is turned off by calling MOUSE_OFF. The following source codes show how to change the mouse icon into digital element and move it without affecting the background graphics contents. From the source codes, ix and iy represent the present mouse location, ixold and iyold represent the previous mouse location, ibg and ifg represent the background and foreground colors respectively, and ii represents a flag. When ii equals 1000, element was placed on the screen in that location in the previous moment (ix=ixold and iy=iyold). The subroutine align is used to snap the element onto the grid and it will be discussed in the next section.

From the source codes, the mouse is first turned off and the drawing mode is set to XOR mode. If an adder was not placed on the screen in the previous moment, draw an adder at the previous location. The previous mouse icon will be drawn with the original color that is covered by the icon. Then, a mouse icon will be drawn to a present position defined by ix and iy. The present position ix and iy will be stored to the previous position ixold and iyold, and wait for the further movement of the mouse.

Loop
.
.
call get_mouse_b(ixx,iyy,ibut)
.
.
call align(ixx,iyy)
if(ixold.ne.ixx.or.iyold.ne.iyy)then
 if(ibg.eq.15)then
  call set_colors(ifg+1,0)
 else
  call set_colors(15-ibg,0)
end if
    call set_window(84,37,619,426)
call mouse_off
call set_mode(2)
if(ii.ne.1000)then
    call draw_circle(ixold-84,426-iyold-37,0,1)
end if
ii=0
    call draw_circle(ixx-84,426-iyy-37,0,1)
call set_mode(0)
end if
ixold=ixx
iyold=iyy
.
.
End Loop

3.4.3 Coordinates System of Placing Elements

Since, the total width and height of a signal flow graph may be larger than the maximum width and height of the screen, a new coordinate system for the record of the position of elements and lines has to be created. Fig. 3.6 shows the new coordinates system to draw a signal flow graph. The origin is set to the upper left corner and the maximum coordinates is set to the lower right corner, IXMAX and IYMAX.

![Diagram showing the new coordinates system](image)

**Fig. 3.6 : New Coordinates System**
In order to draw a signal flow graph on the screen to be more neatly, the position of placing digital elements is designed to snap into the grids. The width and height of the grids are both set to 20 pixels. The movement of the mouse can be snapped into the grids by using the following source codes:

```fortran
subroutine align(ixx,iyy)
   common /zoom/ izoom,ispacex,ispacey
   if(mod(ixx-84,izoom).ne.0)then
      if(mod(ixx-84,izoom).le.izoom/2)then
         ixx=ixx-mod(ixx-84,izoom)
      else
         ixx=ixx-mod(ixx-84,izoom)+izoom
      endif
   endif
   iyy=426-iyy
   if(mod(iyy,izoom).ne.0)then
      if(mod(iyy,izoom).le.izoom/2)then
         iyy=iyy-mod(iyy,izoom)
      else
         iyy=iyy-mod(iyy,izoom)+izoom
      endif
   endif
   return
end
```

where `ixx` and `iyy` represent the current position of the mouse, and `izoom` represents both vertical and horizontal distances between the grids. The variable `izoom` is used to specify the zoom range of the graph. If `izoom` is less than the default grid distance (20 pixels), the graph size will be decreased. If `izoom` is larger than the default grid distance, the graph size will be increased. Besides, `izoom` also control the size of each elements and they are drawn on the screen as mentioned in section 3.4.1.

The position of an element is stored in the arrays using the following source codes:

```fortran
inx=(ix-84)*20/izoom+ipanx*20+84
iny=iy*20/izoom+ipany*20
```

where `ix` and `iy` represent the centre of an element (mouse location) after it has been
snapped into the grid, *ipanx* and *ipany* represent the movement of the graph in the horizontal and vertical directions under the new coordinates system, respectively. According to the new coordinates system, the maximum *ipanx* and *ipany* value equal to \( IXMAX/20 \) and \( IYMAX/20 \), respectively. The position of each element is recorded by using the default grid distance (20 pixels). Elements can be placed on the screen from the arrays using the following source codes:

\[
\begin{align*}
ixx &= ((\text{nodex}(i) - \text{ipanx} \times 20 - 84) \times \text{zoom})/20 \\
ify &= 426 - ((\text{nodey}(i) - \text{ipany} \times 20) \times \text{zoom})/20 - 37
\end{align*}
\]

where \( \text{nodex}(i) \) and \( \text{nodey}(i) \) represent the arrays that store the horizontal and vertical distance according to the new coordinates system, \( ixx \) and \( iyy \) represent the horizontal and vertical distance (pixels) according to the screen coordinates.

### 3.5 Summary

The CAD software for design and analysis of multidimensional digital networks will be developed on and for the IBM-PC computer. DOS has been chosen to be used as the operating system because of its simplicity. The programming language is WATFOR-77 which is an implementation of FORTRAN-77. FORTRAN is selected because the original source codes for implementing the five different analyses in 1-D, 2-D and 3-D digital networks are using FORTRAN. With an external function subprogram, WATFOR-77 allows pre-compiling the programs and issuing DOS command, such as execute ‘EXE’ file from within an executing FORTRAN application. This method helps save memory by preventing every analysis program to be included into the source codes of the CAD software. Details will be discussed in chapter 5.

VGAWAT graphics library is selected to the development of the CAD software. It was written especially for WATFOR-77. The capability of VGAWAT graphics library is enough to develop Graphical User Interface (GUI) software. Section 3.3 only discussed the basic features of the graphics library. It is important to utilize those features to develop a more effective and more ‘user friendly’ software. We have written a signal flow
graph schematic drawing software and a multidimensional digital networks analysis software using WATFOR-77 and VGAWAT graphics library and will be discussed in chapter 4 and chapter 5.

Finally, the WATFOR-77 compiler and the VGAWAT graphics library can be worked on any IBM-PC computer with the following specifications:

1. Computer Type : IBM-PC AT or compatible.
2. System : 80386 with math co-processor or higher.
3. Video Adapter : Video Graphics Array or higher.
4. Keyboard Type : IBM Enhanced (101- or 102- key) keyboard.
5. Mouse Type : Microsoft compatible mouse.
Chapter 4

Signal Flow Graph Schematic Drawing Software

4.1 Introduction

The software is developed using the WATFOR-77 programming language and the VGAWAT graphics library. It allows drawing of 1-D, 2-D and 3-D digital networks in the form of signal flow graphs. Signal flow graph is constructed by using three basic elements, such as adder, delay and multiplier. It also has the ability to extract signal flow graphs into a netlist. The netlist includes the necessary information to represent the signal flow graphs in numerical values, such as node numbers and branch transmittance, called simplified matrix representation. It also includes the total number of delay nodes in 1-D, 2-D and 3-D digital network, the total number of signal nodes, the total number of non-zero elements in the matrix, signal node number where input is injected and signal node number where output is extracted.

The design of the software is able to construct a signal flow graph in a simple and convenient way. The netlist should be extracted automatically and the order of the nodes should be renumbered in order to obtain a computable network.

4.2 General Software Mechanisms

There are two kinds of devices to give commands to the software; they are mouse and
keyboard. The mouse location and the mouse button status can be detected by calling the subroutine GET_MOUSE_B(IX, IY, IBUT), which was mentioned in chapter 3. Therefore, the commands of the software can be placed on the screen and use the mouse to click on the commands in order to perform operations. Some of the commands may not be frequently used. It is convenient to create a main menu into several categories and use pull-down menus to include the related commands. Another mechanism is using buttons to represent commands which are frequently used. All the commands in the pull-down menus or buttons can be performed by pressing the mouse button when the mouse location is within the commands in the pull-down menus or the commands in the buttons.

The flow chart in Fig. 4.1 shows how the operation of the commands can be performed by using the mouse. The program uses the infinite loop in WATFOR-77, LOOP and END LOOP, to get the current mouse location and mouse button status; then it uses IF and ELSE IF statements to search for the operations. If the mouse location is within the button boundary and the appropriate mouse button is pressed, the operation specified by the button will be performed. If the mouse location is within the category name of the main menu and the appropriate mouse button is pressed, a pull-down menu will appear on the screen. It will search for all the commands until the loop starts again. The integer variable IPBUT stored the mouse button status before it returns to get a new mouse button status. If IPBUT is not equal to IBUT, the operation will be executed, otherwise, it will return and start the loop again. This can prevent the same operation performed repeatedly when the mouse button is clicked once only. When the mouse button is pressed and released once, the infinite main loop may be running for several times and leads to the GET_MOUSE_B running for several times. This might happened especially for a simple operation.
4.2.1 Pull-down Menu

The advantage of the pull-down menu is to save more space of the screen in order to maximize the working window. The working window is a window in which the signal flow graph is drawn. The pull-down menu uses the subroutines: SET_WINDOW, SET_COLORS and WRITE_GRAPHICS in VGAWAT graphics library to specify location, coloring menu window and text, and writing names of commands by using MOVE_TO to specify the location of the names, respectively. When the pull-down menu appears on the screen, the program will search for the mouse location and the mouse button status to determine whether it is within the boundary of the specific command. Then, the command name will be highlighted and the area hidden by the pull-down menu.
will be repainted. Finally, the operation of the command will be executed.

The subroutine XOR mode in VGAWAT can be used to highlight the command name as shown in the following source codes:

```
CALL MOUSE_OFF
CALL SET_MODE(2)
CALL SET_COLORS(0,15)
CALL SET_WINDOW(Ix1,Iy1,Ix2,Iy2)
CALL CLEAR_WINDOW
CALL SET_MODE(0)
CALL MOUSE_ON
```

Mouse has to be turned off when using XOR mode. It is assumed that the present background is black (0) and the present foreground color is white (15). The most recent call of SET_COLORS specified the background color of white (15) and the foreground color of black (0). The source codes only show filling of the window with background color because the foreground color in SET_COLORS is not used. Using Table 3.5, the present background color, black (0), performs the boolean XOR with the background color, white (15), in SET_COLOR that give the result color of white (15). Same as the present foreground color, obviously, it is the color of the command name, the boolean XOR of present foreground color, white (15), with the background color in SET_COLOR, white (15), that give the color of black (0). Fig. 4.2a-b shows an example of the pull-down menu before and after one of the commands was selected.
The graphics contents covered by the pull-down menu can be stored by using the subroutine:

CALL SAVE_BLOCK(NAME)

where the argument is any character variable or character string, which is the filename that stores the graphics contents. The area to be stored will be specified by SET WINDOW immediately before the subroutine SAVE BLOCK. The hidden graphics contents, covered by the pull-down menu, can be redisplayed by calling the subroutine:

CALL DISPLAY_BLOCK(NAME)

The image can be displayed in the current graphics window with the lower left corner of the image at the location defined by the most recent call to the MOVE_TO subroutine. The simple method is to define the window with the same coordinates as defined in SAVE_BLOCK. Then, move the mouse cursor to the origin of the window by calling the subroutine MOVE_TO(0,0). The block of the previous graphics contents will exactly cover the area of the pull-down menu. This may create a faster repaint, especially for large area and complicate graphics contents.

When other pull-down menu or button is selected, or the right mouse button is pressed, the graphics contents covered by the current pull-down menu should be redisplayed.
4.2.2 Button Shadow, Pressed Mechanism and Highlight Mechanism

Another technique to issue commands may be using buttons. Buttons are desirable for those commands that are frequently used. The command specified on the button can be executed by searching the mouse location whether it is within the button boundary and the button pressed status. Normally, the command will be executed when the left mouse button is pressed.

The button can be created by drawing shadow around the boundary. The background color of the button will be using grey color, and the shadow can be drawn by using dark grey and white lines to wrap around the boundary of the button. Fig. 4.3a shows the lines and the appropriate coordinates in pixels to form the shadow of the button. All the buttons will be created by using the method as shown in Fig. 4.3a. The button will be displayed on the screen as shown in Fig. 4.3b.

![Fig. 4.3a : Creation of Button Shadow](image)

The button pressed mechanism includes the animation of the button when the button is pressed. This animation will be used for the command which is executed once when the button is pressed. The button shadow will first be redrawn by changing the color of the white shadow into dark grey shadow and the dark grey shadow will be changed to the button color, grey. Then, the command name on the button will shift right by two pixels and shift down by one pixel. The press-down scene of the button will be displayed on the screen for a while by using a dummy DO loop. Finally, the original, unpressed, button will be redrawn. This will complete the whole animation when the button is pressed. Fig.

![Fig. 4.3b : Real Display of Button](image)
4.4 explains the animation of the button pressed mechanism.

![Button Pressed Animation](image)

**Fig. 4.4 : Button Pressed Animation**

The delay loop will be using the dummy DO loop as shown:

```
DO I=1,5000
   Y=COS(1.5*I)
END DO
```

Since there is no function subprogram for the delay in both WATFOR 77 and VGAWAT, a delay function has to be developed. The disadvantage of using a customized delay function is the delay time depending on the type of computer. It is hard to exactly calculate the delay time in the above source codes. However, the exact delay time is not really important for the button animation.

The final mechanism related to the button is the highlight of button. This is useful when the button is selected and the command is still active or executing. This kind of button may be called busy button. Same as highlight of pull-down menu, the busy button can be created by using XOR mode. If the most recent call of SET_COLORS has the background color of white (15), all the pixels on the button will be performing the boolean XOR with the white color. The foreground color in SET_COLOR is also not used. Fig 4.5 shows the busy button where the button color is changed to dark grey, and the shadow is changed from white to black and from dark grey to grey, and the foreground color of name or graphical representation is changed to white.

![Busy Button](image)

**Fig. 4.5 : Busy Button**
4.2.3 Digital Elements Icon Bar

Three basic elements of constructing a signal flow graph include: adder, delay and multiplier. An adder has a graphical representation as shown in Fig. 2.2a with two inputs and one output. If the connecting lines between elements are restricted to horizontal lines and vertical lines, there will be three different orientation of two inputs in order to connect the connecting lines in any horizontal and vertical directions. Since the software is capable of constructing 1-D, 2-D and 3-D digital networks, the graphical representation of 1-D, 2-D and 3-D will be using Fig. 2.3a-c, respectively. The external input will be represented by an input pin and the network output will be represented by an output pin.

Since the commands for drawing of the digital elements are the frequently used commands, buttons will be the suitable devices to issue drawing commands. Besides, the graphical representation of the elements can be drawn on the button, it is also necessary to group the buttons of the elements together for easy access. The grouping of the buttons of digital elements is called the digital elements icon bar and is shown in Fig. 4.6.

![Diagram of Digital Elements Icon Bar](Image)

Fig. 4.6 : Digital Elements Icon Bar
The best location of the icon bar is to locate either at the left or right side of the screen vertically in order to maximize the working window. However, left side of the screen is preferred because right side of the screen is reserved for the vertical scrollbar.

4.2.4 Vertical and Horizontal Scrollbar Mechanism

Most of the design of digital networks is constructed with a large amount of digital elements so that the space of the working window may not enough to hold the whole structure of the digital network. Assume the signal flow graph is drawn on a paper with a size much larger than the working window. The working window is a view window placed on the top of the paper so that only a portion of the paper is shown. It is necessary to create vertical and horizontal scrollbars to scroll to anywhere of the paper in order to manipulate digital elements on the paper. Fig. 4.7 shows the view window, vertical scrollbar and horizontal scrollbar of the software.

![Fig. 4.7: View Window, Horizontal Scrollbar and Vertical Scrollbar]

The vertical scrollbar has two buttons which are used to scroll-up or scroll-down of the
paper. When the scroll-up button is pressed, the paper will move downward in order to show the top portion of the paper. When the scroll-down button is pressed, the paper will move upward. The vertical position bar shows the position of the view window on the paper and the height of the view window. It can be dragged to any vertical position of the paper by holding the left mouse button and moving the mouse to the desired position along the track. The horizontal scroll bar has the same functions of the vertical scrollbar but in horizontal direction. Scroll-left will move the paper to the right and scroll-right will move the paper in opposite direction. The horizontal position bar can also be dragged along the track.

The buttons of the scrollbars have different mechanism with other buttons in the software. They allow the software to continue the execution when the left mouse button is holding. The dragging of the position bars can be done by checking the mouse button status. If the mouse location is within buttons and the left mouse button is pressed and hold, both current mouse button status IBUT and previous mouse button status IPBUT are equal to one. The software will wait until mouse button is released, IBUT equals to zero, and IPBUT equals to one. Then, the paper will move to the position of the paper where the position bars located along the tracks.

The area of the paper is extended to 3601 by 3601 pixels, and the maximum width or height of elements are 60 pixels. The scrolling will be too slow if the paper is moving pixel by pixel. Therefore, the paper will move 140 pixels in either vertical or horizontal direction when the scroll button is pressed once. The vertical coordinate of the paper will be different from the vertical screen coordinate in which it starts from the top, 0, to the bottom, 3600. The edge of the paper will be displayed when the view window is scrolled to the edge. Elements cannot be drawn beyond the boundary of the paper.

4.3 Design of a Signal Flow Graph

The software mechanisms, mentioned in section 4.2, can now be integrated to create a schematic drawing of signal flow graph software. The software will appear on the screen
as shown in Fig. 4.8. The main menu is located at the top of the software where every commands can be found in the pull-down under the category names. The category name *File* includes the commands of handling files of graph, files of cell and termination of the software. *Edit* includes the commands of the modification of SFG and the command of disable or enable the grid. *Extract* includes the commands of creating the netlist. *Window* includes the commands of changing view window appearance. Finally, *Help* displays the detail description of all the commands in the software.

The *Graph/Cell Display Bar* displays a graph or cell is being drawn. The *Filename Display Bar* displays the full path name of the graph/cell only when the graph/cell has been saved previously, otherwise, 'no_name' will be displayed on the bar. It also has two quick access buttons which are used to redraw the view window and enable/disable the grids. The remaining mechanism of the software have been discussed in the previous section.

![Fig. 4.8: SFG Schematic Drawing Software](image)
4.3.1 Placing Elements

Elements can be placed on the view window when the desired element is selected from the digital elements icon bar. The button of the selected element will be highlighted. When the mouse moves to the view window, the mouse icon will be changed to the graphical representation of the selected element and it will follow the mouse position. The movement of the element will snap to the grid with the spacing of 20 pixels. If the desired position is fixed, the element will be placed on the screen by pressing the left mouse button once. The coordinate of the position will be stored to the integer arrays called NODE_X and NODE_Y. The type of the elements will be stored to the character array called NODE. Fig. 4.9 shows the button of the selected element and the mouse location when placing elements. Every element on the icon bar will have the same procedures of placing on the view window except the multiplier and the connecting line.

![Diagram](image)

Fig. 4.9 : Placing of Element

After the multiplier is placed on the view window, a window will be displayed on the lower left corner of the screen and a line from the window will point to that specific multiplier. The multiplier value can be input through the dialogue box and it only allows inputting numerical value. If the multiplier is first appeared on the screen, the current multiplier value will be set to zero and it will shown on the top of the window. Fig 4.10
shows the window of coefficient input and the display of current coefficient.

Fig. 4.10: Coefficient Input of the New Multiplier

The starting point of the connecting line can be located when the connecting line button is selected and the mouse button is clicked once within the view window. A line will be drawn from the starting point to the end point where the mouse pointer is located. In other words, a 'rubber band' line will follow the mouse location with a defined starting point. When the mouse moves to the desired position and the left mouse button is clicked once, the end point of the line will be fixed. The connecting line will then be drawn from the starting point to the end point. Another line can be drawn continuously with the previous end point as the starting point and the current end point is fixed when the left mouse button is clicked once. Therefore, continuous lines can be drawn by locating the end points. It is obvious that discontinuous lines can be drawn by locating the starting point again. The integer arrays that store the coordinates of starting points are LFSTX and LFSTY, and the coordinates of end points are LENDX and LENDY.

Signal flow graph will transmit the signal into a node and transmit the same signal from that node to other nodes through branches. The node that acts as a relay may called extension node. The graphical representation of an extension node in the software is represented by a filled square. The software can automatically create an extension node.
but is restricted only to the lines that are drawn horizontally or vertically. If the starting point of a new line is placed along any of the existing lines, an extension node will be created and the existing line will split into two lines. Another technique is checking the starting point of the new line to see whether it has the same coordinate with any of the existing lines but did not connect to any existing elements. Fig. 4.11 shows the above two techniques that create an extension node.

![Diagram of Extension Node]

**Fig. 4.11 : Creation of Extension Node**

All the buttons in the digital element icon bar can be deselected by clicking the right mouse button once. Since the position of the element icons or "rubber band" line will keep changing when the mouse is moving, XOR mode has to be used so that the graphics contents that are already drawn will not be affected. The software allows drawing up to 500 elements and 1500 lines.

### 4.3.2 Creating and Placing Cells

Cells of digital networks can be constructed with the same method as in constructing ordinary digital networks except that input pin and output pin cannot be placed inside the cell. They are useful when some parts of the digital network are repeatedly used throughout the design, especially a digital network using systolic architecture.

After a cell has been constructed on the working window, the information about the cell will be saved by performing the command, which is in the pull-down menu under the main menu **File** called **Save as cell**. The command will first search for any lines that did not connect to or connect from any elements. The unconnected starting points or end points of the lines will then be extended out of the boundary of the cell in which they act as cell inputs or outputs. If no elements are connected to or connected from any lines,
lines will be connected automatically to the inputs or from the outputs of the elements and extended out of the boundary of the cell in which they also become inputs or outputs of the cell. The boundary of the cell will be equal to the maximum distance minus the minimum distance of the elements and add one pixel in both horizontal and vertical direction. Fig. 4.12 shows how to extend the lines out of the boundary of the cell.

![Fig. 4.12 : Creating Cell](image)

After the information of the cell is saved to a specific file, the working window will be cleared and all the values stored in the arrays will be deleted. The structure of the cell can be modified by editing the cell using the command **Edit cell** which is in the pull-down menu under **File**. The **Graph/Cell Display Bar** will display a name **Cell** which indicates a cell is displayed on the working window. The filename of the cell will be displayed in the **Filename Display Bar**. Note that the input and output lines of the cell, which are created previously, will not be removed. Therefore, when the cell is saved again, the boundary of the cell will become larger and larger. It is necessary to delete the unnecessary lines before the cell is saved.

The cell can now be used for constructing the signal flow graph by retrieving the filename of the cell, which is saved previously, using the command **Get cell** which can be found in the pull-down menu under **File**. Once the appropriate filename is selected, the mouse icon will be changed to the shape of the cell as shown in Fig. 4.13. The cell can be placed anywhere within the view window by moving the mouse. The exact position of the boundary, the input lines and the output lines of the cell can be seen when
the mouse is moving. When the desired location is fixed, pressing the left mouse button will place the cell to that location. It allows placing of more than one cell, with the same filename, when the command Get Cell was executed once.

Existing cell

Cell icon where mouse pointer was located

press the left button to place the cell in this location

Fig. 4.13: Place Cells on the View Window

The structure inside the cell can be made visible or invisible by using the commands, Look Inside Cell or Hide Inside Cell, in the pull-down menu under Edit. However, cells have to be selected first by using the commands Select or Select Area, which will be discussed in the next section. The software allows drawing up to 100 cells.

4.3.3 Select and Select Area Commands

In order to modify the existing structure such as delete, rotate, editing multiplier values, moving part of the structure, copying part of the structure, made visible or invisible of the structure of the cells, those elements, lines or cells have to be selected first. To select an element, line or cell individually, the command Select, which can be found in the pull-down under Edit, can be used. To select a group of elements, lines or cells, the command Select Area, which can also be found in the pull-down menu under Edit, can be used. The software allows selecting up to 100 elements, 200 lines and 50 cells together. When the selected elements exceed 100 elements, an error message will be displayed on the screen.
rather than the program being terminated. All the selected elements, lines and cells will be deselected and the coordinates will also be deleted from the appropriate arrays.

When the command Select is selected, move the mouse to the view window and choose the desired element, line or cell. The selected element, line or cell will change to a green color. It allows selecting of more than one element, line or cell but only restricted to select within the viewing window. Since Select will search for the coordinates of the element, line or cell from the appropriate arrays which are previously stored, there is no problem to select element and cell individually because only one coordinate will be recorded for both element and cell. However, lines will have two coordinates which store starting point and end point. Select will first search for the starting point throughout the arrays LFSTX and LFSTY. If there is no matching, it will search for the end point throughout the arrays LENDX and LENDY. However, there may be more than one line which has the same starting point or end point. Therefore, if the index number of the array of the line is larger than the line with the same starting point or end point, then that line will not be selected. All the elements, lines or cells can be deselected individually by clicking the right mouse button once when the command Select is still active.

The command Select Area allows selecting of more than one element, line or cell. It is useful when part of the existing structure needs to be moved to other location or duplicate part of the existing structure. It will use the subroutine, defined in VGAWAT,

CALL SET_WINDOW_MOUSE

The subroutine allows a rectangular window to be defined using the mouse. When the subroutine is called and the left mouse button is pressed within the viewing window, the upper left corner of the rectangular window will be fixed at the location where the left mouse button is pressed. Further movement of the mouse results in a ‘rubber band’ rectangular box that allow the mouse to move over the entire screen. When the ‘rubber band’ rectangular box is covered with part of the structure that needs to be selected and the left mouse button is clicked again, the opposing diagonal coordinates of the
rectangular box will be stored in the integer variable by using the subroutine:

CALL GET_WINDOW(IX1,IY1,IX2,IY2)

where IX1 and IY1 are the bottom left corner of the box, and IX2 and IY2 are the top right corner. Then the command will search for the elements, lines or cells that are within the above rectangular box. All the selected items will also change to green color. If some of those elements, lines or cells need to be deselected, it can be done individually by using the command Select as mentioned in the previous paragraph.

4.3.4 Delete, Rotate and Coefficient Commands

The commands, Delete, Rotate and Coefficient, can be found in the pull-down menu under Edit. When executing these commands, the target elements, lines or cells have to be selected first.

The command Delete is used to delete all the selected elements, lines and cells. It includes removing the graphical representation of above items from the view window, and removing all the necessary values from the arrays which store the information of the elements, lines and cells.

Rotation of elements is required so that they can connect from or connect to any direction. Normally, lines of the signal flow graph are drawing in the horizontal or vertical direction. Therefore, the rotation angle can be restricted to only four directions, 0°, 90°, 180° and 270°. When the command Rotate is selected, a sub-menu as shown in Fig. 4.14 will be used to select the rotation angle. Elements will be rotated in the counterclockwise direction. An integer array IAN will be used to store the rotation angle of the elements. The function of rotation is to draw the signal flow graph more neatly, and not to affect the result of the netlist when extracting. All the elements can be rotated except input pin and output pin. This is because the signal in the signal flow graph normally flows from left to right. Therefore, it is only for the convenience when we look at the signal flow graph.
Multiplier values can affect the whole characteristics of a digital filter. It is convenient to change multiplier values any time during drawing of signal flow graph. It allows us to use the same structure but with different multiplier values. Therefore, we only need to load the existing structure and change multiplier values rather than drawing the whole structure again. Besides, the multiplier values are using double precision numbers, hence it is very easy to mistype the values. When the command **Coefficient** is executed, a window as shown in Fig. 4.10 will be displayed at the bottom left corner of the screen. Since the multiplier value is normally defined when a new multiplier is drawn, the current coefficient will be displayed at the top of the window instead of a zero value. This can be checked to determine whether the value needs to be changed or not. If the current coefficient is correct, press <Enter> to go to the next multiplier or finish the operation and wait for other commands. Otherwise, a new value can be typed through the dialogue box at the bottom of the window. The value will be stored when <Enter> is pressed and the command will also search for the next multiplier or finish the operation.
4.3.5 Move to and Paste to Commands

The commands Move To and Paste To can be found in the pull-down menu under Edit. Since it is very difficult to adjust the spacing between elements when the graph was first drawn, the command Move To allows us to move part of the graph to any location within the view window so that the graph can be drawn more neatly. Besides, it is common that some parts of the signal flow graph are duplicate, and may be with different multiplier values. Then, the command Paste To can be used to copy part of the graph and paste it to any location within the view window. The multiplier values can be changed by using the command Coefficient as mentioned in section 4.3.4.

When part of the graph has been selected, and the command Move To or Paste To is chosen, the selected structure will follow the mouse location as shown in Fig. 4.15. When the desired location is fixed, simply click the left mouse button and the selected structure will be placed on that location. The appropriate arrays that store the coordinates will be changed to a new location. The only difference between these two commands is the one with the original structure being removed where the other will be retained.

Fig. 4.15: Mouse Location when Move To is Selected
4.3.6 Zoom In, Zoom Out and Fill Window Commands

The commands **Zoom In**, **Zoom Out** and **Fill Window** can be found in the pull-down menu under **Window**. Most of the graphs have a size which is even larger than the view window, therefore it is convenient to have zoom function to look at the graph in any size within the view window. The scale of the graph will depend on the spacing between the grids and the default spacing which is 20 pixels. The minimum spacing is 3 pixels and the maximum spacing is 60 pixels. When performing zooming, the upper left corner of the paper, which was mentioned in 4.2.4, will be the reference point. When the command **Zoom Out** is selected, the spacing will be decreased by 10 pixels when the current spacing is between 20 and 60 pixels, or when the current spacing is between 4 and 20 pixels, the spacing will be decreased by 10 pixels, otherwise, the spacing will be decreased by 1 pixel. In other words, more parts of the graph will be seen within the view window. When the command **Zoom In** is selected, the scaling method will be the same as the command **Zoom Out** except that the command will perform increasing the spacing instead of decreasing. Therefore, we can concentrate on one part of the graph and the connection of elements, lines or cells will be seen more clearly. The software allows for the executing of any commands no matter the size of the graph, and all the elements, lines and cells also snap to the grids.

The command **Fill Window** is used to show the whole graph on the view window. The command will first search for the width and height of the graph, then choose the closest scale that can show the whole graph on the view window. Sometimes the graph may not start drawing at the upper left corner of the paper. The command also allows moving the view window to the paper where the graph starts drawing instead of using the upper left corner as the origin. It can avoid the unused space of the paper to be shown on the view window in order to maximize the size of the graph.

4.3.7 Redraw, Grid and Clear Window Commands

The command **Redraw** and **Grid** can be found in the **quick access buttons** which are
shown in Fig. 4.8. **Redraw** command is used to refresh the view window. Every element line and cell that have already been stored in the appropriate arrays and within the view window will be drawn again. It also clears all the arrays using the command **Select** or **Select Area. Grid** command is used to disable or enable the grids. It can also be found in the pull-down menu under **Edit**. When the current status of the grid is enabled, click the button or the command in the pull-down menu will disable the grids. When the current status of the grid is disabled, click the button or command will enable the grid. The function of the grids is to place the elements, lines or cells in the exact location in order to draw a neatly graph. The elements, lines or cells are drawn to snap into the grids.

The command **Clear Window** can be found in the pull-down menu under **Window**. When the command is selected, a window as shown in Fig. 4.16 will be displayed on the screen. It allows us to clarify whether the command should or should not be executed. This is because it will remove all the values in the arrays that store the information of the graph and everything on the view window. If the graph is not saved previously, all the information of the graph will be lost and cannot be recovered. When the command is confirmed, simply click the **Yes** button in the window or press 'y' on the keyboard. Click the **No** button or press 'n' will cancel the command.

![Clear Window](image)

**Fig. 4.16 : Clear Window**

**4.3.8 Function Keys Summary**

It is more convenient to use the keyboard to perform the commands. Section 3.3.7 referred to the method of how the software accepts keystrokes. The combination of keystrokes will be used to execute the command in order to avoid pressing only one keystroke accidentally. The combination of keystrokes representing the commands can be found in Table 4.1.
<table>
<thead>
<tr>
<th>Keystrokes</th>
<th>Commands</th>
<th>Keystrokes</th>
<th>Commands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alt+s</td>
<td>Select</td>
<td>Alt+g</td>
<td>Grid</td>
</tr>
<tr>
<td>Alt+a</td>
<td>Select Area</td>
<td>Alt+f</td>
<td>Fill Window</td>
</tr>
<tr>
<td>Alt+d</td>
<td>Delete</td>
<td>Alt+i</td>
<td>Zoom In</td>
</tr>
<tr>
<td>Alt+c</td>
<td>Coefficient</td>
<td>Alt+o</td>
<td>Zoom Out</td>
</tr>
<tr>
<td>Alt+m</td>
<td>Move To</td>
<td>Alt+c</td>
<td>Clear Window</td>
</tr>
<tr>
<td>Alt+p</td>
<td>Paste To</td>
<td>Ctr+x</td>
<td>Quit</td>
</tr>
<tr>
<td>Alt+l</td>
<td>Look Inside Cell</td>
<td>F1</td>
<td>Help</td>
</tr>
<tr>
<td>Alt+h</td>
<td>Hide Inside Cell</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Keystrokes of Commands

4.4 Special Features

There are some features of the software that should be included in order to construct the graph in a more convenient way.

4.4.1 File Manager

Since graph or cell can be saved to or retrieved from a file, it is helpful to create a file manager to get the job done. When one of the commands of Load Graph, Save Graph, Edit Cell, Get Cell, or Save as Cell is selected, a file manager will display on the screen to allow a user to choose the right file. Fig. 4.17 shows a file manager of the software. It includes dialogue box, current directory path, file display window, vertical scrollbar, drive display window, OK button and Cancel button.

When the file manager was first called, the dialogue box is empty, the current directory path shows the directory where the software is executed and the file display window will display the first 18 files and sub-directories according to the current directory path. Using the mouse to click on the dialogue box once, a cursor will appear. The full path and the
name of the file of the graph or cell can be entered, then the graph or cell will be retrieved or saved by pressing <Enter>. If the file is located in the current directory, simply enter the filename instead of the full path. Wild cards can also be entered through in order to filter the files that displayed on the file display window.

Another choice of retrieving and saving a file is to select the file in the file display window. All the files and sub-directories in the current directories can be displayed by scrolling up or down using the vertical scrollbar. The order of the scrolling list will display all the sub-directories first and the files will be displayed in the ascending alphabetical order. At the top of the scrolling list, <!> represents the root directory and <!..> represents the directory before the current directory. By clicking <!> once, the file display window will display all the files and sub-directories in the root directory. By clicking <!..> once, it will go up one directory and display all the files and sub-directories. By clicking the sub-directory once, it will go down to one directory. The change of the directory can be monitored by checking the current directory path. When the right filename is shown on the file display window and the filename is clicked on once, the dialogue box will display the filename so that we can double check whether the right file is selected. Then, click on the OK button or press <Enter> to load from or save to the

Fig. 4.17: File Manager
file. There is a limit for the character arrays to store up to 500 files in one directory.

The drive display window is used to select the drive and it can access up to four drives which are specified in A, B, C and D. Click on one of the four letters, the file display window will then handle the files in that drive and the selected letter will be highlighted. The file manager can be cancelled by clicking the Cancel button or press <Esc>.

4.4.2 Changing Background and Foreground Colors

The command of Set Colors can be found in the pull-down menu under Window. It can change the foreground and background colors in the view window. Since VGAWAT can display up to 16 colors, the combination of the foreground and background will be within those 16 colors. The default background color is blue (1) and the foreground color is yellow (14). Fig. 4.18 shows a window when the command is executed. The current background and foreground colors will be highlighted by wrapping around the color rectangular box in white. The color can be changed by clicking the left mouse button within the desired color box and the box will be highlighted. When both foreground and background colors have been fixed, click OK or Press <Enter> to change the current colors, or click Cancel or press <Esc> to retain current colors.

Since grids, selected elements, lines or cells, inside contents of the cells, and element icons are also using those 16 colors to display, when the selected foreground or background colors are contradicted with those colors, the program will change those colors so that everything will display properly.

![Change Background and Foreground Colors](image)

Fig. 4.18 : Window of Changing Foreground and Background Colors
4.4.3 On-Line Help

A help menu will be displayed on the screen when the Help! on the main menu is clicked. Fig. 4.19 shows the help menu in six categories. Each category has several index names which are normally the name of the commands. Click on the index name and the explanation of that index name will appear on the screen. There are two buttons at the top left corner of the help menu, Close and Index. Click on the Index button will return to the help menu with index names displayed when current display of the help menu shows the explanation of that specific index name. Click on the Close button or press <Esc> will exit the help menu.

![Help Menu Diagram]

Fig. 4.19: Help Menu
4.5 Extract

The graphical representation of digital network can now be extracted to create a netlist. The netlist includes total number of delay nodes in 1-D, 2-D and 3-D, total number of signal nodes, total number of delay nodes and signal nodes, total number of non-zero elements in the transmittance matrix, signal node number representing network output, signal node number representing external input and transmittance matrix that represent the simplified matrix representation. The netlist format, variables and its definitions of 1-D, 2-D and 3-D digital networks can be found in Appendix A.

The process to create a netlist will first search all the connections between elements of signal flow graph and record the connections by using array index numbers of the elements. Then, some of the nodes will be removed in order to minimize the total number of nodes representing a digital network without changing its characteristics. Finally, the nodes will be renumbered using the method that was proposed by Reyer, Heinen and Ninederjohn [36] in order to get a transmittance matrix which represent a computable network. The netlist will then be displayed on the screen and save to a file for the analysis of its characteristics.

4.5.1 Node Numbering

There are two different sets of arrays to store the elements and lines. The connection between two elements will exist when lines are connected between them. In the beginning, the index number will be set to one and integer arrays LFROM and LTO will all be set to zero. The index number of lines will be fixed during the search for the coordinates of the elements. If the starting point of a line is connected from the output of an element, then the index number of that element will be stored to an integer array LFROM with the same index number as in lines. If the end point of a line is connected to the input of an element, then the index number of that element will be stored to an integer LTO with the same index number as in lines. If the element is an extension node, the direction of signal flow will depend on the direction of the line. If the starting point
of the line is connected from the extension node, the signal is flowing out of the node and
the index number of the extension node will be stored to LFROM. If the end point is
connected to the extension node, the signal is flowing into the node and the index number
of the extension node will be stored to LTO. The index number of lines will then be
increased by one until all the connections have been numbered into arrays LFROM and
LTO with the index numbered of the elements.

From the graph, it may need more than one line to connect from one element to another.
However, the starting point of one line may have the same end point as the other line.
After all the starting points and the end points of the lines, which are directly connected
from or connected to the elements, have been numbered into arrays LFROM and LTO,
remaining unconnected nodes will still be set to zero in the arrays. The program will first
search for zero in the array LTO and let l be the index number when a zero is found, set
LTO(I) equal to LFROM(l). Then, it will compare the end point LENDX(I) and
LENDY(I) with the starting point LFSTX and LFSTY of all the lines. Assume J be the
index number when a match is found and LFROM(J) equals zero, LFROM(J) will be set
to equal LTO(I). If LTO(J) is a non-zero number, set LTO(J) equals to LFROM(J) and
compare the end point LENDX(J) and LENDY(J) with the starting point of all the lines
again until LTO(M) has a non-zero number. This will complete one set of lines that is
connected from one element to another. The program will then search for another set of
lines with the same procedure as above until all the zeros have been replaced with node
numbers.

The description of the graph will now be represented by the arrays LFROM and LTO.
The number of connections can now be reduced by removing LFROM and LTO that have
the same node numbers. If LFROM or LTO still having zero values, that means some of
the lines in the graph are not connected from or connected to any elements. The software
has the ability to find the unconnected nodes or the lines that are not connected to or
connected from any nodes. When the command C.E.C is clicked, a connection error check
will be processed. A window as shown in Fig 4.20 will be displayed at the bottom of the
screen. If connection error has been found, the dialogue box will display the explanation
of the error and the problem line or element will be changed to green color.

![Diagram of connection error check](image)

**Fig. 4.20: Connection Error Check**

### 4.5.2 Node Minimization

The column and row of the transmittance matrix will depend on the node numbers that are stored in the arrays LTO and LFROM where LTO represents the column number and LFROM represents the row number. The transmittance will be stored in the array COE. If node LFROM(I) connects to node LTO(J) has a multiplier value, then COE(I) will be equal to that multiplier value. If node LFROM(J) connects to node LTO(J) has a transmittance of unity, then COE(J) will be equal to one.

Since node numbers are numbered with index numbers of the array which stores the information of the elements, multiplier will first be assigned as a node. The node of the multiplier can be removed by searching the node input to the multiplier and the node output from the multiplier. For example, LTO(I) and LFROM(J) store the node numbers of a multiplier, then the node of the multiplier can be removed by deleting column I. Then, set LFROM(J)=LFROM(I), and COE(J) equals to the multiplier value.
One of the node numbers can be removed if the connections are as follows:

1. If an extension node is connected to another extension node and the value between two nodes is unity.
2. If an extension node is connected after a delay node and is not connected before a multiplier.
3. If an adder is connected before an extension node and the value between two nodes is unity.

After the nodes have been minimized, the signal node number, that an external input is injected, will be stored to integer variable IP, and the signal node number, that a network output is drawn, will be stored to the integer variable LP. Since the nodes will no longer be in sequence after the minimization has been performed, the node numbers will be numbered again in order to get the node numbers in sequence.

4.5.3 Node Renumbering

Although node numbers are in sequence, a computable network should reorder the node numbers so that nth node only depends on n-1 nodes. In other words, the diagonal and the upper triangle of $V$ in (2.8) have to be zero values.

All delay nodes in 1-D will be numbered first, then delay nodes in 2-D, and finally, delay nodes in 3-D. The signal node will be renumbered by using the algorithm in [36]. The procedure will be summarized as follows:

1. Set $I$ equals to one.
2. Search for a row which is all zeros.
3. If Kth row is the row which is all zeros, set node K equals to I.
4. Cross out row K and column K.
5. $I=I+1$
6. Repeat procedure 2 to 5 until all the signal nodes have been renumbered.

If no all-zero row exists, the network is non-computable and Fig. 4.20 will display an error message.
4.5.4 Displaying Netlist

The result of the netlist will be displayed on the screen as shown in Fig. 4.21. Using the scrollbar at the right or pressing the up and down arrow keys on the keyboard, the netlist can be scrolled up and down. There are two different netlists representing a digital network, common netlist and unique netlist. The common netlist will include all the information that are shown on the screen except the node number of the input. The unique netlist will depend on the five types of analyses, hence there are five different formats of the unique netlist. The format of the common netlist and the unique netlist can be found in Appendix A.

![Netlist Display](image)

**Fig. 4.21: Netlist Display**

The netlist can be saved by clicking the **Save** button. A file manager will be displayed, then simply enter the filename or click on the existing filename and click **OK** or press <Enter>. The common netlist will be saved to that specific file. An analysis choice window as shown in Fig. 4.22 will be displayed after the common netlist has been saved. It allows us to choose one or more type of analysis. The required values for each of the
analyses can be input from the window as shown in Fig. 4.23. The filename of the unique netlist will be the same as the common netlist except with different extension. The following shows the file extension of five different digital network analyses:

1. Frequency Response Analysis - .FRQ
2. Group Delay and Slope of Magnitude Response Analysis - .DSM
3. First Order Coefficient Sensitivity - .FCS
4. Noise Analysis - .NOI
5. Impulse Response Analysis - .IMP

![Type of Analysis](image1)

**Fig. 4.22**: Analysis Choice Window

![Input of Unique Data File](image2)

**Fig. 4.23**: Window of Unique Data Input
4.6 Summary

Signal flow graph schematic drawing software has been developed completely. It is able to design 1-D, 2-D or 3-D digital network in a graphical user interface environment. The features of the software include file handling of graph and cell, cell structure creation, editing multiplier values, modification of graph and cell structure, changing view window appearance and on-line help. The graphical representation of the SFG can be extracted into netlist and can be saved to a file for further analysis. There are two different netlists, common netlist and unique netlist. The node numbers of the transmittance matrix in the common netlist will be renumbered in order to obtain a computable network. The unique netlist will store the information that depend on the type of analysis. They will have the same filename as in common netlist but with different file extension on different analysis.

The format of the transmittance matrix in the common netlist is especially for the use of simplified matrix representation [9][38]. The numerical information of describing the digital network can be found on those common netlist and unique netlist. However, they do not mean anything without the use of the analysis software to obtain its characteristics in both frequency domain and time domain. In other words, this software only accomplishes half of the task in order to design a digital network.
5.1 Introduction

The analysis of digital network will employ the netlists created by the SFG schematic drawing software which was discussed in the previous chapter. The reason for creating an individual analysis software is the size limit of the arrays in WATFOR. Both schematic software and analysis software require huge arrays. Schematic software needs those arrays to store the information of the graph where the analysis software needs those arrays to compute outputs. As mentioned in chapter 2, there are five different types of analyses for the use of analyzing characteristic of digital network. It will use the simplified matrix representation method as discussed in 2.3.2 to represent a digital network. The types and the required mathematical equations of different analysis had been discussed in 2.4.

In order to analyze 1-D, 2-D and 3-D digital networks, it requires a total of 15 individual programs to compute output of 5 different analyses in those 3 different dimensions. Those 15 individual programs will be pre-compiled and run its ‘EXE’ file within the software. The input parameters of each analysis program module will be input by the user through this software and pass them into selected module. The input parameters include dimension of digital network, filename of netlist (extracted from SFG schematic drawing software) and type of analysis. The output data of selected analysis in the selected dimension will
be stored in a temporary file, then the software will retrieve the file and plot the data on the screen.

5.2 Module Interaction

Basically the software integrates analysis modules together and plots the computed output data on the screen. Fig. 5.1 shows the modular structure related to the main module and the analysis modules. In Fig. 5.1, the circles represent the modules that compute the output of each analysis. The lines with arrows in both ends represent the input parameters that pass through the main program into the selected module and the computed output data pass back into the main program. The function of the main program is to collect input parameters for analysis and plot the output of the analysis of 1-D digital network in 2-D graph mode, and 2-D and 3-D digital networks into 3-D graph mode.

Fig. 5.1: Modular Structure of the Digital Network Analysis Software

The main program is written in WATFOR-77 with the use of VGAWAT graphics library
to develop a graphical user interface software. All the analysis modules are written in FORTRAN-77 with slightly modifications that are suitable to use in WATFOR-77. The modifications include changing declaration of COMPLEX*16 into COMPLEX*8 and input and output data format. The software appear on the screen as shown in Fig. 5.2.

![Digital Network Design Automation](image)

**Fig. 5.2**: Digital Network Analysis Software

### 5.2.1 Input parameters

The input parameters include dimension of network, common netlist filename and type of analysis. In Fig. 5.2, the top panel with the name **INPUT** shows input parameters to be passed to the selected analysis module. Dimension of digital network can be clicked within the box beside 1-D, 2-D or 3-D. When 1-D is selected, the display window where the logo is displayed will change to display two 2-D graph windows as shown in Fig. 5.3. When 2-D is selected, the display window will display the 3-D graph window with
buttons at the right and the angles of rotation and elevation at the bottom as shown in Fig. 5.4. When 3-D is selected, the display window will display the same features as in 2-D but with the third frequency axis as shown in Fig. 5.5.

Fig. 5.3: Graph Windows in 1-D Digital Network Analysis

Fig. 5.4: Graph Window in 2-D Digital Network Analysis
When *Netlist* button is pressed, a file manager which is the same as in Fig. 4.16 will display on the screen. The common netlist filename which is created in SFG Schematic Drawing Software can be retrieved and the full path of the filename will be displayed on the top dialogue box called *Netlist*. When *Type of Analysis* button is pressed, the analysis choice window as shown in Fig. 4.22 will display on the screen. However, this software only allows us to choose one type of analysis at a time. As mentioned in section 4.5.4, the filename of the unique netlist has the same filename of common netlist but with different file extension. Therefore, the file extension will be specified when specific analysis is selected. Selected analysis will be displayed on the second dialogue box called *Analysis*. All input parameters will be saved to a temporary file called *TEMP1* and the format is as follows:

- common netlist filename
- unique netlist filename
- output filename

The file *TEMP1* has to be saved to a directory where analysis modules are located. The output filename is also a temporary file called *DATA.DAT* which stores the computed output data. The main program will plot the 2-D graph or 3-D graph by retrieving the
data from *DATA.DAT*. Since the filename of the unique netlist depends on the filename of the common netlist, the software will not permit us to input the unique netlist before inputting common netlist. It is also able to check the file status and file format.

### 5.2.2 Execution of the analysis modules

When the button **Run** is clicked, the input parameters will pass to the specific analysis module. The module will use the information from the common and unique netlist to compute the output. The function sub-program that can run the dos commands within the software had been discussed in section 3.2. All analysis modules are executed as shown in the following source codes:

```
.
.
DIRNAME(1:3)='CD '
DIRNAME(4::)'CURRENT PATH'
STATUS=EXDOS(DIRNAME)
STATUS=EXDOS('MODULE1')
.
.
```

The program will first change to the directory where analysis modules and **TEMP1** are located. Then, the analysis execution file **MODULE1.EXE** will be executed. Table 5.1 summarize the filename of each analysis module in each dimension.

<table>
<thead>
<tr>
<th></th>
<th>1-D</th>
<th>2-D</th>
<th>3-D</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Freq. Resp.</strong></td>
<td>FR1DPMR.EXE</td>
<td>FR2DPMR.EXE</td>
<td>FR3DPMR.EXE</td>
</tr>
<tr>
<td><strong>G.D. &amp; S.</strong></td>
<td>G1DPMR.EXE</td>
<td>G2DPMR.EXE</td>
<td>G3DPMR.EXE</td>
</tr>
<tr>
<td><strong>Noise</strong></td>
<td>N1DPMR.EXE</td>
<td>N2DPMR.EXE</td>
<td>incomplete</td>
</tr>
<tr>
<td><strong>Coe. Sen.</strong></td>
<td>S1DPMR.EXE</td>
<td>S2DPMR.EXE</td>
<td>S3DPMR.EXE</td>
</tr>
<tr>
<td><strong>Impulse Resp.</strong></td>
<td>IR1D1.EXE</td>
<td>IR2D1.EXE</td>
<td>IR3D1.EXE</td>
</tr>
</tbody>
</table>

Table 5.1 : Filenames of the Analysis Modules

The required node numbers format of the unique netlist in 3-D noise analysis as shown
in appendix A are different from the unique netlist input format of the original source codes. The unique netlist input format of the original source codes requires the node numbers immediately before a non-zero and non-unity coefficients. In theory, those nodes are not required to compute noise response. However, the source codes show that they are used for the calculation of the output. Therefore, the analysis of noise in 3-D cannot be completed.

After the calculation is completed, the output data will be stored to the file *DATA.DAT* as specified in the file *TEMP1*. The main program will retrieve the data from the file *DATA.DAT* by using the same format that the data are stored into the file *DATA.DAT*, from the selected analysis module. Since only one analysis module can be executed at one time, this method can avoid including all the source codes of analysis programs into the main program in order to save memory to develop more features of the software.

### 5.3 Plotting of 2-D Graph

All types of analyses in one dimensional digital network will be using the 2-D graph as shown in Fig. 5.3 to plot the output. There are two graph windows that are used to plot two different output in one analysis. Table 5.2 summarizes the output to be plotted in the top and bottom graph windows in five different analyses.

<table>
<thead>
<tr>
<th>Frequency Response</th>
<th>Top Graph Window</th>
<th>Bottom Graph Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise</td>
<td>Noise</td>
<td>Not Used</td>
</tr>
<tr>
<td>Coefficient Sensitivity</td>
<td>Coefficient Sensitivity</td>
<td>Not Used</td>
</tr>
<tr>
<td>Impulse Response</td>
<td>Impulse Response</td>
<td>Not Used</td>
</tr>
</tbody>
</table>

Table 5.2: Output to be Plotted in the Top and Bottom Graph Windows

The background and foreground colors of 2-D graph windows are black and green, respectively. The width and height of both graph windows are 401 and 151 pixels, respectively. It is capable to plot up to 1001 data points in both graph windows. The
horizontal axis is the normalized frequency $f$ in frequency domain and the sample number $n$ in time domain. The vertical axis is the magnitude of the corresponding response.

### 5.3.1 Plotting of Data

It will first search for maximum and minimum data values throughout the output file **DATA1.DAT**, then the total number of data points from the unique netlist. In the vertical axis, the maximum value is set to the top of the graph window, 150 pixels, and the minimum value is set to the bottom of the graph window, 0 pixel. Remaining data values along the vertical axis are converted into pixels using equation, $150 \cdot \frac{\text{ymax} - \text{ydata}}{\text{ymax} - \text{ymin}}$ where $\text{ydata}$ is the data values to be converted, and $\text{ymax}$ and $\text{ymin}$ are the maximum and minimum values, respectively. In the horizontal axis, the total number of data is set at the right of the graph window, 400 pixels, and 1 is set to left of the graph window, 0 pixel. Remaining values along the horizontal axis are converted into pixels using equation, $400 \cdot \frac{\text{(n-i)}*400}{n-1}$, where $i$ is the index number of the array that store the data, and $n$ is the total number of data. The data can be plotted on the graph windows by using the following source codes:

```plaintext
call set_colors(10,0)
call set_window(169,216,569,366)
call clear_window
do i=1,n-1
   itemp1=150-int(((ymax1-data1(i))*150)/(ymax1-ymin1))
   itemp2=150-int(((ymax1-data1(i+1))*150)/(ymax1-ymin1))
call move_to(400-((n-i)*400)/(n-1), itemp1)
call draw_to(400-((n-i+1)*400)/(n-1), itemp2)
end do
```

The subroutine **SET_WINDOW** has set the width and height of the graph window with 151 and 401, respectively. The real variables, $\text{ymax1}$ and $\text{ymin1}$, are the maximum and the minimum values that have been checked throughout the whole set of data points. The real array **DATA1** is used to store one set of data values from the file **DATA.DAT**. If there is another set of data values in **DATA.DAT**, it will be stored to another real array **DATA2**. All the graphs are simply drawn by connecting all the data points together with
straight lines except impulse response analysis. For the impulse response analysis, a vertical line is drawn from the data point to the vertical zero value in each sample number. The integer variable, itemp2, in the above source codes will be modified to calculate the zero value, then itemp2=150-int((ymax1*150)/(ymax1-ymin1)). Fig. 5.5 shows the graphs in frequency response analysis and Fig. 5.6 shows the graph in impulse response analysis. If the total number of points is larger than 400 in one set of data, the graph will be drawn with more than one data point in one pixel along the horizontal axis.

Fig. 5.5: Example of 2-D Plot in Frequency Response Analysis
5.3.2 Displaying Coordinates in Both Graph Windows

When the mouse moves to either of the graph windows, the mouse icon will change from an arrow to a cross. The screen coordinate of the mouse within the graph window in pixel can be detected by calling the subroutine GET_MOUSE_B. Then, it converts the screen coordinate into appropriate window coordinate in pixel. By using the maximum and minimum data values in both horizontal and vertical axes, the approximate data value, where the mouse is located, can be calculated and displayed on the dialogue box located at the lower left corner of the software as shown in Fig. 5.2. The dialogue box beside ‘x’ represents the horizontal axis, which is normalized frequency or sample number. The dialogue box beside ‘y’ represents the vertical axis, which is the magnitude. The following source codes show the procedures from drawing the mouse icon to displaying the data values of the top graph window. Note that the movement of the mouse icon is drawing in XOR mode so that graphic contents of the graph window will not be affected. The initial values of ixp and iyp will be set to zero.

```
Loop
    call get_mouse_b(ix, iy, ibut)
    if(dim.eq.'1'd. and ymax1.ne.99999 and ymin1.ne.99999)then
        if(ix.ne.i xp.or iy.ne.iyp)then
```
call mouse_off
call set_mode(2)
call set_colors(15,0)
call set_window(169,216,569,366)
c Drawing the previous location of mouse icon with background color of the
c graph window.
call move_to(ix-169-4,iy-216)
call draw_to(ix-169+4,iy-216)
call move_to(ix-169,iy-4-216)
call draw_to(ix-169,iy+4-216)
c Drawing the present location of mouse icon in white.
call move_to(ixp-169-4,iyp-216)
call draw_to(ixp-169+4,iyp-216)
call move_to(ixp-169,iyp-4-216)
call draw_to(ixp-169,iyp+4-216)
c call set_mode(0)
if(ix.le.569.and.ix.ge.169.and.iy.ge.216.and.iy.le.366)then
c Convert the screen coordinate, ix and iy, into screen coordinate, ixx and iyy.
ixx=ix-169
iyy=iy-216
c Convert iyy into data value (magnitude).
tdatay=ymax1-((150-iyy)*(ymax1-ymin1))/150.
call trun_data(tdatay,sdata)
call set_colors(10,8)
call set_window(18,25,88,6)
call move_to(4,17)
call write_graphics(sdata)
c Convert ixx into normalized frequency or sample number.
tdatax=xmax1-((400-ixx)*(xmax1-xmin1))/400.
write(sdata,(f8.5)) tdatax
call set_window(18,47,88,28)
call move_to(4,17)
call write_graphics(sdata)
else
call mouse_on
call set_mode(0)
call set_colors(15,0)
call set_window(169,216,569,366)
call move_to(ixp-169-4,iyp-216)
call draw_to(ixp-169+4,iyp-216)
call move_to(ixp-169,iyp-4-216)
call draw_to(ixp-169,iyp+4-216)
c Store the present mouse location into ixp and iyp.
ixp=ix
iyp=iy
End Loop
5.3.3 Zooming and Grid Commands

The grids of both graph windows can be enabled or disabled by clicking the button Grid under the panel Option. If the grids are shown on the graph windows, clicking the button will disable the grids. If the grids are not shown on the graph windows, clicking the button will enable the grids.

The software also has the function of zooming so that the pass-band, transition-band and stop-band can be zoomed to display clearly. Zooming uses the subroutine, SET_WINDOW_MOUSE in VGAWAT, to define the area that needs to be enlarged. The subroutine has already been discussed in section 4.3.3. The horizontal coordinates of the starting and ending points of the rectangular graphics window will first convert from the screen coordinates to appropriate window coordinates. Then, the window coordinates will convert to horizontal data values, normalized frequency or sample number. The closest index numbers of array DATA1 or DATA2 that represent those normalized frequency or sample number will be searched. The graph will be plotted according to the range of the index numbers in DATA1 or DATA2. Fig. 5.7 shows the zooming feature of the software. Zooming can be performed in either of the two 2-D graph windows. The whole set of data values can be plotted again by using the mouse to wrap around the whole graph window.

![Fig. 5.7: Zooming Feature in the 2-D Graph](image-url)
5.3.4 Plot of dB in Frequency Response

It is necessary to plot the magnitude of the frequency response in the logarithmic graph using equation $\text{dB} = -20 \log_{10}(\text{Magnitude})$. When the button Log which is located at the top right corner of the top graph window is clicked, the graph window will plot the dB of the current frequency response and the button will be highlighted. The logarithmic graph can also perform those features as discussed in section 5.4.3 and 5.4.4. Fig. 5.8 shows an example of logarithmic graph. Remaining analyses will not enable the Log button.

![Fig. 5.8: Plot of dB in Frequency Response](image)

5.3.5 Changing of Multiplier Value in the Analysis of Coefficient Sensitivity

Normally, there is more than one multiplier in digital network. It is necessary to create a feature so that coefficient sensitivity of each multiplier in digital network can be plotted on the graph window. Fig. 5.9 shows the top graph window that coefficient sensitivity of multiplier is plotted. There is a dialogue box which shows the multiplier value of the current graph of coefficient sensitivity. By clicking the up or down arrow beside the dialogue box, the rest of the coefficient sensitivity of multipliers can be plotted and the related multiplier value will display on the dialogue box. Orders of multiplier values to be plotted depend on the orders of multiplier values that are listed in the common netlist.
5.4 Plotting of 3-D Graph

All five types of analyses in 2-D and 3-D digital network will be using 3-D graph to plot the output. For plotting the output computed from 2-D digital network, two of the axes in 3-D graph represent two of the frequency axes in 2-D digital network and the third axis represents the magnitude of the response. Since there is one more frequency axis in 3-D digital network, the third frequency axis has to be fixed in order to plot the analysis output on 3-D graph window. Dimensions of the 3-D graph are $201 \times 201 \times 141$ pixels along the $f_1$, $f_2$ and magnitude axis, respectively. It is capable of plotting up to 101 by 101 data values on the screen.

5.4.1 Plot of Data from 2-D Digital Network

The analysis output is stored in two-dimensional array INPUT. The maximum and minimum values will be searched from the array INPUT. Total number of data along two frequency axes can be found in the unique netlist file. The initial position of those three axes in the 3-D graph projecting onto the 2-D window are: $f_1$ along the horizontal axis, $f_2$ perpendicular to the screen and the magnitude along the vertical axis. The origin is located at the middle of the 2-D graph window. This cannot view all three axes on the 2-D graph window. It is necessary to rotate all three axes in order to get the isometric view. The position of the graph can be set to an isometric view by calling the subroutine, SET_POSITION($25, -45$) with 25 represents the degree of elevation and -45 represents
the degree of rotation, with the following source codes:

```c
subroutine set_position(i,j)

    assigned new angle of rotation and elevation.
    elevation = i
    rotation = j

    Rotate the x-y plane.
    call set_identity
    call set_origin(0,0,0.)
    call set_projection(0.0)
    call set_zoom(306,273,1.0,1)
    call set_scale(1.2,1.2,1.2)
    call set_rotate_z(1.*(j+45.)+180.)
    call set_rotate_x(-45.)
    call set_rotate_y(35.)
    call set_rotate_z(30.)

    The angle of elevation.
    call set_rotate_x(1.*(i-37.))

    return
end
```

Subroutines related to 3-D drawing have been discussed in section 3.3.5. In 3-D graph, the pixel can be in any real numbers and the origin is in the middle of the 3-D graph so that the graph is plotted in both positive and negative side along each axis. In f1 and f2 axes, both maximum pixel numbers are 100 and both minimum pixel numbers are -100. In the magnitude axis, the maximum pixel number is 70 and the minimum is -70. Data values of the output can be converted into pixel numbers using equation, 

\[ 70 - \frac{140 \cdot (z_{max} - \text{input})}{z_{max} - z_{min}} \]

where input is the data to be converted, and z_{max} and z_{min} are the maximum and minimum data values, respectively. The normalized frequencies, f1 and f2, in 2-D or 3-D digital network are plotted from -0.5 to 0.5. Index numbers of both dimensions in the array INPUT can be converted into pixel numbers using equation, 

\[ 100 - \frac{200 \cdot (n_{x2} - i)}{n_{x2} - n_{x1}} \]

where i is the index number in either of the dimension, and n_{x2} and n_{x1} are 0.5 and -0.5 in both dimensions. 3-D graph is plotted on 2-D screen using the following source codes:
do i=nx1,nx2
  do j=ny1,ny2-1
    call move_to_3d(100.-(200.*(nx2-i))/(nx2-nx1),
    * 100.-((200.* (ny2-j))/(ny2-ny1),
    * 70.-((140.* (zmax-input(j,i)))/(zmax-zmin))
    call draw_to_3d(100.-((200.* (nx2-i))/(nx2-nx1),
    * 100.-((200. *(ny2-j))/(ny2-ny1),
    * 70.-((140.* (zmax-input(j+1,i)))/(zmax-zmin))
  end do
end do

do j=ny1,ny2
  do i=nx1,nx2-1
    call move_to_3d(100.-((200.* (nx2-i))/(nx2-nx1),
    * 100.-((200. *(ny2-j))/(ny2-ny1),
    * 70.-((140.* (zmax-input(i,j)))/(zmax-zmin))
    call draw_to_3d(100.-((200.* (nx2-(i+1)))/(nx2-nx1),
    * 100.-((200. *(ny2-j))/(ny2-ny1),
    * 70.-((140.* (zmax-input(j,i+1)))/(zmax-zmin))
  end do
end do

The 3-D graph is plotted by the following procedures:

1. set row=1, and column=1.
2. Join the data values along the row in the array INPUT.
3. Increase the column number by one.
4. Repeat procedures 2 and 3 until the column number reaches the maximum number of column in the array.
5. set row=1, and column=1.
6. Join the data values along the column in the array, INPUT.
7. Increase the row number by one.
8. Repeat procedures 6 and 7 until the row number reached the maximum number of row in the array.

Fig. 5.10 shows an example of plotting a 3-D graph on 2-D graph window.
5.4.2 Plot of Data from 3-D Digital Network

The procedure of plotting an analysis output from a 3-D digital network is the same as mentioned in section 5.5.1. The only difference is the format of storing data values into the two-dimensional array INPUT. Since there is one more frequency axis f3 in 3-D digital network, n two-dimensional output data are stored in the file DATA.DAT, where n is the total number of points in the third frequency axis that starts from -0.495 to 0.495. When one of the analysis is selected, the first graph displayed on the screen is the two-dimensional output data at f3=-0.495. Source codes of how to retrieve output data from the file DATA.DAT into the array INPUT are shown as follows:

```plaintext
if(sim.eq.'dsm')then
    open(4,file='data.dat',err=650,status='old',
         access='direct',form='formatted',reci=60)
    goto 660
else if(sim.eq.'fcs')then
    open(4,file='data.dat',err=650,status='old',
         access='direct',form='formatted',reci=10)
```

Fig. 5.10: Example of the 3-D Plot
goto 660
else
    open(4, file='data.dat', err=650, status='old',
        access='direct', form='formatted', recl=40)
* 
goto 660
end if
nrec=1
do i=1,nf1
do j=1,nf2
    if(sim.eq.'dsm') then
        read(4,1010, rec=nrec) input(i,j)
        nrec=nrec+1
    else if(sim.eq.'fcs') then
        read(4,1010, rec=nrec) input(i,j)
        nrec=nrec+jk
    else
        read(4,1000, rec=nrec) input(i,j)
        nrec=nrec+1
    end if
end do
end do
close(4)

1000    format(2x, e14.7)
1010    format(e10.4)

From the source codes, 'dsm' represents the analysis of the group delay and slope of magnitude response, 'fcs' represents the analysis of the first order coefficient sensitivity, jk represents the total number of multiplier in the network, and nf1 and nf2 represent the total number of points along f1 and f2 axis, respectively.

The third frequency axis f3 can be moved to another frequency between -0.495 to 0.495 by changing the starting record of the record specifier, nrec, in the READ statement as follows:

\[ \text{nrec} = \text{nrec} \times \text{ntot1} \times \text{ntot2} + 1 \]

where ntot1 and ntot2 are the total number of points in f1 and f2, respectively. f3 is set to -0.495 when nrec is set to 0, and f3 is set to 0.495 when nrec is set to n, where n is the total number of points along f3. The third frequency axis f3 can be changed by
clicking the up or down arrow as shown in Fig. 5.11, and the frequency value will be displayed on the dialogue box.

Fig. 5.11: Example of the Analysis of 3-D Digital Network

5.4.3 Adjusting rotation and elevation angles

The subroutine SET_POSITION(IELE,IRO), as mentioned in section 5.5.1, can be used for adjusting the elevation and rotation angle of the existing 3-D graph. 'TELE' represents the elevation angle which rotates about the x-y plane, and 'IRO' represents the rotation angle which rotates about the magnitude axis. Fig. 5.12 shows the directions of rotation in positive or negative angles with its rotation axis. The default angle of rotation and elevation are -45 and 25, respectively. They can be increased or decreased by clicking the up or down arrow beside the dialogue boxes located at the bottom in Fig. 5.12. The angle will increase or decrease by an interval of one. It also allows us to input both angles using keyboard. When the mouse is clicked within one of the dialogue boxes, the numerical value of angle of rotation or elevation can be input using the keyboard. The updated angle of rotation or elevation will be displayed on the dialogue boxes. However, it will only take effect when Plot button is pressed.
5.4.4 Zooming and Grid Commands

Any 3-D graph can be zoomed to the ranges by setting beginning and ending frequency values in f1 and f2 frequency axes or sample values in n1 and n2 sample number axes. When the *Zoom* button is clicked, the window as shown in Fig. 5.13 is used to enter ranges. Then, the values of the frequency range or sample number range will be converted to the closest range of index numbers in the array INPUT. Updated 3-D graph will then be drawn on the screen. In Fig. 5.13, both ranges in f1 and f2 are set from 0 to 0.5.

Fig. 5.14 shows the frequency response with both f1 and f2 are set to the range of 0 to
0.5. The original graph of Fig. 5.14 was shown in Fig. 5.10 with the range of -0.5 to 0.5 in both frequency axes.

Grids and scales in 3-D graph can be made disable or enable when the *Grid* button, which is also used for 2-D graph, is clicked. Grids and scales are shown in Fig. 5.14. The scale on each axis will be displayed in different colors. Each colors represents different axis and their legends are displayed in the panel which is located at the bottom right corner of the software.

![3-D Graph with Grid Enable](image)

Fig. 5.14 : 3-D Graph with Grid Enable

**5.4.5 Displaying different 3-D graph in the same analysis**

In the analysis of frequency response, and group delay and slope of magnitude response, there are more than one graph to be used for analysis. Since only one graph is allowed to plot on the screen at one time, the buttons bar, which is located at the right of the software, will be used to select another graph in the same analysis when 2-D or 3-D digital network is selected.
When the analysis of frequency response is selected in both 2-D or 3-D digital network, the buttons, Log, Mag., Phase, will be enabled with the command names on the button changed to black color. The first graph to be displayed is the magnitude in the frequency response and the button Mag. will be highlighted. The dB of magnitude or phase response can be displayed by pressing the button, Log or Phase, respectively.

In 2-D digital network, the group delay and slope of magnitude response are plotted with respect to the frequency axis of f1 or f2. Therefore, the buttons, f1, f2, Group and Slope, will be enabled. The first graph to be displayed is the group delay with respect to f1, and the buttons, f1 and Group, will be highlighted. The rest of the graphs in this analysis can be displayed by pressing the buttons as shown in Table 5.3. Only one of the buttons in f1 and f2 or Group and Slope can be selected at one time. The same techniques can be used in 3-D digital network except that one more frequency axis, f3, will be added.

<table>
<thead>
<tr>
<th>Button</th>
<th>Button</th>
<th>Type of Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>f1</td>
<td>Group</td>
<td>Group Delay with respect to f1</td>
</tr>
<tr>
<td>f2</td>
<td>Group</td>
<td>Group Delay with respect to f2</td>
</tr>
<tr>
<td>f1</td>
<td>Slope</td>
<td>Slope of Magnitude Response with respect to f1</td>
</tr>
<tr>
<td>f2</td>
<td>Slope</td>
<td>Slope of Magnitude Response with respect to f2</td>
</tr>
</tbody>
</table>

Table 5.3: Buttons Pressed and its Representation in the Analysis of Group Delay and Slope of Magnitude Response of 2-D Digital Network

Remaining analyses will not enable the buttons in the buttons bar. However, plot of different multiplier values of the analysis of coefficient sensitivity in both 2-D and 3-D digital networks employ the same method as mentioned in section 5.4.5.

5.5 Summary

The software is able to analyze five different analyses in 1-D, 2-D and 3-D digital networks. The types of analyses include: frequency response, group delay and slope of magnitude response, noise, first order coefficient sensitivity and impulse response. Source codes of each individual analysis are pre-compiled with a total of 14 modules to be
employed by the software except for the noise analysis in 3-D digital network.

Input parameters, such as dimension of digital network, common netlist filename and unique netlist filename, are collected and saved to a file \textit{TEMPI}. The software then run the selected module that read the input parameters from the file \textit{TEMPI}. The computed output data will store in the file \textit{DATA.DAT}. The software will then plot the graph by retrieving data values from the file \textit{DATA.DAT}. 2-D graph will be used to plot output in 1-D digital network, and 3-D graph will be used to plot the output in 2-D and 3-D digital network.

In 2-D graph, zooming can be performed using mouse to select the area to be zoomed. The grids can be disabled or enabled by pressing \textit{Grid} button. The dB of the magnitude response can be plotted by pressing \textit{Log} button. The coefficient sensitivity in different multiplier value can be plotted by pressing the up or down arrow located at the top of the top graph window.

In 3-D graph, the difference between 2-D and 3-D digital networks is the 3-D digital network has one more frequency axis, \( f_3 \). The frequency \( f_3 \) can be increased or decreased by pressing the up or down arrow located at the middle right of the software. Zooming can be performed by setting the range in the frequency axes, \( f_1 \) and \( f_2 \), in both 2-D and 3-D digital networks. The grids and scales can be disabled or enabled by pressing \textit{Grid} button. The 3-D graph can be rotated by adjusting the angle of rotation and angle of elevation located at the bottom of the software. The plot of other available graphs in the same analysis can be performed by choosing appropriate buttons in the buttons bar located at the right of the software except for the analysis of coefficient sensitivity. The coefficient sensitivity in different multiplier value can be plotted by pressing the up or down arrow located at the top of the graph window.
6.1 Summary and Conclusion

In this thesis, a graphic package for the purpose of analyzing 1-D, 2-D and 3-D digital networks has been developed. The package includes the schematic drawing of signal flow graph and analysis of its characteristics.

Both softwares are written under WATFOR-77 programming language with the use of VGAWAT graphics library in order to develop a graphical user interface environment. VGAWAT contains 58 graphics routines that are only capable to perform simple graphics functions, such as mouse handling, 3-D drawing, coloring, creating window, drawing lines and so on. Software mechanism, such as button shadow, button pressed, button highlight, pull-down menu and scrollbar, have to be developed by using those simple graphics functions.

Signal flow graph schematic drawing software was first used to design the structure of 1-D, 2-D or 3-D digital network. Elements used to construct a digital network include: adder, delay and multiplier. External input that was injected into the network is represented by an input pin and the network output is represented by an output pin. Lines are used to connect elements together. When an output of one element is connected to more than one element's input, an extension node is automatically created. It can have
one input branch and multiple output branches. The software is capable of constructing a digital network with 500 elements, 1500 lines and 100 cells. The features of the software include: file handling of graph and cell, cell structure creation, editing multiplier values, modification of graph or cell structure, changing view window appearance and on-line help. Signal flow graph can be saved to or retrieved from a file using file manager. Any structure that is drawn on the working window can be saved as a cell. It can be retrieved and placed on the screen with the internal structure hidden and only the boundary, input and output lines shown. The internal structure can also be made visible or invisible. Multiplier values can be altered when the specific multiplier element is selected. It also shows the current multiplier value of the selected multiplier. Modification of the graph or cell structure includes: rotate, delete, move and paste commands. Note that all the necessary elements, lines or cells have to be selected first. Structure on the view window can be zoomed in or zoomed out. View window can also be moved up, down, left or right. Foreground and background colors of the view window can be changed to any color within those 16 colors in VGA/WAT. User menu of SFG schematic drawing software can be found in Appendix B.

The SFG, that currently displayed on the screen, can be extracted into netlist and can be saved to a file for further analysis. The procedures of extracting the netlist will perform node numbering, node minimization and node renumbering in order to create a computable transmittance matrix with minimum number of nodes. The format of the transmittance matrix is especially for the use of simplified matrix representation method. There are two different netlists, common netlist and unique netlist, that stored the numerical information of the digital network. Common netlist includes: total number of delay nodes in 1-D, 2-D and 3-D, total number of signal nodes, signal node number that network output is extracted, total number of non-zero elements in the transmittance matrix, and transmittance matrix. The unique netlist stores the information which depends on the type of analysis. The format of common netlist and unique netlist can be found in Appendix A.

Digital network analysis software utilizes the common netlist and unique netlist, that are...
created by the SFG schematic drawing software, to compute the output of five different types of analyses in 1-D, 2-D and 3-D digital networks. Types of analyses include: frequency response analysis, group delay and slope of magnitude response analysis, noise analysis, first order coefficient sensitivity analysis and impulse response analysis. Source codes of each individual analysis program are pre-compiled into individual modules and to be employed by the software.

Input parameters, such as dimension of the digital network, common netlist filename and unique netlist filename, are collected and saved to a file TEMP1. The software then run the selected module which input parameters is read from the file TEMP1. The computed output data will be stored in the file DATA.DAT. The software will then plot the graph by retrieving the data values from the file DATA.DAT. 2-D graph will be used to plot the output in 1-D digital network with the maximum data points of 1001 and 3-D graph will be used to plot the output in 2-D and 3-D digital networks with the maximum data points of 101 by 101.

In 2-D graph, zooming can be performed using the mouse to select the area to be zoomed. The grids can be disabled or enabled by pressing the Grid button. The dB of the magnitude response can be plotted by pressing the Log button. The coefficient sensitivity in different multiplier value can be plotted by pressing the up or down arrow which is located at the top of the top graph window.

In 3-D graph, the difference between 2-D and 3-D digital networks is the 3-D digital network has one more frequency axis, f3. Frequency axis, f3, can be increased or decreased by pressing the up or down arrow which is located at the middle right of the software. Zooming can be performed by setting the ranges in the frequency axes, f1 and f2, in both 2-D and 3-D digital networks. Grids and scales can be disabled or enabled by pressing the Grid button. 3-D graph can be rotated by adjusting the angle of rotation and angle of elevation. The plot of other available graphs in the same analysis can be performed by choosing the appropriate buttons in the buttons bar located at the right of the software except for the analysis of coefficient sensitivity. The coefficient sensitivity
in different multiplier value can be plotted by pressing the up or down arrow which is located at the top of the graph window. User menu of digital network analysis software can be found in Appendix C.

Examples of designing 1-D, 2-D and 3-D digital networks can be found in Appendix D, E and F, respectively. Number of statement lines in schematic drawing software and digital network analysis software are 9226 and 3521, respectively. Source codes of both software are so large that they will not be printed in this thesis.

6.2 Future Work

Results show that WATFOR-77 programming language and VGAWAT graphics library were adequate to develop graphical user interface software. However, WATFOR-77 executes the program using the base memory in PC only. This leads to the limitation of defining huge arrays. In other words, number of nodes defining in the signal flow graph are limited. This is significant when executing the analysis modules. They require storing the whole transmittance matrix into a two dimensional array in order to perform calculation. As mentioned in chapter 2, transmittance matrix is usually sparse. It is necessary to develop an algorithm to compute the analysis output without storing the entire transmittance matrix into array. Another approach may compile the analysis programs with a 32-bits compiler so that extended memory can be used. However, the compatibility of a 16-bits and 32-bits compiler needs to be investigated.

Another problem is to get a hard copy of signal flow graphs and output graphs. WATFOR-77 and VGAWAT do not have a function to print graphics. Two possible techniques may be used to print graphics. First of all, graphics contents may be grabbed from the screen into a picture format file and printed by any word-processor which accept that picture format. In this method, the software itself cannot directly print the graphics contents. Secondly, graphics contents may be programmed as a printer readable format by using POSTSCRIPT page description language. The POSTSCRIPT language is a programming language designed to convey a description of virtually any desired page to
a printer [37]. However, it requires a printer which accepts POSTSCRIPT programs.
References


Appendix A

Symbols and Formats of Common Netlist and Unique Netlist

A1.1 Symbols on 1-D Digital Networks

N        Number of delay nodes.
M        Number of signal nodes.
L        Number of delay and signal Nodes.
IP       Node number of external input.
LP       Node number of network output.
NNZ      Number of nonzero elements in entire STUV matrix.
NTP      Number of points to be evaluated in Impulse Response Analysis.
NF/NFP   Number of frequency points to be evaluated from 0 to 0.5 along the normalized frequency.
IN(I)    Row number of a nonzero element of entire STUV matrix.
JN(I)    Column number of a nonzero element of entire STUV matrix.
VAL(I)   Numerical value of the IN(I) row and JN(I) column element of entire STUV matrix.
JK       Number of nonzero and non-unity coefficients.
JY(I)    Node number immediately before a nonzero and non-unity coefficients. If the

1Refer to references [9][38]
node number happens to be a delay node number, the node number of an equivalent signal node has to be used.

KY(I)  Node number immediately after a nonzero and non-unity coefficient.
ACC  Percentage improvement bound of noise variance analysis.
INFP  Initial number of frequency points in Noise Analysis.
NB  Power of 2 (i.e. $2^{-\text{NB}}$) representing the quantization step of coefficients.

A1.2 Common Netlist of 1-D Digital Network

\[
\begin{array}{llll}
N & M & L & LP \\
\text{IN(1)} & \text{JN(1)} & \text{VAL(1)} \\
. & . & . \\
. & . & . \\
. & . & . \\
\text{IN(\text{NNZ})} & \text{JN(\text{NNZ})} & \text{VAL(\text{NNZ})} \\
\end{array}
\]

A1.3 Unique Netlist of 1-D Digital Network

Frequency Response

IP  NF

Group Delay and Slope of Magnitude Response

IP  NF

First Order Coefficient Sensitivity

IP  NF  JK

JY(I)  KY(I)
.
.
JY(JK)  KY(JK)
Noise Analysis

JK   INFP   ACC   NB
KY(1)
   .
   .
KY(JK)

Impulse Response

IP   NTP

A2.1 Symbols on 2-D Digital Network

N1   Number of delay nodes of first kind.
N2   Number of delay nodes of second kind.
M    Number of signal nodes.
L    Number of delay and signal nodes.
IP   Node of external input.
LP   Node number of network output.
NNZ  Number of nonzero elements in entire STUV matrix.
NTP1 Number of points to be evaluated along the first discrete time axis in Impulse Response Analysis.
NTP2 Number of points to be evaluated along the second discrete time axis in Impulse Response Analysis.
NF/NFP Number of frequency points to be evaluated from -0.5 to 0.5 along the two normalized frequency axes.
IN(I) Row number of a non-zero element of entire STUV matrix.
JN(I) Column number of a nonzero element of entire STUV matrix.
VAL(I) Numerical value of the IN(I) row and JN(I) column element of entire STUV matrix.
JK    Number of nonzero and non-unity coefficients.
JY(I) Node number immediately before a nonzero and non-unity coefficients. If the node number happens to be a delay node number, the node number of an equivalent signal node has to be used.

KY(I) Node number immediately after a nonzero and non-unity coefficients.

ACC Percentage improvement bound of noise variance analysis.

INFP Initial number of frequency points in Noise Analysis.

NB Power of 2 (i.e. 2^N) representing the quantization step of coefficients.

A2.2 Common Netlist of 2-D Digital Network

<table>
<thead>
<tr>
<th>N1</th>
<th>N2</th>
<th>M</th>
<th>L</th>
<th>LP</th>
<th>NNZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>IN(1)</td>
<td>JN(1)</td>
<td>VAL(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IN(NNZ)</td>
<td>JN(NNZ)</td>
<td>VAL(NNZ)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A2.3 Unique Netlist of 2-D Digital Network

Frequency Response

| IP | NFP |

Group Delay and Slope of Magnitude Response

| IP | NFP |

First Order Coefficient Sensitivity

<table>
<thead>
<tr>
<th>IP</th>
<th>NF</th>
<th>JK</th>
</tr>
</thead>
<tbody>
<tr>
<td>JY(1)</td>
<td>KY(1)</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td></td>
</tr>
<tr>
<td>JY(JK)</td>
<td>KY(JK)</td>
<td></td>
</tr>
</tbody>
</table>
Noise Analysis

JK    INFP    ACC    NB
KY(1)
.
.
KY(JK)

Impulse Response

IP    NTP1    NTP2

A3.1 Symbols on 3-D Digital Network

N1    Number of delay nodes of first kind.
N2    Number of delay nodes of second kind.
N3    Number of delay nodes of third kind.
M     Number of signal nodes.
L     Number of delay and signal nodes.
IP    Node of external input.
LP    Node number of network output.
NNZ   Number of nonzero elements in entire STUV matrix.
NTP1  Number of points to be evaluated along the first discrete time axis in Impulse Response Analysis.
NTP2  Number of points to be evaluated along the second discrete time axis in Impulse Response Analysis.
NTP3  Number of points to be evaluated along the third discrete time axis in Impulse Response Analysis.
NF/NFP Number of frequency points to be evaluated from -0.5 to 0.5 along the three normalized frequency axes.
IN(I)  Row number of a non-zero element of entire STUV matrix.
JN(I)  Column number of a nonzero element of entire STUV matrix.
VAL(I)  Numerical value of the IN(I) row and JN(I) column element of entire STUV matrix.

JK  Number of nonzero and non-unity coefficients.

JY(I)  Node number immediately before a nonzero and non-unity coefficients. If the node number happens to be a delay node number, the node number of an equivalent signal node has to be used.

KY(I)  Node number immediately after a nonzero and non-unity coefficients.

ACC  Percentage improvement bound of noise variance analysis.

INFP  Initial number of frequency points in Noise Analysis.

NB  Power of 2 ( i.e. $2^{NB}$ ) representing the quantization step of coefficients.

**A3.2 Common Netlist of 3-D Digital Network**

<table>
<thead>
<tr>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>M</th>
<th>L</th>
<th>LP</th>
<th>NNZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>IN(1)</td>
<td>JN(1)</td>
<td>VAL(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IN(NNZ)</td>
<td>JN(NNZ)</td>
<td>VAL(NNZ)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**A3.3 Unique Netlist of 3-D Digital Network**

**Frequency Response**

IP  NFP

**Group Delay and Slope of Magnitude Response**

IP  NFP
First Order Coefficient Sensitivity

IP    NF    JK
JY(1)  KY(1)
.      .
.      .
JY(JK)  KY(JK)

Noise Analysis

JK    INFP    ACC    NB
KY(1)
.      .
.      .
KY(JK)

Impulse Response

IP    NTP1    NTP2    NTP3
Appendix B

User Manual of Signal Flow Graph
Schematic Drawing Software

DIGITAL NETWORK ANALYSIS AUTOMATION
(Signal Flow Graph)
Version 1.0

User Manual

System Specification
***************

i. Computer Type: IBM AT or compatible.

ii. System: 80386 with math co-processor or higher.

iii. Video Adapter: Video Graphics Array or higher.

iv. Keyboard Type: IBM Enhanced (101- or 102-key) keyboard.

V. Mouse Type: Microsoft compatible mouse.

Note: Mouse must be installed in order to use the software properly. A harddrive called c: must be installed.
The software will use the base memory (640K RAM).

Compile the program
***************

The DNAA has total of 13 programs which are written in WATFOR and
its VGA\textsc{wat} graphics library.

1. FLOW.FOR
2. EXT.FOR
3. DRAW\_E.FOR
4. DCELL2.FOR
5. MULVAL.FOR
6. MENU2.FOR
7. SUBMEN2.FOR
8. DATAIO.FOR
9. CDATA.FOR
10. LINE.FOR
11. SELECT2.FOR
12. CELLB.FOR
13. EXDOS.FOR

A \textsc{watfor} compiler called 'WATCOMP.EXE'.

Add a command line into the 'autoexec.bat' file:

\begin{verbatim}
set library=c:\watfor\watfor;c:\watfor\vgawat2;
\end{verbatim}

There is one on-line help file called 'HELP.HLP' and one logo file called 'LOGO.BLK'. In order to compile the programs, you have to include all the files in the same directory. At the prompt, type 'WATCOMP/EXE FLOW.FOR'. An execution file called 'FLOW.EXE' and a list file called 'FLOW.LST' will be produced. You can type 'FLOW' at the prompt in order to run the software. Note that the file 'HELP.HLP' and 'LOGO.BLK' should exist in the same directory of 'FLOW.EXE'.

After you run the software, some files will be created automatically when you click the menu or using file manager. Those files will be used internally by the software and will be stored into your c: drive root directory. The following is the files that will be created.

These files will be used for file manager.
1. JUNK.TXT
2. FILE.TXT
3. DIR.TXT
4. END.TXT

These files will be used for storing the block that was
hidden by the menus or windows.

1. ~TEMP.BLK
2. ~TMP2.BLK
3. ~TMP3.BLK
4. ~TMP4.BLK
5. ~TMP5.BLK
6. ~TMP6.BLK
7. ~TMP7.BLK

A function key (F1) can use to access the on-line help.

About This Software

***************

To construct a 1-D, 2-D or 3-D digital network by using adder, delay and multiplier which is simply called signal flow graph. The software can extract the graphical representation of a digital network into netlist which can be used for design and simulation.

Vertical Elements Icon Bar

***************

The Icon Bar is locate at the left side of the screen.

Using the left mouse button to click on the element in the Icon Bar that you want to drop on the working window, then a symbol of that element will follow your mouse location. Move the mouse to the working window and click the left button once. An element will then drop on the location that you want.

For the connecting lines, first click on the left mouse button that will locate the beginning point. Then move the mouse to the end point location and click on the left button again. The continues lines can be drawn by click on the left mouse button to locate the end point.

When finished drawing, you can click on the right button to deselect an element or line.
ScrollBar
**********

There is one horizontal scrollbar and vertical scrollbar. Use the left button to click on the arrows, the graph will move left, right, up and down according to which arrow you are pressing. You can also drag the button between the arrows of the vertical scrollbar or horizontal scrollbar to any location between the tracks, so that it can make faster movement of the view window.

Redraw Button
**************

The button is located at the right side of the screen and right under the main menu. Click the left button once at the redraw button. This will redraw the whole working window.

Grid Button
*************

The button is locate at the right side of the screen and right beside the redraw button. Click the left button once to enable the grid line if the current grid line is disable. Click the left button once to disable the grid line if the current grid line is enable.

Select
*****

Function Key : Alt+S

When performing delete, editing coefficient, rotate an element, look inside a cell, hide the inside element of a cell, move a group of elements and lines and paste a group of elements and lines, you have to use this function to select specific elements or lines first.

Using the left mouse button to click on the specific elements, lines or cells. You can select more than one element, line or cell. The selected elements, lines or cells will change to green color. You can only using select within the view window.


Using the right mouse button to deselect a selected element, line or cell.

Select Area
******

Function Key : Alt+A

Same as select, but you can select a group of elements, lines or cells. Click on the left button to to locate one corner. Further movement of the mouse results in a "rubber band" rectangular box moving over the graphics display area. Click on the left button again, and the elements, lines or cells that within the rectangle will be selected and change to green color.

You cannot deselect a selected element, line or cell by using "Select Area" function. But you can use the "Select" function to deselect an element, line or cell.

Delete
******

Function Key : Alt+D

Delete the selected elements, lines or cells.

Coefficient
************

Function Key : Alt+C

Editing the coefficients that you have selected. A small window will be shown on the lower left corner. If you have assigned a value, the value will show on the top of the small window. When you don't want to change the value, press <enter> and it will go to another selected multiplier. If you want to change it, you can type the new value at the dialogue box which is locate at the bottom of the small window and press <enter>. It also restrict you to type the numeric key only.

You can also change the coefficients of a cell by doing the same thing as above.
Rotate
******

A sub-menu will show beside the command “Rotate”. It allows you to rotate the selected elements at a counter-clockwise direction of 90, 180, and 270 degrees. Click on the left button to select the specific angle.

Move To
******

Function Key: Alt+M

Move a group of the selected elements, lines or cells to a specific location. You can only move within the view window. Click on the left button at the command “Move To”, and the whole group of the selected elements, lines or cells will follow your mouse location. Click on the left button again when the desired position is fixed.

The original position of the group of elements, lines and cells will be removed.

Use the right mouse button to cancel the command.

Paste To
******

Function Key: Alt+P

Paste a group of selected elements, lines or cells to a specific location. You can only paste within the view window. Click on the left button at the command “Move To”, and the whole group of the selected elements, lines or cells will follow your mouse location. Click on the left button again when the desired position is fixed.

The original position of the group of elements, lines and cells will be retained.

Use the right mouse button to cancel the function.
Look Inside Cell

***************

Function Key : Alt+L

Look what inside a selected cell. Click on the left button at the command "Look Inside Cell".

Hide Inside Cell

***************

Function Key : Alt+H

Hide the inside elements and lines of a cell when the inside elements and lines are appeared on the screen. Click on the left button at the command "Hide Inside Cell".

Grid On/Off

***************

Function Key : Alt+G

Click the left button once to enable the grid line if the current grid line is disable. Click the left button once to disable the grid line if the current grid line is enable.

Load Graph

***************

A file manager will show on the screen. It can access up to D: drive. Directory will have a symbol "< >", click the left button at the specific directory. Then it will change to that directory. If you find the right file, click on that file using the left button and click on "O.K.". You can also type the filename at the dialogue box and press <enter>. You are also allow to use wildcards. Click on the dialog box locate at the top and type any wildcards to filter the filename and press <enter>. Press "Cancel" or press <Esc> to quit the file manager.

Load a graph on to the screen and the existing graph will be lost.
Save Graph
**********

Save a graph to the file that you have already assigned.

Save as...
********

A file manager will show on the screen. It can access up to D: drive. Directory will have a symbol "< >", click the left button at the specific directory. Then it will change to that directory. If you find the right file, click on that file using the left button and click on "O.K.". You can also type the filename at the dialogue box and press <enter>. You are also allowed to use wildcards. Click on the dialog box locate at the top and type any wildcards to filter the filename and press <enter>. Press "Cancel" or press <Esc> to quit the file manager.

Save a graph to a new filename or to another filename.

Edit Cell
********

A file manager will show on the screen. It can access up to D: drive. Directory will have a symbol "< >", click the left button at the specific directory. Then it will change to that directory. If you find the right file, click on that file using the left button and click on "O.K.". You can also type the filename at the dialogue box and press <enter>. You are also allowed to use wildcards. Click on the dialog box locate at the top and type any wildcards to filter the filename and press <enter>. Press "Cancel" or press <Esc> to quit the file manager.

Load a cell from a file to the screen and change the architecture of the cell. Remember that you have to minimize the cell area by the minimization of the outer lines.

Get Cell
******

A file manager will show on the screen. It can access up to D: drive. Directory will have a symbol "< >", click the left
button at the specific directory. Then it will change to
that directory. If you find the right file, click on that
file using the left button and click on “O.K.”. You can also
type the filename at the dialogue box and press <enter>. You
are also allow to use wildcards. Click on the dialog box
locate at the top and type any wildcards to filter the
filename and press <enter>. Press “Cancel” or press <Esc> to
quit the file manager.

Get a cell from the file and the shape of the cell will
follow your mouse position. Click on the left button when the
desired position is fixed. Click on the right button to
cancel the function.

Save as Cell
**********

A file manager will show on the screen. It can access up to
D: drive. Directory will have a symbol “< >”, click the left
button at the specific directory. Then it will change to
that directory. If you find the right file, click on that
file using the left button and click on “O.K.”. You can also
type the filename at the dialogue box and press <enter>. You
are also allow to use wildcards. Click on the dialog box
locate at the top and type any wildcards to filter the
filename and press <enter>. Press “Cancel” or press <Esc> to
quit the file manager.

After you finished editing an existing cell or a new cell,
you can save the cell to the file by using this command. You
have to use this command if you want to save it as a cell.

Exit
****

Function Key : Ctrl+X

A window will show on the screen. Click the “Yes” button or
press the “y” key to terminate the software or click the “No”
button or press the “n” key to ignore the quit.
C.E.C. (Connection Error Check)

Check the graph connection whether it is connected properly.
A window will show on the bottom of the screen. When any connection error occurred, an error message will show on the dialogue box of that window and the error element or line will change to green color. You can choose "Change" button to correct an error or choose "Proceed" button to continue the error check or choose "Cancel" to close the window and return to the graph.

Netlist

It will also perform the "Connection Error Check". When no error occurred, a netlist will be shown on the screen. You can use the scrollbar at the right to scroll up or down. When you press the 'Save' button, a file manager will shown the screen. You can save the common data file in any filename.

After you have saved the common data file, a choice panel will show on the screen. Click on the left mouse button to choose any five of the unique data file and you can choose more than one type. The unique data file will be saved as the same name of the common data file but with different extension.

1. Frequency Response - extension (.FRQ)
2. Group Delay & Slope of Mag. Resp. - extension (.DSM)
3. First Order Coefficient Sensitivity - extension (.FCS)
4. Noise - extension (.NOI)
5. Impulse Response - extension (.IMP)

Fill Window

Function Key: Alt+F

Normally, the size of the graph will be exceed the viewing window. This command will make a zoom out in order to view everything that you have drawn on the screen.
Zoom In
******

Function Key : Alt+1

Zoom in the graph.

Zoom Out
*******

Function Key : Alt+O

Zoom out the graph.

Set Colors
*******

A window will show on the screen. It allows you to change the foreground and background colors of the viewing window. Choose the desired color under the "background" and click on the left button. Then the specific color will be assigned. Doing the same thing under the "foreground". Press "O.K." or type <enter> to set the colors that you have changed. Press "Cancel" or press <Esc> to ignore the colors that you have changed.

Clear Window
**********

Function Key : Ctrl+C

A window will show on the screen. Click the "Yes" button or press the "y" key to clear the window or click the "No" button or press the "n" key to ignore the command. Remember that the existing graph will be lost.
Appendix C

User Manual of Digital Network Analysis Software

DIGITAL NETWORK DESIGN AUTOMATION
(Network Analysis)
Version 1.0

User Manual

System Specification
*********************

i. Computer Type: IBM AT or compatible.

ii. System: 80386 with math co-processor or higher.

iii. Video Adapter: Video Graphics Array or higher.

iv. Keyboard Type: IBM Enhanced (101- or 102-key) keyboard.

V. Mouse Type: Microsoft compatible mouse.

Note: Mouse must be installed in order to use the software properly. A harddrive called C: must be installed. The software will use the base memory (640K RAM).

Compile the program
*********************

The DNDA (Network Analysis) has total of 4 programs which are
written in WATFOR and its VGAWAT graphics library.

1. SFGGRA.FOR
2. 2DPLLOT.FOR
3. 3DPLLOT.FOR
4. EXT.FOR

There is also 15 executable files which are written in Fortran 77
and use for calculate the output of different analysis.

1-D digital network analysis:

1. FR1DPMR.EXE
2. G1DPMR.EXE
3. S1DPMR.EXE
4. N1DPMR.EXE
5. IR1D2.EXE

2-D digital network analysis:

1. FR2DPMR.EXE
2. G2DPMR.EXE
3. S2DPMR.EXE
4. N2DPMR.EXE
5. IR2D2.EXE

3-D digital network analysis:

1. FR3DPMR.EXE
2. G3DPMR.EXE
3. S3DPMR.EXE
4. *N3DPMR.EXE
5. IR3D2.EXE

*.file is not working yet.

A WATFOR compiler called ‘WATCOMP.EXE’.

Add a command line into the ‘autoexec.bat’ file:

set library=c:\watfor\watfor;c:\watfor\vgawat2;

In order to compile the programs, you have to include all the
files (include executable files and one ‘sfglogo.blk’ file) in
the same directory. At the prompt, type 'WATCOMP/EXE SFGGRA.FOR'. An execution file called 'SFGGRA.EXE' and a list file called 'SFGGRA.LST' will be produced. You can type 'SFGGRA' at the prompt in order to run the software.

After you run the software, some files will be created automatically when you click the menu or using file manager. Those files will be used internally by the software and will be stored into your c: drive root directory. The following is the files that will be created.

These files will be used for file manager.
1. JUNK.TXT
2. FILE.TXT
3. DIR.TXT
4. END.TXT

These files will be used for storing the block that was hidden by the menus or windows.

1. "TMP4.BLK
2. "TMP7.BLK

About This Software
*************************

This software will use the netlist created by the software "Digital Network Design Automation (Signal Flow Graph)" and analyse the 1-D, 2-D and 3-D digital networks with Frequency Response, Group Delay and Slope of Magnitude Response, First Order Coefficient Sensitivity, Noise and Impulse Response.

Input Parameters
*****************

Dimension : Select the box for 1-D, 2-D or 3-D digital network and click on the left mouse button.

Netlist : A file manager will display. Choose a common netlist file that was created by the software "DNDA (Signal Flow Graph)" and click on "O.K." or press <enter>. The dimension of the netlist file must be match with the dimension that you have chosen, otherwise, an error may occur.
Type of Analysis: An analysis choice window will display on the screen. Choose any one of the analysis:
1. Frequency Response
2. Group Delay and Slope of Magnitude Response
3. First Order Coefficient Sensitivity
4. Noise
5. Impulse Response
Then press "O.K." for the correct one or press "Cancel" to quit the analysis choice window.

Command
********

Run: Run the selected analysis with selected dimension of the digital network. The button will shaded when the calculation is in progress.

Quit: Quit the software and return to DOS. (Ctrl+X)

Options
******

Grid: Enable or Disable grid lines in 2-D graph.
Enable or Disable grid lines and numeric values in 3-D graph.

Save: Save the output data of the analysis.

2-D Graph Window
***************

The software can plot two graphs in the two different graph window at the same analysis. It can only plot the graph for the 1-D digital network.

Numerical Display
------------------

Move the mouse button within any of the two graph window, the relative numerical value will display at the message box under the "OPTION" panel.
Set Range

Within the graph window, click on the left mouse button to locate the beginning point. When moving the mouse, a rectangular shape will follow your mouse. Click on the left mouse button again, the graph will zoom to the area inside the rectangle. You can plot the whole range by setting the beginning point at the upper left corner and setting the end point at the bottom right corner. That means the rectangular shape will cover the whole graph window.

Logarithm Plot

At the Top graph window, Click on the "LOG" button to show the logarithm of the Magnitude Response in Frequency Response Analysis.

Coefficient Sensitivity Plot

When first order coefficient sensitivity analysis was selected, the top graph window will display the graph of the first coefficient according to your netlist. The coefficient value will display on the top of the graph window. Click on the left button at the arrow and select other coefficients. The graph will be updated according to the selected coefficient.

3-D Graph Window

Plot the graph of 2-D or 3-D digital network.

When 2-D digital network was selected, the software will display one graph window, buttons for the choice of graph in the same analysis at the right and rotation angle, elevation angle, set range button at the bottom.

When 3-D digital network was selected, the software has the same display as in 2-D digital network with addition of selecting third frequency axis (f3).

Common Commands for 2-D and 3-D digital network

Rotation and Elevation

There is two integer value at the bottom. They are the angle for rotation and elevation. Click on the left button at the arrow.
pointing up to increase the angle or click on the left button at the arrow pointing down to decrease the angle. You can also click on the left button at the box to input the angle using keyboard and press <enter>. After you have defined the rotation and elevation angle, click on the “Plot” button to update the graph.

"Zoom" button

This button will set the range of the 3-D graph. A window will display on the screen. There is four numeric input, two for the first frequency axis (f1) and two for the second frequency axis (f2). Input the range of f1 and f2, then the graph will update to range that you have already defined.

Choice of graph in 2-D digital network

************************************************************

Frequency Response

The graph window will display the magnitude response when you press "Run" and the "Mag." button will high-lite at the choice of graph panel at the right. You can select "Log" or "Phase" at the choice of graph panel and the graph window will be updated.

Group Delay and Slope of Magnitude Response

The graph will display the group delay with respect to f1 when you press "Run", the "Group" button and "f1" button will high-lite at the choice of graph panel.

Button pressed:
Group and f1 : Group Delay with respect to f1
Slope and f1 : Slope of Magnitude with respect to f1
Group and f2 : Group Delay with respect to f2
Slope and f2 : Slope of Magnitude with respect to f2

First Order Coefficient Sensitivity

The graph window will display the graph of the first coefficient according to your netlist. The coefficient value will display on the top of the graph window. Click on the left button at the arrow and select other coefficients. The graph will be updated according
to the selected coefficient.

Choice of graph in 3-D digital network

In 3-D digital network, there is three frequency axis to be plot. In 3-D graph, it can only show two of the axis. Therefore, one of the frequency will be fixed at one time. At the middle of the choice of graph panel, when you press at the arrow, the third frequency will be increase or decrease and the graph will be updated to that frequency. Every time when you press "Run", the third frequency will be set to -0.495.

Frequency Response

The graph window will display the magnitude response when you press "Run" and the "Mag." button will high-lite at the choice of graph panel at the right. You can select "Log" or "Phase" at the choice of graph panel and the graph window will be updated.

Group Delay and Slope of Magnitude Response

The graph will display the group delay with respect to f1 when you press "Run", the "Group" button and "f1" button will high-lite at the choice of graph panel.

Button pressed:
Group and f1 : Group Delay with respect to f1
Slope and f1 : Slope of Magnitude with respect to f1
Group and f2 : Group Delay with respect to f2
Slope and f2 : Slope of Magnitude with respect to f2
Group and f3 : Group Delay with respect to f3
Slope and f3 : Slope of Magnitude with respect to f3

First Order Coefficient Sensitivity

The graph window will display the graph of the first coefficient according to your netlist. The coefficient value will display on the top of the graph window. Click on the left button at the arrow and select other coefficients. The graph will be updated according to the selected coefficient.
Appendix D

Examples of Analyzing 1-D Digital Networks

D1 Direct-Form II of Third-Order IIR Digital Filter

![Diagram of Direct-Form II of Third-Order IIR Digital Filter]

\[ C_0 = 0.05634, \quad C_1 = -0.000935, \quad C_2 = -0.000935, \quad C_3 = 0.05634, \quad C_4 = 2.1291, \quad C_5 = -1.7839, \quad C_6 = 0.54346 \]

Common Netlist

<table>
<thead>
<tr>
<th></th>
<th>5</th>
<th>8</th>
<th>8</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>1.0000000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1.0000000000000000000000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7  4  2.129100000000000
8  4  -0.000935000000000
2  4  1.000000000000000
5  2  1.000000000000000
7  5  -1.783900000000000
8  5  -0.000935000000000
6  3  1.000000000000000
7  6  0.543460000000000
8  6  0.056340000000000
3  5  1.000000000000000
8  7  0.056340000000000

**Frequency Response Analysis**

Unique Netlist
7  201  0

**Group Delay and Slope of Magnitude Response Analysis**

Unique Netlist
7  201

**Noise Analysis**

Unique Netlist
7  201  0.1000000  4
7
8
7
8
Impulse Response Analysis

Unique Netlist
7  201

First Order Coefficient Sensitivity Analysis

Unique Netlist
7  201  7
4  7
4  8
5  7
5  8
6  7
6  8
7  8
D2  Third-Order VW Linear Transformed 1-D Chebyshev Low-Pass Digital Filter

\[ C_1 = 0.4922, \quad C_2 = -0.3002, \quad C_3 = 0.3716, \quad C_4 = 0.2429, \quad C_5 = 1.242772 \]

Common Netlist

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>17</td>
<td>20</td>
<td>20</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>18</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>0.4922000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
7  4  1.0000000000000000
15  7  1.0000000000000000
17  16 -0.3002000000000000
16  15  1.0000000000000000
17  15  1.0000000000000000
2  17  1.0000000000000000
8  2  1.0000000000000000
16  2  1.0000000000000000
8  7  1.0000000000000000
18  17  1.0000000000000000
18  14  1.0000000000000000
15  14 -1.0000000000000000
3  19  1.0000000000000000
9  3  1.0000000000000000
9  8 -1.0000000000000000
10  9  0.3716000000000000
11  9  1.0000000000000000
11  10 -1.0000000000000000
19  10 -1.0000000000000000
12  11  1.0000000000000000
12  8  1.0000000000000000
14  11  1.0000000000000000
13  12  0.2429000000000000
20  12  1.2427718460000000
14  13  1.0000000000000000
19  13  1.0000000000000000

Frequency Response Analysis

Unique Netlist
4  201  0

Group Delay and Slope of Magnitude Response Analysis

Unique Netlist
4  201  0
Noise Analysis

Unique Netlist
5   201  0.1000000  4
6
17
10
13
20

Impulse Response Analysis

Unique Netlist
4   201

First Order Coefficient Sensitivity Analysis

Unique Netlist
4   201   5
5   6
16   17
D3  Eighth-Order FDNPR in MTA Linear-Transformed 1-D Band-Pass Digital Filter

\[
C_1 = -0.107350, \quad C_2 = -0.018286, \quad C_3 = 0.935354, \quad C_4 = 0.797202, \quad C_5 = 0.544128, \quad C_6 = -0.884325, \\
C_7 = 0.867268, \quad C_8 = 0.372961, \quad C_9 = -0.948672, \quad C_{10} = 0.558206, \quad C_{11} = 0.806316, \quad C_{12} =
\]

Common Netlist

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>35</td>
<td>43</td>
<td>43</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>32</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>1</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>32</td>
<td>27</td>
<td>2.000000000000000</td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>-0.0182860000000000</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>29</td>
<td>28</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>30</td>
<td>28</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>25</td>
<td>9</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>29</td>
<td>9</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>31</td>
<td>9</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>31</td>
<td>30</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>33</td>
<td>31</td>
<td>-0.500000000000000</td>
</tr>
<tr>
<td>26</td>
<td>25</td>
<td>-0.107350000000000</td>
</tr>
<tr>
<td>34</td>
<td>33</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>34</td>
<td>24</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>25</td>
<td>24</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>35</td>
<td>34</td>
<td>-0.935354000000000</td>
</tr>
<tr>
<td>35</td>
<td>33</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>0.544128000000000</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>2.000000000000000</td>
</tr>
<tr>
<td>36</td>
<td>3</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>36</td>
<td>11</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>36</td>
<td>35</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>0.797202000000000</td>
</tr>
<tr>
<td>23</td>
<td>12</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>38</td>
<td>37</td>
<td>-0.884325000000000</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>0.372961000000000</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>15</td>
<td>13</td>
<td>2.000000000000000</td>
</tr>
<tr>
<td>39</td>
<td>5</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>6</td>
<td>39</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>1.000000000000000</td>
</tr>
<tr>
<td>39</td>
<td>14</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>22</td>
<td>15</td>
<td>-1.000000000000000</td>
</tr>
<tr>
<td>39</td>
<td>38</td>
<td>1.000000000000000</td>
</tr>
</tbody>
</table>
Frequency Response Analysis

Unique Netlist
26  201  0

Group Delay and Slope of Magnitude Response Analysis

Unique Netlist
26  201

Noise Analysis

Unique Netlist
17  201  0.1000000  4
32
30
33
26
35
11
12
24
38
14
Impulse Response Analysis

Unique Netlist
26  201

First Order Coefficient Sensitivity Analysis

Unique Netlist
26  201  17
27  32
29  30
31  33
25  26
34  35
10  11
10  12
23  24
37  38
13  14
13  15
21  22
40  41
Appendix D : Examples of Analyzing 1-D Digital Networks
D4 Linear-Phase FIR Digital Filter of Length N=15

\[ C_0 = -0.014112893, \ C_1 = -0.001945309, \ C_2 = 0.040000004, \ C_3 = 0.01223454, \ C_4 = -0.09138802, \ C_5 = -0.01808986, \ C_6 = 0.3133176, \ C_7 = 0.52 \]

Common Netlist

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>10</td>
<td>24</td>
<td>24</td>
<td>37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>2</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>--------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>23</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>6</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>8</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>21</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>21</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>11</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>12</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>13</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>13</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>14</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>9</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>22</td>
<td>-0.01411289300000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>20</td>
<td>-0.00194530900000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>19</td>
<td>0.04000000400000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>18</td>
<td>0.01223454000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>17</td>
<td>-0.09138802000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>-0.01808986000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>15</td>
<td>0.31331760000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>0.52000000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Frequency Response Analysis**

**Unique Netlist**

21 201 0

---

Appendix D: Examples of Analyzing 1-D Digital Networks 156
Group Delay and Slope of Magnitude Response Analysis

Unique Netlist

21 201

Noise Analysis

Unique Netlist

8  201  0.100000  4
24
24
24
24
24
24
24
24
24
24
24

Impulse Response Analysis

Unique Netlist

21 201
First Order Coefficient Analysis

Unique Netlist

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>201</td>
<td>8</td>
</tr>
<tr>
<td>22</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>
**D5 Cascade-Form of Band-Pass Digital Filter**

\[ C_0 = 0.005656462366, \quad C_1 = 0.2855823838, \quad C_2 = 0.4512591755, \quad C_3 = -0.9116860616, \]
\[ C_4 = 0.4457342317, \quad C_5 = -1.09869455, \quad C_6 = -0.913078673, \quad C_7 = 0.196901665, \]
\[ C_8 = -0.009665157, \quad C_9 = -0.9695353354, \quad C_{10} = 0.5515388641, \quad C_{11} = -0.7304169706, \]
\[ C_{12} = -0.9705899009 \]

**Common Netlist**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>14</td>
<td>22</td>
<td>22</td>
<td>37</td>
</tr>
<tr>
<td>1</td>
<td>18</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>9</td>
<td>0.2855823838000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>0.4512591755000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>10</td>
<td>-0.9116860616000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>10</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>11</td>
<td>0.4457342317000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>-1.0986945500000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>12</td>
<td>-0.9130786730000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>19</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Frequency Response Analysis

Unique Netlist
17 201 0

Group Delay and Slope of Magnitude Response Analysis

Unique Netlist
17 201
Noise Analysis

Unique Netlist
7  201  0.100000  4
7
8
7
8
7
8
8

Impulse Response Analysis

Unique Netlist
17  201

First Order Coefficient Sensitivity Analysis

Unique Netlist
17  201  17
9  18
9  19
10  18
10  19
11  19
11  20
12  19
12  20
13  20
13  21
14  20
14  21
15  21
15  22
16  21
16  22
17  18
D6 Ladder Structure of Band-Pass Digital Filter by Gray and Markel

\[ C_1 = 0.7833447265, \quad C_2 = -0.1885428229, \quad C_3 = 0.9843741951, \quad C_4 = -0.1920962931, \]
\[ C_5 = 0.9936376827, \quad C_6 = -0.1890252997, \quad C_7 = 0.9914182038, \quad C_8 = -0.1964790194, \]
\[ C_9 = 0.005656462366, \quad C_{10} = 0.0002916124024, \quad C_{11} = -0.001699657657, \]
\[ C_{12} = -0.06980454614, \quad C_{13} = 0.2031623313, \quad C_{14} = 0.01061747099, \quad C_{15} = -0.01641846145, \]
\[ C_{16} = -1.031187912, \quad C_{17} = 0.8446328267 \]

Common Netlist

<table>
<thead>
<tr>
<th>8</th>
<th>39</th>
<th>47</th>
<th>47</th>
<th>78</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>11</td>
<td>0.783344726500000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>12</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>-1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>13</td>
<td>0.005656462400000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>-0.188542822900000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>14</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>14</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>17</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>17</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>15</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>-1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>45</td>
<td>2.916124000000000D-004</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>19</td>
<td>0.984374195100000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>1.000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>20</td>
<td>-1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>20</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>6</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>44</td>
<td>-0.00169665770000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>-0.19209629310000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>21</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>21</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>24</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>24</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>22</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>22</td>
<td>-1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>5</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>43</td>
<td>-0.06980454610000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>18</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>6</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>0.99363768270000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>25</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>25</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>28</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>28</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>26</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>26</td>
<td>-1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>42</td>
<td>0.20316233130000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>31</td>
<td>-0.18902529970000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>29</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>29</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>32</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>30</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>30</td>
<td>-1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>41</td>
<td>0.01061747100000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>34</td>
<td>0.99141820380000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>33</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>35</td>
<td>-1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>35</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>2</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>33</td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Frequency Response Analysis

Unique Netlist
9  201  0

Group Delay and Slope of Magnitude Response Analysis

Unique Netlist
9  201

Noise Analysis

Unique Netlist
17  101  0.5000000  4
12
47
17
47
20
47
24
47
28
47
32
47
35
47
38
47
Impulse Response Analysis

Unique Netlist
9 201

First Order Coefficient Sensitivity Analysis

Unique Netlist
9 201 17
11 12
13 47
16 17
45 47
19 20
44 47
23 24
43 47
27 28
42 47
31 32
41 47
34 35
40 47
37 38
39 47
46 47
D7 Wave Digital Structure of Band-Pass Digital Filter

\[ C_0 = 1.31194961, C_1 = 0.06502370645, C_2 = 0.2235692269, C_3 = 0.5809284606, C_4 = 0.1626985222, C_5 = 0.007805575218, C_6 = 0.0574957168, C_7 = -0.1915378541, C_8 = 0.0003565321277, C_9 = -0.3698270573, C_{10} = -0.1915378541, C_{11} = 0.1915378541 \]

Common Netlist

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>41</td>
<td>51</td>
<td>48</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>45</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>46</td>
<td>-0.191537854100000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>1</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>45</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>16</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>0.0650237095000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>11</td>
<td>1.3119496100000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>35</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>2</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>35</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>36</td>
<td>3.5653210000000000D-004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>37</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>39</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>4</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>39</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>40</td>
<td>-0.3698270573000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>41</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>13</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>13</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>6</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>25</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>26</td>
<td>-0.1915378541000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>14</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>14</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>22</td>
<td>0.1626985222000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>14</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>19</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>33</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>33</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>34</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>31</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>31</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>0.2235692269000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>20</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>20</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>31</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>38</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>30</td>
<td>0.5809284666000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>29</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>29</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>21</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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| 29 | 21 | -1.000000000000000 |
| 25 | 24 | -1.000000000000000 |
| 28 | 24 | 1.000000000000000 |
| 29 | 28 | 1.000000000000000 |
| 23 | 14 | -1.000000000000000 |
| 28 | 14 | 1.000000000000000 |
| 43 | 42 | -1.000000000000000 |
| 49 | 42 | 1.000000000000000 |
| 43 | 15 | 1.000000000000000 |
| 42 | 15 | -1.000000000000000 |
| 42 | 28 | 1.000000000000000 |
| 8  | 49 | 1.000000000000000 |
| 51 | 8  | 1.000000000000000 |
| 51 | 50 | 0.191537854100000 |
| 9  | 51 | 1.000000000000000 |
| 15 | 9  | 1.000000000000000 |
| 48 | 43 | 0.057495716800000 |
| 50 | 15 | 1.000000000000000 |
| 50 | 49 | -1.000000000000000 |
| 33 | 19 | 1.000000000000000 |
| 18 | 17 | 1.000000000000000 |
| 44 | 17 | 1.000000000000000 |
| 45 | 44 | -1.000000000000000 |
| 20 | 19 | -1.000000000000000 |
| 21 | 20 | -1.000000000000000 |
| 22 | 21 | 1.000000000000000 |
| 49 | 48 | 1.000000000000000 |
| 10 | 47 | 1.000000000000000 |
| 16 | 10 | 1.000000000000000 |
| 17 | 16 | -1.000000000000000 |
| 19 | 16 | 1.000000000000000 |
| 23 | 15 | 1.000000000000000 |
| 24 | 23 | 0.007805575200000 |

**Frequency Response Analysis**

**Unique Netlist**

| 11 | 201 | 0 |

---
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Group Delay and Slope of Magnitude Response

Unique Netlist
11  201

Noise Analysis

Unique Netlist
12  201  0.1000000  4
47
19
18
37
41
27
24
33
31
51
48
24

Graph cannot be plotted because the number of signal nodes in the common netlist are larger than the array size that defined in analysis module, n1dpmr.exe.

Impulse Response Analysis

Unique Netlist
11  201
First Order Coefficient Sensitivity Analysis

Unique Netlist

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>201</td>
<td>12</td>
</tr>
<tr>
<td>46</td>
<td>47</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>33</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

Appendix D: Examples of Analyzing 1-D Digital Networks
Appendix E

Examples of Analyzing 2-D Digital Networks

E1 Third-Order Linear Transformed 2-D Chebyshev Low-Pass Digital Filter

$C_1=0.80346, C_2=0.91176, C_3=0.92370, C_4=0.78846$

<table>
<thead>
<tr>
<th>Common Netlist</th>
<th>6</th>
<th>6</th>
<th>22</th>
<th>34</th>
<th>34</th>
<th>56</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>26</td>
<td></td>
<td>0.91176000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>28</td>
<td></td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td></td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>7</td>
<td></td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>13</td>
<td></td>
<td>-1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>13</td>
<td></td>
<td>2.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>28</td>
<td></td>
<td>1.00000000000000000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>14</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>14</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>28</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>15</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>15</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>16</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>16</td>
<td>2.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>17</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>17</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>30</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>10</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>18</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>18</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>31</td>
<td>0.78846000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>33</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>11</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>19</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>19</td>
<td>2.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>33</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>20</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>20</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>33</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>12</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>21</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>21</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>26</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>0.92370000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>24</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>27</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>24</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>22</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>29</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>22</td>
<td>1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>31</td>
<td>-1.00000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Frequency Response Analysis

Unique Netlist
25  6i  0

Group Delay and Slope of Magnitude Response Analysis

Unique Netlist
25  61
Noise Analysis

Unique Netlist

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>61</td>
<td>0.200000</td>
<td>8</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Impulse Response Analysis

Unique Netlist
First Order Coefficient Sensitivity Analysis

Unique Netlist

<table>
<thead>
<tr>
<th></th>
<th>201</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>
D2 2-D FIR Digital Network

$C_{60}=0.137375027$, $C_{61}=0.213937491$, $C_{62}=0.0905000120$, $C_{63}=-0.021999980$, $C_{64}=-0.0548124984$, $C_{65}=-0.0266874935$, $C_{11}=0.342062384$, $C_{12}=0.146749973$, $C_{13}=-0.0313749984$, $C_{14}=-0.907499939$, $C_{15}=-0.0376249924$, $C_{22}=0.0608125031$, $C_{23}=-0.0110624973$, $C_{24}=-0.0391874984$, $C_{25}=-0.0173124969$, $C_{33}=0.00456250273$, $C_{34}=0.00768750440$, $C_{35}=0.00612500263$, $C_{44}=0.0264375042$, $C_{45}=0.0108124986$, $C_{55}=0.00768750207$

Common Netlist

<table>
<thead>
<tr>
<th>5</th>
<th>5</th>
<th>12</th>
<th>22</th>
<th>22</th>
<th>56</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>15</td>
<td>0.1373750270000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>15</td>
<td>0.2139374910000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>14</td>
<td>0.3420623840000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>15</td>
<td>0.0905000120000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>14</td>
<td>0.1467499730000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>0.0608125031000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>15</td>
<td>-0.0219999980000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>-0.0313749984000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>-0.0110624973000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>12</td>
<td>0.0045625027000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>-0.0548124984000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>14</td>
<td>-0.0907499939000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>13</td>
<td>-0.0391874984000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>12</td>
<td>0.0076875044000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>11</td>
<td>0.0264375040000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>15</td>
<td>-0.0266874935000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
22 14  -0.0376249924000000
22 13  -0.0173124969000000
22 12   0.0061250026000000
22 16   0.0076875021000000
22 11   0.0108124986000000
 1 15  1.0000000000000000
 14  1  1.0000000000000000
  2 14  1.0000000000000000
 13  2   1.0000000000000000
  3 13   1.0000000000000000
 12  3   1.0000000000000000
  4 12   1.0000000000000000
 11  4   1.0000000000000000
  5 11   1.0000000000000000
 16  5   1.0000000000000000
 17 14   0.2139374910000000
 17 13   0.0905000120000000
 17 12  -0.0219999800000000
 17 11  -0.0548124984000000
 17 16  -0.0266874935000000
 18 13   0.1467499730000000
 18 12  -0.0313749840000000
 18 11  -0.0907499390000000
 18 16  -0.0376249924000000
 19 12  -0.0110624973000000
 19 11  -0.0391847984000000
 19 16  -0.0173124969000000
 20 11   0.0076875044000000
 20 16   0.0061250026000000
 21 16   0.0108124986000000
  6 18   1.0000000000000000
  7 19   1.0000000000000000
  8 20   1.0000000000000000
  9 21   1.0000000000000000
 19  6   1.0000000000000000
 20  7   1.0000000000000000
 21  8   1.0000000000000000
 22  9   1.0000000000000000
 10 17   1.0000000000000000
 18 10   1.0000000000000000

**Frequency Response Analysis**

**Unique Netlist**

---
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Group Delay and Slope of Magnitude Response Analysis

Unique Netlist

15  41
Impulse Response Analysis

Unique Netlist
15  30  30
Appendix F

Example of Analyzing 3-D Digital Network

D1 3-D Digital Filter

\[ C_1 = 0.322931054, C_2 = 0.596278407, C_3 = 0.712391977, C_4 = 0.061408892, C_5 = 0.515838536, C_6 = -1.166123347, C_7 = 0.269284666 \]

Common Netlist

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td>2</td>
<td>30</td>
<td>36</td>
<td>30</td>
<td>59</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>11</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>-0.7123919770000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>15</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>16</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>35</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>16</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>17</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>26</td>
<td>-0.0614088920000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>25</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>25</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>18</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>25</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>27</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>18</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>19</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>24</td>
<td>-0.5158385360000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>23</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>23</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>17</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>19</td>
<td>-1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>21</td>
<td>-1.1661233470000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>20</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>20</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>21</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>22</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>22</td>
<td>-1.3000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>29</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>20</td>
<td>0.2692846660000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>20</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>22</td>
<td>1.0000000000000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix F: Example of Analyzing 3-D Digital Network
Frequency Response Analysis

Unique Netlist

\[
\begin{array}{ccc}
35 & 31 & 1.00000000000000000000 \\
32 & 31 & 1.00000000000000000000 \\
\end{array}
\]

\[f_3 = -0.495\]

\[f_3 = -0.396\]
Appendix F: Example of Analyzing 3-D Digital Network
f_3 = 0.495

Other types of analysis is not shown because too many graphs need to be displayed.
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