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ABSTRACT.

A spatial domain procedure for restoring images blurred either by computer simulation (simulated blur), or by an image forming system (out-of-focus blur), by utilizing 2-D recursive (IIR) digital filters is presented.

Several cases are considered.

For the first case, two similar images are provided. 2-D IIR filter transfer functions are derived by the minimization of the total squared error (least-squares).

For the second case only the blurred image is available. An estimate of the spatial constant 'σ' of the Gaussian point-spread function (PSF) is obtained.

Inverse filtering is used in the restoration process.

Restoration is achieved by using both global and local operators in the form of 2-D IIR filters.

Examples of restoration on simulated blur, as well as camera blurred images using the proposed algorithms are provided.
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chapter I
INTRODUCTION.

1.1 OVERVIEW OF DIGITAL IMAGE PROCESSING.

The field of digital image processing can be divided into two principal categories:

a) Image Enhancement and Restoration: which consist in the improvement of pictorial information for human interpretation

b) Pattern Recognition: which consists in processing of scene data for autonomous machine perception.

One of the first applications of image processing techniques in the first category, in the early 1920s, was in improving digitized newspaper pictures sent by submarine cable between London and New York [1]. Initial problems in improving the visual quality of these early digital pictures were related to the selection of printing procedures, and the distribution of brightness levels. The field of image restoration in the modern sense of the term began in the early 1950s with the work of Marechal and his co-workers [2]. It was Marechal who first recognized its potential for restoring blurred photographs. Although improvements continued to be made, it took the combined advents of large-scale digital computers and the space program to bring into focus the possibilities of image processing concepts.

Digital computer techniques in image restoration and enhancement had their applications at the Jet Propulsion Laboratory (JPL) of the California Institute of Technology in 1964, when pictures of the Moon transmitted by Ranger 7
were processed by a computer to remove, as well as possible, the degradation from the received Moon images [3].

Today digital image restoration and enhancement is being applied in a number of areas: in medicine (diagnostic X-rays, cell biology, anatomy, physiology), physics (high energy plasmas), astronomy, biology, defense, and industrial applications.

The second major application area of digital image processing techniques mentioned at the beginning is in problems dealing with machine perception like automatic character recognition, military recognizance, automatic processing of fingerprints, screening of X-rays and blood samples, and machine processing of aerial and satellite imagery for weather prediction.

1.2 DIGITAL IMAGE RESTORATION.

This work concerns an area of digital image processing termed image restoration.

Image restoration is the process which attempts to recover an image that has been degraded. A general block diagram of the situation is shown in Fig. (1.1).

\[
\begin{align*}
\text{Ideal Image} & \xrightarrow{f(x,y)} \text{Degrading System} \xrightarrow{g(x,y)} \text{Degraded Image} \\
& \xrightarrow{\text{Restoration}} \text{Restored Image} \xrightarrow{\hat{f}(x,y)}
\end{align*}
\]

FIG. 1.1 IMAGE RESTORATION.

The purpose of image restoration is to work on the degraded image \( g(x,y) \) to get an image \( \hat{f}(x,y) \) which is as close to the ideal image \( f(x,y) \) as possible according to, e.g., least-squares, or mean-squared error criterion.
1.2.1 Degrading system.

The ultimate goal of image restoration is to manipulate a given image in such a way as to improve its quality (i.e. remove the degradation). There are many sources of degradation including the problems of motion blur, out-of-focus, and atmospheric turbulence.

The first step in the restoration process is the identification of the kind of degradation the image has suffered. In general, the degrading system could be very complex. However, in many cases of practical importance, such as camera motion, atmospheric turbulence, and blurring due to the optical transfer functions of lenses, the degrading system can be modeled by the block diagram shown in Fig. 1.2.

![Block Diagram of Image Degradation Process](image)

FIG. 1.2. MODEL OF THE IMAGE DEGRADATION PROCESS.

The ideal image $f(x,y)$ is first acted on by a linear system with impulse response $h(x,y,\alpha,\beta)$. The degradation process can be described by:

$$g_1(x,y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x,y,\alpha,\beta) f(\alpha,\beta) d\alpha d\beta$$  \hspace{1cm} [1.1]

Eqn. (1.1) is called the superposition or Fredholm integral of the first kind.
A noise $n(x,y)$ is added to $g_1$ to yield the degraded image

$$g(x,y) = g_1(x,y) + n(x,y)$$

or

$$g(x,y) = \int_{-\infty}^{+\infty} h(x,y,\alpha,\beta)f(\alpha,\beta)d\alpha d\beta + n(x,y) \quad [1.2]$$

In some cases, the linear system in Fig. (1.2) is shift invariant i.e. $h(x,y,\alpha,\beta) = h(x-\alpha,y-\beta)$ (We will explain this later in chapter III.).

Then Eqn. (1.2) can be written as a convolution

$$g(x,y) = \int_{-\infty}^{+\infty} h(x-\alpha,y-\beta)f(\alpha,\beta)d\alpha d\beta + n(x,y) \quad [1.3]$$

or

$$g(x,y) = h * f + n \quad [1.4]$$

and

$$g_1(x,y) = h * f$$

### 1.2.2 Different approaches.

Early techniques for digital image restoration were derived mostly from the frequency domain concepts using the Fast Fourier Transform (FFT).

1/ The Fourier transform approach.

The foundation of the frequency technique is the convolution integral. The real task of image restoration is to recover the ideal image $f$ from a degraded version $g$. This can be done easily, if the linear system is shift invariant (LSI),
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because from Eqn. (1.4) we have:

\[ \hat{F}(U,V) = \frac{G_1(U,V)}{H(U,V)} + \frac{N(U,V)}{H(U,V)} \]  \[ \text{[1.5]} \]

We can estimate \( \hat{F}(U,V) \) from Eqn. (1.5). This method has been described in several papers [4-6]. The previous technique known as Inverse Filtering gives good results providing that \( H(U,V) \) does not vanish at some spatial frequencies. A modified inverse filter to take care of this has been suggested in [5],[7], where the right hand side of Eqn. (1.5) has been modified in such a way to replace \( 1/H \) by zero in the range of \( (U,V) \) over which the noise is larger than the signal. The method is known as Pseudo-Inverse filtering.

In the presence of noise, linear least-squares error filter (Wiener-filter) are more effective [6],[8]

\[ \text{ii/ The Spatial domain approach.} \]

In the linear model, the image restoration is described by the Fredholm integral equation of the first kind given by Eqn. (1.2). The discretization of this equation gives a system of linear equations of the form [9]:

\[ g = [H]f + n \]  \[ \text{[1.6]} \]

Where \( g \) : is the known or given degraded image.

\( f \) : is the unknown or undegraded image.

\( n \) : is the noise term.

\([H]\) : is the real matrix resulting from the discretization of the Point-Spread Function (PSF).
The difficulty of solving Eqn. (1.6) directly is evident in the extremely large size of the linear system. For an image of size 128×128, the system of equations in Eqn. (1.6) is of order 16384.

A classical approach for solving Eqn. (1.6) is to calculate its least-squares solution. However, Eqn. (1.6) in general is ill-conditioned, because $H$ is near singular, i.e. small changes in $g$ may cause large changes in the solution $f$. A successful technique for overcoming the ill-posedness of Eqn. (1.6) has been suggested in [10].

1.3 FOCUSING OF IMAGES USING SPATIAL OPERATORS.

As referred to in the title, this work is aimed at developing an image processing scheme that can be used for the purpose of the restoration of images blurred either by computer simulation (simulated blur), or by an image forming system (out-of-focus blur), with a minimum priori knowledge about the point-spread function, by utilizing 2-D recursive (IIR) filters. The proposed scheme can be outlined with the help of the block diagram shown in Fig. (1.3).

FIG. 1.3. DIGITAL IMAGE RESTORATION SYSTEM.
In the past two decades, extensive efforts have been devoted to the problem of image deblurring under the assumption that the impulse response of the blurring system is known [11-12]. In contrast, in many practical situations one would not have knowledge of the point-spread function (PSF). Efforts at solving the image deblurring problem when the blur is random have been limited.

Early in 1967, Slepian solved the least mean-square estimation problem (Wiener filter), for the case where the degrading impulse response, h(x,y), is random [8].

Stockham et al [13], and Cannon [14] have found first the nature of the blur by the use of the power cepstrum of the blurred image, then carried out the restoration process by a power spectrum equalization filter. The Optical Transfer Function (OTF) was estimated by dividing the given (blurred) image into sub-images, and then taking averages.

Heide [15] developed restoration schemes allowing for random parameters in the system’s impulse response function, by assuming that all randomness obeys Gaussian statistics.

Morton and Andrews [16] attempted to remove degradation from an image using a minimum knowledge about the transfer function of the imaging system. The method was similar to that of Cannon with some modifications in the OTF phase estimation. The only necessary assumptions made were: (i) the PSF is spatially invariant, (ii) the extent of the PSF is small compared to the extent of the image, and (iii) the blurred image is noise free.

The above techniques utilized the frequency domain approach.
Ward and Saleh [17] used the well known technique of restoration by superposition of images. The assumptions made in this method were: (i) the impulse response $h(x,y)$ and the noise $n(x,y)$ are assumed to be statistically independent random functions, (ii) the random function $n(x,y)$ is stationary and has zero mean $E(n(x,y))=0$.

This thesis develops spatial domain procedures for restoring images, blurred either by computer simulation or by an image forming system (camera), by utilizing 2-D recursive filters designed to meet the PSF specifications in a least-squares sense [18]. The only blur considered is the out-of-focus blur.

Several cases are considered:

1- Two (2) similar images are given, one in focus and the other out-of-focus;

2- When only the blurred image is given.

For the first case, 2-D IIR filter transfer functions are determined by using the two given images.

For the second case, where only the blurred image is given, an estimate for the spatial constant ($\sigma$) of the Gaussian PSF is determined from a degraded edge [19]. Then the corresponding 2-D IIR filter coefficients are found via Shanks method [20].

The restoration is achieved either by applying the inverse filter to the total image (globally) or if the blur is more severe application of the filter to sections of the image (local operators) is utilized.
1.4 THESIS ORGANIZATION.

Chapter II gives a detailed account on digital image processing in general. It can be considered just as a tutorial for readers with limited knowledge about digital image processing.

Chapter III contains a brief discussion on some of the degradation process that can be introduced by an image forming system. We will describe shortly the three major sources of degradation namely: motion blur, out of focus, and atmospheric turbulence. However we will emphasize on the out-of-focus blur since we want to restore image degraded by this kind of blur. We will consider our images as relatively noise free so we will not discuss the restoration of noisy images, which is, by itself, a large different field in image restoration, and it utilizes statistical approaches.

Chapter IV gives us a detailed view on the different approaches used in our work. Also the results of applying the proposed algorithms on simulated blur (by computer), as well as, on camera blurred images are provided.

Chapter V finally summarizes the work done and discusses the derived conclusions.
Chapter II
DIGITAL IMAGE PROCESSING

2.1 INTRODUCTION.

The notion of processing an image, involves the transformation of that image from one form into another. Generally, two distinct kinds of processing are possible. One kind involves a form of transformation for which the result appears as a new image which is different from the original image in some desirable way. The input and output are both images, with the output an improved version of the input. The other kind involves a result which is not an image, but may take the form of a decision, an abstraction or a parameterization. The input is an image, but the output is a description of the content of that image.

Techniques for digital image processing may be divided into four principal categories:

1- Image Digitization.
2- Image Enhancement and Restoration.
3- Image Encoding.
4- Image Segmentation and Description.

Since the first two topics relate to the thesis work, they will be described in the following sections. For the remaining topics (viz., Image Encoding and Image Segmentation and Description) refer to the bibliography cited at the end of this work.
2.2 DIGITAL IMAGE FUNDAMENTAL: THE STRUCTURE OF IMAGES

The images we perceive in our every day visual activities normally consist of light reflected from objects. As an energy, signal light, \( f(x,y) \) must be positive and nonzero. This situation is expressed in Eqn. (2.1)

\[
0 < f(x,y) < \infty \quad [2.1]
\]

where \( f(x,y) \) refers to a two-dimensional light intensity function, and \( x \) and \( y \) represent the spatial domain of the image. Furthermore, since images are commonly formed from light reflected from objects, the structure of images divides physically into two basic parts.

One part is the amount of light available for illuminating the objects; the other is the ability of those objects to reflect light. These image parts are called, respectively, the illumination and reflectance components, and are denoted by \( i(x,y) \) and \( r(x,y) \). Like the image itself, these basic parts must be positive and nonzero as indicated in Eqns. (2.2) and (2.3).

\[
0 < i(x,y) < \infty \quad [2.2]
\]

\[
0 < r(x,y) < 1 \quad [2.3]
\]

The functions \( i(x,y) \) and \( r(x,y) \) combine, according to the law of reflection, to form the image \( f(x,y) \). Since that law is a product law, Eqns. (2.2) and (2.3) combine as Eqn. (2.4)

\[
0 < f(x,y) = i(x,y)r(x,y) < \infty \quad [2.4]
\]

which is in agreement with Eqn. (2.1).
It follows from Eqn. (2.4) that two basic kinds of information are stored by an image. The first is carried by \( i(x,y) \), and has to do primarily with the lighting of the scene. The second is carried by \( r(x,y) \) and is concerned with the nature of the objects in the scene \( r(x,y) = 0 \), means total absorption like black objects, and \( r(x,y) = 1 \), means total reflectance like white objects.

### 2.3 IMAGE DIGITIZATION

To process any given image by a digital computer, it is necessary to sample and discretize the given image.

The image function \( f(x,y) \) must be digitized both spatially and in amplitude. Digitization of the spatial coordinates \( (x,y) \) will be referred to as image sampling, while amplitude digitization will be called gray-levels quantization. The image is then represented as a two-dimensional matrix, whose elements represent the gray-levels and their relative position in the image. Each element of the array is referred to as an image element, picture element, pixel or pel.

The fundamental components of an image processing system are shown in Fig. (2.1).
FIG. 2.1 COMPONENTS OF A DIGITAL IMAGE PROCESSING SYSTEM.

The image originates at a video source, by means of a vidicon camera. The analog signal produced by the camera is then transformed to a digital format through a process called digitization (analog to digital converter). The digitization process involves taking samples of the analog signal at discrete time intervals, and converting each individual sample, or pixel, to a digital value. The digital data is then stored in the frame memory. Display logic transforms the pixels stored in the frame memory back into an analog format (digital to analog converter), so that the image may be viewed on a monitor.

The next step in the digitization process requires that a value for \( N \), the number of samples (dimension of the matrix), as well as, on \( G \), the number of discrete gray-levels for each pixel, has to be selected. In practice in digital image processing these quantities are chosen to be integer of two; that is

\[
N = 2^n \tag{2.5}
\]

and

\[
G = 2^m \tag{2.6}
\]
The digitization of an image is usually arranged in the form of a square array of dimension N\times N.

The resolution (i.e., the degree of discernable details) of an image is strongly dependent on both N and m. When these parameters are increased the resolution increases and vice-versa. As a basis for comparison, the requirements to obtain a quality comparable to that of monochrome TV pictures, N should be equal to 512 and m to 7 (i.e., 512\times512 pixels with 128 gray-levels).

2.4 IMAGE ENHANCEMENT AND RESTORATION.

Since chapter IV will be devoted to image restoration, we are going, in the following, to describe; first the difference between image enhancement and restoration, and then we will give outlines for the different techniques for digital image enhancement.

Both enhancement and restoration techniques deal with the improvement of a given image for human or machine perception. Enhancement techniques are designed to manipulate an image to take advantage of the psychological aspects of the human visual system, while restoration techniques are oriented toward modeling the degradation and applying the inverse process in order to recover the original image.
2.4.1 Enhancement approach.

Digital image enhancement techniques may be divided into two principal categories [21]:

1- Spatial-domain methods
2- Frequency-domain methods.

Spatial-domain enhancement techniques consist of procedures that operate directly on the pixels of the image in question. Examples of spatial-domain enhancement techniques include smoothing by neighborhood averaging, sharpening by using gradient type operators, and global enhancement by means of histogram modification techniques [22-26].

Approaches based on these second category consist basically of computing a two-dimensional transform (generally Fourier transform) of the image to be enhanced, modifying the transform, and computing the inverse yield an image that has been enhanced in some manner. Examples of frequency-domain techniques include low and high-pass filtering for image smoothing and sharpening, respectively, and homomorphic filtering for manipulating the effects of illumination and reflectance in an image [22-23].
2.4.1.1. SPATIAL-DOMAIN METHODS.

A- HISTOGRAM MODIFICATION TECHNIQUES.

The methods discussed in this sub-section achieve enhancement by modifying the histogram of a given image in a specified manner. Before proceeding with a discussion of the different techniques, we have to define what is meant by histogram. The histogram is the probability density function of the gray-levels, or in other words, it is the plot of \( P_x(x_k) \) versus \( x_k \) for \( k = 0,1,...,L-1 \); where \( L \) is the number of levels, \( P_x(x_k) \) is the probability of the \( k^{th} \) gray level.

The histogram is of fundamental importance in describing the visual characteristics of an image.

1- Histogram equalization

Histogram equalization is the technique which consists of transforming the histogram \( P_x(x) \) of the original image in such a way for obtaining a uniform histogram \( P_y(y) \). The problem can be stated as to determine the transformation function \( T(x) \) which will yield the desired \( P_y(y) \) from \( P_x(x) \). The transformation \( T \) is determined from the desired \( P_y(y) \); the transformation function \( y = T(x) \) and its inverse \( x = T^{-1}(y) \), are guaranteed to be strictly monotonically increasing in the interval \([0,1]\) if the function \( T(x) \) is strictly monotonic in the same interval and \( 0 < T(x) < 1 \) for \( x \in [0,1] \). Under these conditions, \( P_y(y) \) can be written in terms of \( P_x(x) \) and \( T(x) \) as follows [21]:

\[
P_y(y) = \left[ P_x(x) \frac{dx}{dy} \right]_x = T^{-1}(y)
\]  \[2.7\]
A density equalization technique [23-26] is obtained from Eqn. (2.7) by using the transformation function

\[ y = T(x) = \int_0^\infty P_x(s)ds \quad 0 < x < 1 \quad [2.8] \]

The most right-hand side of Eqn. (2.8) is known as the cumulative distribution function (CDF) of \( x \).

From Eqn. (2.8) we have that \( \frac{dx}{dy} = \frac{1}{P_x(x)} \) and Eqn. (2.7) reduces to:

\[ P_y(y) = 1 \quad 0 < y < 1 \quad [2.9] \]

which is a uniform density.

**2- Histogram specification.**

Although histogram equalization can be quite useful in some applications, but this method is not appropriate for interactive image enhancement since all it can do is to produce a density function \( P_y(y) \) that is uniform. As it will be seen below, however, this approach can be used as an intermediate step in a transformation which will yield a specified \( P_y(y) \). This transformation procedure is referred to as histogram specification [21], [26].

For the previous technique (histogram equalization), the gray-levels \( x \) of an image are transformed using Eqn. (2.8) to yield a new uniform set of levels \( z \); that is

\[ z = H(x) = \int_0^x P_x(s)ds \quad [2.10] \]
We know from the above discussion that \( P_z(z) \) is a uniform density function. It is noted, however, if we specify a density function \( P_y(y) \) and apply Eqn. (2.8) we will obtain:

\[
z = G(y) = \int_0^y P_y(s) ds \quad \text{[2.11]}
\]

If the original image is first density equalized and the new (uniform) levels are inverse mapped using the function \( G^{-1}(z) \), the result would be an image whose gray-levels have the desired \( P_y(y) \). In terms of a transformation function \( T(x) \) from \( x \) to \( y \), by using Eqns. (2.10) and (2.11) we will end up with

\[
y = T(x) = G^{-1}[H(x)] \quad \text{[2.12]}
\]

It is noted that, when \( G^{-1}[H(x)] = H(x) \), this expression reduces to histogram equalization. It is also noted that, the development have been carried out in continuous mathematics to simplify explanation. The discrete equivalents are then obtained by straightforward extensions of these results and are given below.

The discrete form of Eqn. (2.8) for histogram equalization is given by:

\[
y_k = T(x_k) = \sum_{j=0}^k \frac{n_j}{n} \quad 0 \leq x_k \leq 1 \quad k = 0, 1, \ldots, L-1 \quad \text{[2.13]}
\]

where \( L \) is the number of levels, \( n_k \) is the number of times this level appears in the digital image, and \( n \) is the total number of pixels in the image.
The discrete form of Eqn. (2.12) for histogram specification is given by:

\[ y_k = T(x_k) = G^{-1}[H(x_k)] \]

\[ 0 \leq x_k, y_k \leq 1 \quad [2.14] \]

\[ k = 0, 1, \ldots, L-1 \]
B-IMAGE SMOOTHING.

Image smoothing is used for removing noise present in a digital image as a result of a poor sampling system or transmission channel. In this sub-section we will discuss methods of noise removal by the use of averaging schemes in the spatial-domain.

1. Neighborhood averaging.

If the noise can be distinguished from the signal, it becomes relatively easy to remove it, while leaving the signal more or less intact (this expression more or less intact will be explained by the following). For example if the noise consists of isolated dots ("salt and pepper"); while the ideal image does not contain such dots, we can detect the dots as pixels that differ greatly in gray-level from nearly all of their neighbors; such a pixel can then be replaced by the average of its neighbors. This technique is known as neighborhood averaging. The smoothed image is obtained by using the relation:

\[ g(x,y) = \frac{1}{M} \sum_{(m,n) \in S} f(m,n) \]  \hspace{1cm} \text{(2.15)}

for \( x,y = 0,1,\ldots,N-1 \)

where

- \( f(x,y) \): is the original image.
- \( g(x,y) \): is the smoothed image.
- \( S \): is the set of coordinates of points in the neighborhood of (but not including) the point \( (x,y) \).
- \( M \): is the total number of points in \( S \).
- \( N \): is the size of the image.
Fig. (2.2) shows one approach for extracting neighborhoods from an image array.

![Diagram showing neighborhood of a point](image)

**FIG. 2.2 EXTRACTION OF NEIGHBORHOODS FROM AN IMAGE ARRAY.**

From Fig. (2.2) we have

\[ S = \{(x-1, y-1); (x, y-1); (x+1, y-1); (x+1, y); (x+1, y+1); (x, y+1); (x-1, y+1); (x-1, y)\} \]

and \( M = 8 \)

The principal problem with the previous discussed method is that, in removing the noise it also blurs the edges. We will next discuss how to avoid averaging across edges.

**Selective averaging.**

To avoid blurring edges when locally averaging an image, we can use a thresholding procedure (the word thresholding will be explained in the image segmentation section see appendix (H)). Instead of using Eqn. (2.15), we form \( g(x, y) \) according to the following criterion:
\[
g(x,y) = \begin{cases} 
\frac{1}{M} \sum_{(m,n) \in S} f(m,n) & \text{if } \left| f(x,y) - \frac{1}{M} \sum_{(m,n) \in S} f(m,n) \right| > T \\
f(x,y) & \text{otherwise}
\end{cases}
\]  

[2.16]

Where T is a specified nonnegative threshold value.

3. Median filtering.

The other method of local smoothing which removes noise, but does not blur edges is median filtering, where we replace each pixel by the median of the gray-level in its neighborhood. As an example to illustrate the method, consider the sample image shown in Fig.(2.3).

<table>
<thead>
<tr>
<th>30</th>
<th>40</th>
<th>20</th>
<th>10</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>200</td>
<td>40</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>40</td>
<td>50</td>
<td>90</td>
<td>70</td>
<td>40</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>40</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>100</td>
<td>30</td>
<td>40</td>
</tr>
</tbody>
</table>

Window

<table>
<thead>
<tr>
<th>30</th>
<th>40</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>200</td>
<td>40</td>
</tr>
<tr>
<td>40</td>
<td>50</td>
<td>90</td>
</tr>
</tbody>
</table>

FIG. 2.3 A SAMPLE IMAGE TO ILLUSTRATE MEDIAN FILTERING.

Median filter consist on classifying the gray-levels value of the pixels, in the window, in an ascendant (or descendant) order. From the example given in Fig.(2.3) we'll have the following classification:

\[
10 \ 20 \ 30 \ 40 \ \underline{40} \ 40 \ 50 \ 90 \ 200 \\
\text{median gray level}
\]

The central pixel in the window with gray-level value of 200 is replaced by the value of the median gray-level, i.e., 40.
Note that all the discussed procedures treat thin curves, and round sharp corners as noise [27].

4 Averaging of multiple images.

There exist other techniques for smoothing operation, one of them is based on the averaging of multiple images. We have

\[
g(x, y) = f(x, y) + \eta(x, y) \quad [2.17]
\]

\[
\bar{g}(x, y) = \frac{1}{M} \sum_{i=0}^{M} g_i(x, y) \quad [2.18]
\]

where \( M \): is the total number of the same transmitted image.

\( f(x, y) \): is the noise free image.

\( \eta(x, y) \): is a 2-D noise process.

\( g(x, y) \): is the original (given) image.

\( \bar{g}(x, y) \): is the averaged image.

The assumption made in this method is that the 2-D noise process \( \eta(x, y) \) is additive, and has zero average. We'll have [28]:

\[
E \left\{ \bar{g}(x, y) \right\} = f(x, y) \quad [2.19]
\]

where \( E(\bar{g}(x, y)) \) is the expected value of \( \bar{g} \).
C. IMAGE SHARPENING.

Since averaging pixels locally tends to blur edges, we can expect that differentiation can sharpen an image (averaging is equivalent to integration).

1. Sharpening by differentiation.

The most commonly used method of differentiating in image processing is the gradient [21].

The gradient of a function \( f(x,y) \) is defined mathematically by:

\[
G \{ f(x,y) \} = \begin{bmatrix} \frac{\partial f(x,y)}{\partial x} \\ \frac{\partial f(x,y)}{\partial y} \end{bmatrix}
\]  \[2.20\]

The vector \( G \) points in the direction of maximum rate of increase of the function \( f(x,y) \).

The magnitude of \( G \) is given by:

\[
\text{Mag}[ G(f(x,y)) ] = |G| = \sqrt{ \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 } \]  \[2.21\]

for discrete images

\[
|G| \approx \sqrt{ \left[ f(x,y) - f(x+1,y) \right]^2 + \left[ f(x,y) - f(x,y+1) \right]^2 } \]  \[2.22\]

or

\[
|G| \approx |f(x,y) - f(x+1,y)| + |f(x,y) - f(x,y+1)| \]  \[2.23\]

The other useful approximation for the gradient, called Roberts gradient is given by:

\[
|G| = |f(x,y) - f(x+1,y+1)| + |f(x+1,y) - f(x,y+1)| \]  \[2.24\]
The relationship between pixels in Eqns. (2.23) and (2.24) is shown in Fig. (2.4) (a) and (b), respectively.

![Gradient Diagram](image)

**Fig. 2.4. Discrete Gradients.**

### 2.4.1.2. Frequency-Domain Methods.

The foundation of frequency domain techniques is the convolution theorem:

\[ g(x,y) = h(x,y) \ast f(x,y) \]  \hspace{2cm} [2.25]

where \( g(x,y) \) is an image formed by the convolution of an image \( f(x,y) \), and a position invariant operator \( h(x,y) \) (the meaning of position invariant will be given in chapter III).

The Fourier transform of Eqn. (2.25) is given by:

\[ G(u,v) = H(u,v) \cdot F(u,v) \]  \hspace{2cm} [2.26]

\( G, H, \) and \( F \) are the Fourier transforms of \( g, h \), and \( f \) respectively.

---

**A- Image Smoothing By Lowpass Filtering.**

Noise, as well as, edges in an image are in the high-frequency content of its Fourier transform. Thus removing noise via frequency-domain can be achieved by attenuating those high-frequency components in the transform of the given image.
Image smoothing in the frequency-domain can be stated as a problem of selecting a specified function \( H(u,v) \) which yields \( G(u,v) \) by attenuating the high-frequency components of \( F(u,v) \). The inverse transform of \( G(u,v) \) will then yield the desired smoothed image \( g(x,y) \). This technique is known as lowpass filtering since all high-frequency components of \( F(u,v) \) will be removed.

Several lowpass filtering approaches can be found in the literature [21], [29], [30], here we are going to shortly describe the ideal lowpass filter (ILPF).

**Ideal Lowpass Filter (ILPF).**

A two-dimensional ideal lowpass filter has its transfer function given by:

\[
H(u,v) = \begin{cases} 
1 & \text{for } D(u,v) \leq D_0 \\
0 & \text{for } D(u,v) > D_0 
\end{cases}
\]  

[2.27]

where \( D_0 \) is a specified nonnegative quantity and \( D(u,v) = \sqrt{u^2 + v^2} \) (i.e., the distance from point \((u,v)\) to the origin).

A 3-D perspective plot of \( H(u,v) \) is shown in Fig. (2.5) (a), while the filter cross section is shown in Fig. (2.5) (b).
FIG. 2.5 a) PERSPECTIVE PLOT OF AN IDEAL LOWPASS FILTER TRANSFER FUNCTION. b) FILTER CROSS SECTION.

All the frequencies inside the circle of radius $D_0$ are passed without attenuation ( $H(u,v) = 1$ ), while all the other frequencies are completely attenuated ( $H(u,v) = 0$ ).

**B- IMAGE SHARPENING BY HIGHPASS FILTERING.**

It was shown in the previous subsection (A), that edges and other sharp transitions (such as noise) of an image are associated with the high-frequency components of its Fourier transform. Thus image sharpening via frequency-domain can be achieved by attenuating the low-frequency components without disturbing high-frequency information of the Fourier transform. The problem now is to select a function $H(u,v)$ which yields $G(u,v)$ by attenuating low-frequency components of $F(u,v)$. The inverse transform of $G(u,v)$ will then yield the desired sharpen image $g(x,y)$. 
This technique is known as highpass filtering, since all low-frequency components of $F(u,v)$ will be removed. Similar to the lowpass filter, several approaches can be found in the literature [21], [29], [30], we are going to describe the ideal highpass filter (IHPF) following the same procedure as in subsection (A).

1. **Ideal highpass filter (IHPF)**.

   Its transfer function is given by:

   $$ H(u,v) = \begin{cases} 
   0 & \text{for } D(u,v) \leq D_0 \\
   1 & \text{for } D(u,v) > D_0 
   \end{cases} $$

   \[ [2.28] \]

   where $D_0$ is the cut-off distance (radius), and $D = \sqrt{u^2 + v^2}$.

   A 3-D plot of $H(u,v)$, and its radial cross section are shown by Figs. (2.6) (a), and (b), respectively.

   ![3-D plot](image)

   ![Radial cross section](image)

   **FIG. 2.6** a) PERSPECTIVE PLOT OF AN IDEAL HIGHPASS FILTER TRANSFER FUNCTION. b) FILTER CROSS SECTION.

   All the frequencies inside the circle of radius $D_0$ are completely attenuated ($H(u,v) = 0$), while all other frequencies are passed without attenuation ($H(u,v) = 1$).
C- ENHANCEMENT BASED ON AN IMAGE MODEL: HOMOMORPHIC FILTERING

From section (2.1), we showed that the structure of images divides physically into two parts (illuminance, and reflectance), which combined according to the law of reflection form the image \( f(x,y) \) given by:

\[
f(x,y) = i(x,y) \cdot r(x,y)
\]  \[2.29\]

Homomorphic filtering is a frequency-domain procedure which operates on the frequency components of illumination and reflectance separately. The separation of the two previously named components of the image is achieved by taking the logarithm of the image, because the Fourier Transform of the product of two functions is not separable i.e.,

\[
F \left\{ f(x,y) \right\} = F \left\{ i(x,y) \right\} F \left\{ r(x,y) \right\}
\]  \[2.30\]

but if we let

\[
s(x,y) = \ln \left\{ f(x,y) \right\} = \ln \left\{ i(x,y) \right\} + \ln \left\{ r(x,y) \right\}
\]  \[2.31\]

Hence

\[
F \left\{ s(x,y) \right\} = F \left\{ \ln \left( i(x,y) \right) \right\} + F \left\{ \ln \left( r(x,y) \right) \right\}
\]
or

\[
F \left\{ s(x,y) \right\} = I(u,v) + R(u,v) = S(u,v)
\]  \[2.32\]
If we process \( S(u, v) \) by means of a filter with transfer function \( H(u, v) \), it follows from Eqn. (2.26)

\[
Z(u, v) = H(u, v) \cdot S(u, v)
\]

or

\[
Z(u, v) = H(u, v) \cdot I(u, v) + H(u, v) \cdot R(u, v) \tag{2.33}
\]

Back to the spatial domain we have the relation

\[
z(x, y) = F^{-1} \left\{ Z(u, v) \right\}
\]

or

\[
z(x, y) = F^{-1} \left\{ H(u, v) \cdot I(u, v) \right\} + F^{-1} \left\{ H(u,v) \cdot R(u,v) \right\}
\]

\[
z(x, y) = i'(x, y) + r'(x, y) \tag{2.34}
\]

Since \( s(x, y) \) was obtained by taking the logarithm of the original image \( f(x, y) \), we have to perform the inverse operation to obtain the enhanced image \( g(x, y) \); that is

\[
g(x, y) = \exp (z(x, y)) = \exp (i'(x, y) + r'(x, y))
\]

or

\[
g(x, y) = \exp (i'(x, y)) \cdot \exp (r'(x, y)) = i_0(x, y) \cdot r_0(x, y) \tag{2.35}
\]

The method described above is summarized by the block diagram shown in Fig. (2.7)

\[\text{FIG.2.7 HOMOMORPHIC FILTERING APPROACH FOR IMAGE ENHANCEMENT}\]
The main problem now is how to select \( H(u,v) \) the filter transfer function. What is known only is that the low-frequencies of the Fourier transform in the Quefrécy domain, are associated with the illumination components; while reflectance content high-frequency components.

A cross section of a filter function \( H(u,v) \) which will affect low and high-frequency components of the Fourier transform in different ways is shown in Fig.(2.8).

\[ \begin{align*}
\sigma_H & \quad \cdots \quad \sigma_L \\
& \quad \vdots \\
D(u,v) & \quad \vdots \\
\end{align*} \]

**FIG. 2.8 FILTER CROSS SECTION.**

A filter with a transfer function \( H(u,v) \) like the one shown in Fig.(2.8) will decrease the low-frequencies and amplify the high ones. The result of a such filter is a simultaneous dynamic range compression in the brightness, together with an increase in contrast.
2.4.2 Conclusion.

In conclusion a block diagram which is shown in Fig. (2.9) summarizes, and classifies the image enhancement techniques developed in this section.

**IMAGE ENHANCEMENT**

- **Spatial domain**
  - *Histogram modification techniques*
  - Equalization
  - Specification

- **Frequency domain**
  - *Enhancement based on an image model → Homomorphic filter*

- **Image smoothing**
  - Neighborhood averaging
  - Selective averaging
  - Median filtering
  - Averaging of multiple images

- *Image sharpening → Sharpening by differentiation*

*Image sharpening by highpass filtering*

**FIG. 2.9 BLOCK DIAGRAM OF IMAGE ENHANCEMENT TECHNIQUES.**
chapter III
DEGRADATION PROCESS.

3.1 INTRODUCTION.

In order effectively to design a digital image restoration system, it is necessary quantitatively to characterize the image degradation effects before attempting to perform the inverse operation to obtain a restored image. It should be emphasized that the degree of restoration success is dependent on the degradation model. Since the restoration procedure is highly dependent on the appropriateness of modeling the degradation process, it is logical to start this chapter by explaining the different sources of degradation. However, since we are dealing in this work with an image forming system, we will emphasize on the three major sources of degradation namely:

- motion blur.
- out-of-focus.
- atmospheric turbulence.

We will devote a large amount on the lens aberration (out-of-focus) degradation.
3.2 DIFFERENT SOURCES OF DEGRADATION.

There are many sources of degradation including the problem of motion blur, atmospheric turbulence, and out-of-focus.

3.2.1 Motion blur.

Motion blur occurs when there is a relative motion between the object to be taken and the imaging system during exposure. The object appears at each instant as a translated, rotated version of what is termed the object plane. Thus the motion may be interpreted as relative rotation and translation of two constant-distance parallel plane. When the motion is merely along one spatial coordinate, the degraded image can be viewed as a family of identically degraded line images.

The point-spread function resulting from a uniform camera motion can be approximated by a rectangle whose orientation and length are indicative of the direction and extent of blur. In the case of a horizontal motion of length \(2d\) the PSF function is given by [14]:

\[
h(x,y) = \begin{cases} 
0 & y \neq 0 \\
\frac{1}{2d} & y = 0, \ -d \leq x \leq +d 
\end{cases} \quad [3.1]
\]
The Fourier transform of the PSF for a motion blur of length d whose direction is \( \theta \) degrees off the horizontal is given by [31], [32]:

\[
H(u, v) = \frac{\sin N \Delta f}{\pi \Delta f}
\]  

[3.2]

where \( f = u \cos \theta + v \sin \theta \)

3.2.2 Atmospheric turbulence.

Of all the sources of degradation which ultimately limit the resolution in astronomical photography with large earth telescopes, turbulence in the atmosphere causes the greatest degradation. Most of the degradation is due to thermally induced refractive index variations in the incoming electromagnetic waves which is due to random variation in the refractive index of the medium between the object and the imaging system. Theoretical analysis of this problem shows that the effect of such turbulence is to reduce image contrast at the higher spatial frequencies of the object so that the atmosphere resembles a low-pass filter [33]. The turbulence produces a relatively constant attenuation beyond a certain spatial frequency. The amount of attenuation produced by the atmosphere depends upon the integration time of the exposure.
One of the methods to restore such degraded images is by means of high-pass filtering (if the attenuation is not so severe that the higher frequencies are lost in the detector noise) in the Fourier domain. The short time exposure results in an averaging of the random phase variations in the Fourier transform of the scene blurred by the atmospheric turbulence so that a simple amplitude filter is adequate to restore the higher frequencies. More complex filtering and averaging processes have been investigated. All of these are applied to individual photographs sequences of short time exposures taken with large telescopes in an effort to achieve substantially better resolution with these instruments than has been possible up until now.
3.2.3 Out-of focus blur.

Most lens systems are exactly focused at only one distance along each radius from the lens into the scene. The locus of exactly focused points forms a doubly curved, approximately spherical surface in three-dimensional space. Only when objects in the scene intersect this surface is their image exactly in focus; object distant from this surface of exact focus are blurred. The amount of defocus or blurring depends solely on the distance to the surface of exact focus, as the distance between the imaged point and the surface of exact focus increases, the imaged objects become progressively more defocused.

Fig. (3.1) shows the situation in which a lens of radius $r$ is used to project a point at distance $u$ onto an image plane at distance $v_0$ behind the lens. Given this configuration, the point would be focused at distance $v$ behind the lens, but in front of the image plane. Thus a blur circle is formed on the image plane. In other words, when a point at distance $u > u_0$ (or $u < u_0$) is projected through the lens, it focuses at a distance $v > v_0$ (or $v < v_0$) so that a blur circle is formed [19].
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From Fig. (3.1) we have:

\( u \): is the distance between a point in the scene and the lens.

\( v \): is the distance between the lens and the plane one which the image is in perfect focus.

\( v_0 \): is the distance between the image pulse and the lens.

\( u_0 \): is the distance between the lens and the locus of perfect focus.
3.3 IMAGING SYSTEM.

Every visual scene is an image. The eye is the first image formation system, and of course, is not the only one. Imaging devices consisting of lenses, mirrors, prisms, and so on can be considered to provide a deterministic transformation of an input spatial light to some output spatial light distribution. The formulation of a complete theory of optical imaging from the basic electromagnetic principles of diffraction theory is a complex and lengthy task; details may be found in reference [34]. In the following, only the important points of the formulation are presented. Most optical image formation systems are considered as to respond as a linear system in terms of the intensity of its input and output. In optical systems, the radiant light intensity reflected or emitted by the object is transformed by a set of lenses and apertures. The most common optical image formation system is a circular thin lens.

The relationship between the image intensity and the object intensity for the optical system can then be represented by the superposition integral equation

$$ g(x,y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(\alpha, \beta) h(x,y,\alpha,\beta) d\alpha d\beta $$  \hspace{1cm} \text{[3.3]}$$

where \( h(x,y,\alpha,\beta) \) represents the image intensity response to a point source of light and is known as the point-spread function (PSF).
If 'h' is position invariant, we will explain this later, we will have

\[ h(x, y, \alpha, \beta) = h(x - \alpha, y - \beta) \]  \hspace{1cm} [3.4]

Eqn. (3.3) reduces in this case to

\[ g(x, y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(\alpha, \beta) h(x - \alpha, y - \beta) d\alpha d\beta \]  \hspace{1cm} [3.5]

which is recognized as the convolution integral.

We can outline the principal elements of an image formation system into a diagram such as the one given in Fig. (3.2).

The Fourier transform of Eqn. (3.5) is given by

\[ G(u, v) = H(u, v) F(u, v) \]  \hspace{1cm} [3.6]

\( H(u, v) \) is called the optical transfer function (OTF) of the imaging system (the OTF is the Fourier transform of the PSF).
3.4 SVPSF AND SIPSF.

We introduced in subsection 3.3, the notion of position invariance, here in the following we are going to define what is meant by space variant and space invariant for linear systems. If as the point source explores the object plane, the form of the impulse or point-spread function changes shape as well as position, then a spatially variant point-spread function (SVPSF) results. If, however, as the point source explores the object plane, the point-spread function changes only position but maintains the same functionnal shape then a spatially invariant point-spread function (SIPSF) is said to exist [7].
3.5 THE POINT-SPREAD FUNCTION OF IMAGING SYSTEM.

Before developing restoration procedures the point-spread function for the imaging system is first studied by performing the following test experiment.

The Fourier transform of two blurred and in focus images shown in Figs. (3.3) and (3.4) are calculated.

It follows from Eqn. (3.6) that

\[ G(u,v) = H(u,v) F(u,v) \]  \[ (3.7) \]

where \( G(u,v) \): Fourier transform of blurred image.
\( F(u,v) \): Fourier transform of in focus image.
\( H(u,v) \): Fourier transform of the imaging system point-spread function.

Hence

\[ H(u,v) = \frac{G(u,v)}{F(u,v)} \]  \[ (3.8) \]

The plots of the magnitude and phase of the optical transfer function \( H(u,v) \) are shown in Figs. (3.5) and (3.6) for both cases.

Because of the clear dissimilarities of the transfer functions for the two cases, it can be concluded that the degradation introduced by the camera is not unique and has to be determined for every case.
FIG 3.3 a) OUT-OF FOCUS IMAGE.

FIG 3.3 b) IN FOCUS IMAGE.
FIG 3.4 a) OUT-OF FOCUS IMAGE.

FIG 3.4 b) IN FOCUS IMAGE.
3.6 CONCLUSION.

The material developed in the previous sections is just an introduction. We considered only the problem from the point where a degraded digital image is given; thus topics dealing with sensor, digitizer and display were not considered in this chapter. These subjects, although of importance are outside the mainstream of our present discussion. For more details refer to the bibliography cited at the end of this thesis.
Chapter IV
RESTORATION.

4.1 INTRODUCTION.

Millions of images are created every day. Most of them are of very fine quality. Some of them are of lesser quality; and for these which are of lesser quality it is feasible to consider the techniques by which the degrading phenomena may be removed. This is digital image restoration.

The problem of image restoration is the determination of the original object distribution \( f \) given the recorded image \( g \), and a knowledge about the point-spread function. The problem of the transformation or operator \( T \) that maps \( f \) into \( g \) can be posed as

\[
T \{ f \} \rightarrow g
\]  

where for images we have

\[
T \{ f \} = \iint_{-\infty}^{+\infty} h(x,y,a,\beta)f(a,\beta)d\alpha d\beta
\]  

[4.2]

The problem of image restoration is then to find the inverse transformation \( T^{-1} \) such that

\[
T^{-1} \{ g \} \rightarrow f
\]  

[4.3]
In a mathematical sense, the problem of image restoration corresponds to the existence and uniqueness of an inverse transformation.

By the end of this chapter a detailed view on the different approaches utilized in our work will be given. Also the results of applying the proposed algorithms, on simulated blur (by computer simulation), as well as, on real blurred images (by camera) will be provided.

We will start by giving an overview of some spatial image restoration techniques, and precisely inverse filtering, and Wiener filter.

4.2 ALGEBRAIC SPATIAL IMAGE RESTORATION TECHNIQUES.

One of the most common image restoration tasks is that of spatial image restoration to remove distortion introduced by an imaging system. Algebraic methods of spatial image restoration are analyzed in this section.

There are two ways of going about image restoration. The first way is called priori restoration, the assumption made is that the impulse response function of the blurring system is known. However in many practical situations one would not have knowledge of the PSF, hence the second way in image restoration which is called posteriori restoration. References [5-17],[35-41] contain surveys of image restoration methods.
4.2.1 Spatial filtering methods.

For the class of imaging systems in which the spatial degradation can be modeled by a linear-shift-invariant impulse response and where the noise is additive, the restoration can be performed by linear filtering techniques. These methods are described in the following sections.

4.2.1.1 INVERSE FILTERING.

The earliest attempts toward image restoration were based on the concept of inverse filtering in which the degrading transfer function is inverted to yield a restored image. Fig. (4.1) contains a block diagram for the analysis of inverse filtering.

---

**FIG. 4.1 INVERSE FILTERING IMAGE RESTORATION.**
An ideal image $f(x,y)$ passes through a linear degrading system with impulse response $h(x,y)$, a noise $n(x,y)$ is added. The degraded image $g(x,y)$ can be represented by the convolution operation as (refer to chapter III)

$$g(x,y) = \int_{-\infty}^{+\infty} f(x,y)h(x-\alpha,y-\beta)d\alpha d\beta + n(x,y) \quad [4.4a]$$

or

$$g(x,y) = f(x,y) * h(x,y) + n(x,y) \quad [4.4b]$$

The restoration system consists of a linear-shift invariant filter described by the impulse response $h_p(x,y)$. With this filter the restored image becomes

$$f(x,y) = [ f(x,y) * h(x,y) + n(x,y) ] * h_p(x,y) \quad [4.5]$$

By the Fourier transform convolution theorem we will end up with:

$$\hat{F}(u,v) = [ F(u,v) \cdot H(u,v) + N(u,v) ] \cdot H_p(u,v) \quad [4.6]$$

where the capital letters represent the two-dimensional Fourier transforms of their respective small ones.
Now if the restoration filter transfer function $H_r(u,v)$ is chosen so that

$$H_r(u,v) = \frac{1}{H(u,v)}$$ \[4.7\]

Then from Eqn. (4.6) we will have

$$\hat{F}(u,v) = F(u,v) + \frac{N(u,v)}{H(u,v)}$$ \[4.8\]

In the absence of noise, a perfect reconstruction results, but if noise is present we will get into trouble where $H(u,v)$ becomes small. There have been several proposals to take care of this problem inherent to inverse filtering. One of them [5] consists in choosing a restoration filter with a transfer function.

$$H_r(u,v) = \frac{H_k(u,v)}{H_d(u,v)}$$ \[4.9\]

Where $H_k(u,v)$ has a unity value over the range of $(u,v)$ where the signal is greater than the noise and zero elsewhere.
4.2.1.2 WIENER FILTER.

Since inverse filtering performs poorly in the presence of noise. An improved restoration quality is possible with Wiener filtering techniques. The impulse response of the Wiener filter is choosen in such a way as to minimize the mean-square restoration error. The optimum filter has its transfer function given by:

\[
H_p(u,v) = \frac{H^*(u,v) \phi_f(u,v)}{|H(u,v)|^2 \phi_f(u,v) + \phi_n(u,v)} \quad [4.10a]
\]

or

\[
H_p(u,v) = \frac{H^*(u,v)}{|H(u,v)|^2 + K} \quad [4.10b]
\]

where \( H^* \) is the complex conjugate of \( H \)
\( \phi_f \) and \( \phi_n \) are the power spectral density of the ideal image 'f' and the noise 'n'.

and \( K = \frac{\phi_n}{\phi_f} \)

In the absence of noise (i.e., \( \phi_n = 0 \)) Wiener filtering becomes inverse filtering.
4.2.1.3 PRESENTATION OF THE WORK AND RESULTS.

The purpose of this subsection is to restore a given blurred image by using inverse and Wiener filtering techniques.

First $H(u,v)$ the optical transfer function of the blurring system should be found. This was done by using the same approach described in reference [21] in page 200.

A white cardboard with a black circle in the middle formed the image $f(x,y)$, which was digitized and stored (Fig.(4.2a)). The camera was then placed out-of-focus, and a new image $g(x,y)$ of the blurred black circle, was digitized and stored (Fig.(4.2b)).

The optical transfer function $H(u,v)$ can be approximated by:

$$H(u,v) = \frac{G(u,v)}{F(u,v)} \quad [4.1f]$$

where $G(u,v)$: Fourier transform of $g(x,y)$.
$F(u,v)$: Fourier transform of $f(x,y)$.

To test inverse filtering a face (TIMKENT) was placed in front of the camera at the same distance, as that of the cardboard, while the camera is still out-of-focus. The degraded image obtained is shown in Fig.(4.3a).
Since $H(u,v)$ has been determined, the restored image could then be obtained by using Eqn. (4.8). The result obtained is shown in Fig. (4.3b). While the restored image obtained using Wiener filter (Eqn. (4.10b)), is shown in Fig. (4.3c).

4.2.1.4 COMMENTS AND CONCLUSION.

In examining the results, obtained which are shown in Fig. (4.3). It can be commented that the Wiener filter performs better than the inverse filter. The inverse filter technique is very sensitive to the noise.

It is clear that neither of the above two techniques yielded satisfactory results for the following reasons:

1- The camera system is space variant as concluded in section 3.5.

2- Both types of filtering techniques are prone to noise.

In conclusion, the work done in this subsection was based on a deconvolution process via the Fourier transform technique. This method is limited by speed, memory requirements, and end results.
FIG. 4.2 a) ORIGINAL IMAGE OF A POINT SOURCE.

FIG. 4.2 b) BLURRED VERSION OF THE POINT SOURCE.
FIG. 4.3 a) DEGRADED IMAGE TO BE RESTORED.

FIG. 4.3 b) RESTORED IMAGE BY INVERSE FILTERING. FIG. 4.3 c) RESTORED IMAGE BY WIENER FILTERING.
4.3 PROBLEM FORMULATION AND SYNTHESIS.

4.3.1 Problem formulation.

The input-output relationship of an imaging system (if \( h(x,y) \) is position invariant) is given by:

\[
g(x,y) = h(x,y) * f(x,y) + n(x,y) \quad [4.12]
\]

Where

- \( g \) is the recorded or degraded image.
- \( h \) is the point-spread function of the imaging system.
- \( f \) is the ideal image.
- \( n \) is a random 2-D noise.
- \( * \) is the 2-D convolution.

Eqn. (4.12) reduces to

\[
g(x,y) = \int \int_{\infty}^{+\infty} h(x-\alpha, y-\beta)f(\alpha, \beta)d\alpha d\beta + n(x,y) \quad [4.13]
\]

The discret approximation of Eqn(4.13) is given by:

\[
g(j,k) = \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} h(j-m, k-n)f(m,n) + n(j,k) \quad [4.14]
\]

It can be verified directly that Eqn. (4.14) is represented as the vector matrix equation [9]:

\[
g = Hf + n \quad [4.15]
\]
The difficulty of solving Eqn. (4.15) directly is evident in the extremely large size of the linear system (for an image of size 128×128, the system of equations resulting from Eqn. (4.15) is of order 16384). Thus the use of least-squares technique estimation.

The $z$-transform of Eqn. (4.12) when neglecting the noise term ($n(x,y) = 0$) is given by:

$$G(Z_1, Z_2) = H(Z_1, Z_2) F(Z_1, Z_2)$$  \[4.16\]

We would like to be able to synthesize a two-dimensional recursive filter to perform the restoration operation.

4.3.2 Synthesis.

In this subsection we will present a synthesis technique in the spatial-domain.

two cases are considered:

4.3.2.1 FIRST CASE: BLURRED + ORIGINAL

AND BLURRED + SIMILAR.
Let $H(z_1, z_2)$ be the desired impulse response (PSF) from the block diagram given above we have:

\[ H(z_1, z_2) = \frac{Y(z_1, z_2)}{X(z_1, z_2)} \qquad [4.17] \]

Let the approximating two-dimensional recursive filter transfer function be:

\[ F(z_1, z_2) = \frac{N(z_1, z_2)}{D(z_1, z_2)} = \frac{\sum_{i=0}^{N} \sum_{j=0}^{N} a_{i,j} z_1^{-i} z_2^{-j}}{\sum_{i=0}^{N} \sum_{j=0}^{N} b_{i,j} z_1^{-i} z_2^{-j}} \qquad [4.18] \]

\[ b_{00} = 1.0 \]

where $N$ is the order of the IIR filter.

We want to approximate the PSF by a two-dimensional recursive filter

\[ H(z_1, z_2) = \frac{Y(z_1, z_2)}{X(z_1, z_2)} = \frac{\sum_{i=0}^{N} \sum_{j=0}^{N} a_{i,j} z_1^{-i} z_2^{-j}}{\sum_{i=0}^{N} \sum_{j=0}^{N} b_{i,j} z_1^{-i} z_2^{-j}} \qquad [4.19] \]

\[ b_{00} = 1.0 \]

The time domain synthesis, is to find the $2(N+1)^2-1$ coefficients \(a_{i,j}\) and \(b_{i,j}\) such that $f(i,j)$ approximates $h(i,j)$ over the range $i,j = 0,1,\ldots,M$. 
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From Eqn. (4.19) we have

\[ Y(z_1, z_2) \sum_{i=0}^{N} \sum_{j=0}^{N} b_{i,j} z_1^{-i} z_2^{-j} = X(z_1, z_2) \sum_{i=0}^{N} \sum_{j=0}^{N} a_{i,j} z_1^{-i} z_2^{-j} \]

or

\[ \sum_{i=0}^{N} \sum_{j=0}^{N} b_{i,j} y(m-i, n-j) = \sum_{i=0}^{N} \sum_{j=0}^{N} a_{i,j} x(m-i, n-j) \]  \[ \text{[4.20]} \]

for \( m, n = 0,1, \ldots, M \)

Since \( b_{00} = 1.0 \), Eqn. (4.20) implies

\[ y(m, n) + \sum_{i=0}^{N} \sum_{j=0}^{N} b_{i,j} y(m-i, n-j) = \sum_{i=0}^{N} \sum_{j=0}^{N} a_{i,j} x(m-i, n-j) \]  \[ \text{[4.21]} \]

for \( m, n = 0,1, \ldots, M \)

For an exact recursive realization [42]: \( M = 2^\tau(N+1)^2 - 1 \)

We want to find the coefficients \( \{a_{i,j}\} \) and \( \{b_{i,j}\} \) in such a way as to approximate \( y \) by \( y_d \) (desired output), and such as to minimize the total squared error.

Let \( y(m, n) = y_d(m, n) \quad \forall \; m, n \)

Where

\( y_d(m, n) \) is the desired output image.
\( y(m, n) \) is the actual o/p of the transfer function.
\( x(m, n) \) is the blurred image.
Hence from Eqn. (4.21) we have:

\[ y_d(m, n) + \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} y_d(m-i, n-j) = \sum_{i=0}^{N} \sum_{j=0, j \neq 0}^{N} a_{ij} x(m-i, n-j) \]  \[ (4.22) \]

for \( m, n = 0, 1, \ldots, M \)

Introducing the error \( e(m, n) \), that we shall add to the right hand side of Eqn. (4.22) to produce the equality

\[ y_d(m, n) + \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} y_d(m-i, n-j) = e(m, n) + \sum_{i=0}^{N} \sum_{j=0, j \neq 0}^{N} a_{ij} x(m-i, n-j) \]  \[ (4.23) \]

for \( m, n = 0, 1, \ldots, M \)

or

\[ e(m, n) = y_d(m, n) + \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} y_d(m-i, n-j) - \sum_{i=0}^{N} \sum_{j=0, j \neq 0}^{N} a_{ij} x(m-i, n-j) \]  \[ (4.24) \]

for \( m, n = 0, 1, \ldots, M \)

The total squared error is equal to:

\[ E = \sum_{m=0}^{M} \sum_{n=0}^{M} \left\{ e(m, n) \right\}^2 \]

The total squared error \( E \), can be minimized by setting its partial derivatives with respect to the parameters \( \{a_{ij}\} \) and \( \{b_{ij}\} \) equal to zero.
Hence

\[
\frac{\partial E}{\partial a_{l,k}} = 2 \sum_{m=0}^{M} \sum_{n=0}^{M} e(m,n) \frac{\partial e(m,n)}{\partial a_{l,k}} = 0; \text{ for } l,k = 0,1,\ldots,N \quad [4.25]
\]

\[
\frac{\partial E}{\partial b_{l,k}} = 2 \sum_{m=0}^{M} \sum_{n=0}^{M} e(m,n) \frac{\partial e(m,n)}{\partial b_{l,k}} = 0; \text{ for } l,k = 0,1,\ldots,N \quad [4.26]
\]

but \( l+k \neq 0 \)

\[
\frac{\partial e(m,n)}{\partial a_{l,k}} = -x(m-l,n-k) \text{ for } l,k = 0,1,\ldots,N \quad [4.27]
\]

and \( m,n = 0,1,\ldots,M \)

\[
\frac{\partial e(m,n)}{\partial b_{l,k}} = y_d(m-l,n-k) \text{ for } l,k = 0,1,\ldots,N; \ l+k \neq 0 \quad [4.28]
\]

and \( m,n = 0,1,\ldots,M \)
By utilizing Eqns. (4.25) to (4.28) we will end up with:

\[
\sum_{m=0}^{M} \sum_{n=0}^{N} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij} x(m-i, n-j) x(m-l, n-k) \right\} - \\
\sum_{m=0}^{M} \sum_{n=0}^{N} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} y_d(m-i, n-j) x(m-l, n-k) \right\} = \\
\sum_{m=0}^{M} \sum_{n=0}^{N} y_d(m, n) x(m-l, n-k) \quad [4.29]
\]

for \( l, k = 0, 1, \ldots, N \)

and

\[
\sum_{m=0}^{M} \sum_{n=0}^{N} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij} x(m-i, n-j) y_d(m-l, n-k) \right\} - \\
\sum_{m=0}^{M} \sum_{n=0}^{N} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} y_d(m-i, n-j) y_d(m-l, n-k) \right\} = \\
\sum_{m=0}^{M} \sum_{n=0}^{N} y_d(m, n) y_d(m-l, n-k) \quad [4.30]
\]

for \( l, k = 0, 1, \ldots, N \); but \( l+k \neq 0 \)

Eqns. (4.29) and (4.30) will provide us a system of \( 2(N+1)^2-1 \) linear equations which have to be solved to get the coefficients \( \{ a_{ij} \} \) and \( \{ b_{ij} \} \).
4.3.2.2 SECOND CASE: BLURRED IMAGE ONLY.

From Eqn.\((4.19)\) we have

\[
H(z_1, z_2) = \frac{\sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij} z_1^{-i} z_2^{-j}}{\sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} z_1^{-i} z_2^{-j}} \tag{4.31}
\]

\[
b_{00} = 1.0
\]

To find the coefficients of the two-dimensional IIR filter we will use Shanks method \([20]\) described by the following steps:

From Eqn.\((4.31)\) we have

\[
H(z_1, z_2) \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} z_1^{-i} z_2^{-j} = \sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij} z_1^{-i} z_2^{-j} \tag{4.32}
\]

or

\[
\sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} H(m-i, n-j) = a_{mn} \tag{4.33}
\]

for \(m, n = 0, 1, \ldots, M\)

where

- \(N\): order of the filter.
- \(M\): size of the image.

Since \(a_{mn} = 0\) outside the square \(m, n = 0, 1, \ldots, N\) (region \(R\) defined in Fig.\((4.4)\)).
Hence Eqn. (4.33) becomes:

\[
\sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h(m-i, n-j) = 0 \quad [4.34]
\]

for \( m > N \) or \( n > N \)

or we have \( b_{oo} = 1.0 \); Hence Eqn. (4.34) give us:

\[
h(m, n) + \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h(m-i, n-j) = 0 \quad [4.35]
\]

for \((m, n) \in R\)

or

\[
h(m, n) = -\sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h(m-i, n-j) \quad [4.36]
\]

for \((m, n) \in R\)

\[
\Phi
\]

**Fig. 4.4 Region R over which \( a_{mn} = 0 \).**
We have to find the denominator coefficients \( \{ b_{ij} \} \) of the filter, in a way that \( h(m,n) \) will approximate the desired impulse response \( h_d(m,n) \), and such as to minimize the total squared error.

Hence

\[
h_d(m,n) = - \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h_d(m-i,n-j)
\]  \[4.37\]

for \( m, n \) over \( \mathbb{R} \).

Introducing the error signal \( e(m,n) \).

\[
h_d(m,n) = e(m,n) - \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h_d(m-i,n-j)
\]  \[4.38\]

or

\[
e(m,n) = h_d(m,n) + \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h_d(m-i,n-j)
\]  \[4.39\]

for \( m > N \) or \( n > N \).

Let \( E \) be the total squared error

\[
E = \sum_{(m,n) \in \mathbb{R}} \left( e(m,n) \right)^2
\]  \[4.40a\]

\[
E = \sum_{(m,n) \in \mathbb{R}} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h_d(m-i,n-j) + h_d(m,n) \right\}^2
\]  \[4.40b\]
If we differentiate $E$, with respect to the denominator coefficients $\{b_{ij}\}$, remembering $b_{oo} = 1.0$, we will get the following set of linear equations.

$$\sum_{i=0}^{M} \sum_{j=0}^{M} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h_d(m-i,n-j) h_d(m-l_n-k) \right\} = \sum_{i=0}^{M} h_d(m,n) h_d(m-l_n-k) \quad [4.41]$$

for $l, k = 0,1,\ldots,N$; but $l+k \neq 0$

Solving Eqn. (4.41) we will find the denominator coefficients $\{b_{ij}\}$. To compute the numerator coefficients $\{a_{ij}\}$, we have to use Eqn. (4.33)

$$a_{mn} = \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij} h_d(m-i,n-j) \quad [4.42]$$

for $m,n = 0,1,\ldots,N$

Before being able to compute the coefficients $\{b_{ij}\}$ and $\{a_{ij}\}$ from the recursions given in Eqns. (4.41) and (4.42), respectively, we have to find the impulse response of the imaging system (PSF) from the available image.
The only assumption made is that the PSF is approximated by a two-dimensional Gaussian.

\[ G(r, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{r^2}{2\sigma^2} \right) \]  [4.43]

Where
\[ \sigma: \text{spatial constant.} \]
\[ r: \text{radial distance.} \]

The only unknown in Eqn. (4.43) is \( \sigma \), the point-spread function spatial parameter (i.e., the radius of the imaged point's "blur circle").

Measurement of \( \sigma \) has been determined using a similar approach to that of Pentland [19] with some modifications. The different steps to measure \( \sigma \) are described by the following.

**Measurement of \( \sigma \):**

The measurement of \( \sigma \) presents a problem, because \( \sigma \) itself is a function on both the characteristics of the scene and those of the lens system. To eliminate the first effect we have to look for places in the image with known characteristics, like edges or isolated points, the data surrounding them can be used to determine \( \sigma \).

An estimate for \( \sigma \) can be obtained from a degraded edge. We will use this approach to find \( \sigma \).
We define \( C(x,y) \) to be the gradient of the given (blurred) image to detect all the edges.

From [19] we have

\[
C(x,y) = \nabla \left( G(r, \sigma) \ast I(x,y) \right)
\]

Where \( I(x,y) \) is a vertical step edge in the image of magnitude \( \delta \)

\[
C(x,y) = \iint_{-\infty}^{+\infty} \nabla G_{\sigma}(\sqrt{(x-u)^2 + (y-v)^2}, \sigma) \, I(u,v) \, du \, dv \quad [4.44]
\]

or

\[
C(x,y) = \delta G(x,\sigma) = \frac{\delta}{\sqrt{2\pi\sigma^2}} \exp \left( \frac{-x^2}{2\sigma^2} \right) \quad [4.45]
\]

Taking the absolute value, then the natural logarithm, we will end up with:

\[
\ln \left( \frac{\delta}{\sqrt{2\pi\sigma^2}} \right) - \frac{x^2}{2\sigma^2} = \ln |C(x,y)| \quad [4.46]
\]

We can reformulate Eqn. (4.46) as: \( Ax^2 + B = C \) \quad [4.47]

Where

\[
A = -\frac{1}{2\sigma^2} \quad ; \quad B = \ln \left( \frac{\delta}{\sqrt{2\pi\sigma^2}} \right) \quad ; \quad \text{and} \quad C = \ln |C(x,y)|
\]

From Eqn. (4.47), we can estimate \( A \), and thus obtain \( \sigma \).
The solution of the linear regression given in Eqn. (4.47) is:

\[
A = \frac{\sum_{i=0}^{N} (x_i^2 - \bar{x}^2)C_i}{\sum_{i=0}^{N} (x_i^2 - \bar{x}^2)x_i^2} \quad B = \bar{c} - \bar{x}^2 A \quad [4.48]
\]

Where

\[
\bar{x}^2 = \frac{1}{N} \sum_{i=0}^{N} x_i^2
\]

and N: extent of the blur.

An estimate for \( \sigma \) is:

\[
\sigma = \frac{1}{\sqrt{-2A}} \quad [4.49]
\]

After determining \( \sigma \), the impulse response of the imaging system is fully determined. Now we can calculate \( \{b_{ij}\} \) and \( \{a_{ij}\} \) the filter coefficients by using Eqns. (4.41) and (4.42).

An estimate \( \hat{f} \) for \( f \) can be found from:

\[
\hat{f}(m,n) = \frac{1}{a_{00}} \left\{ \sum_{i=0}^{N} \sum_{j=0}^{N} b_{ij}g(m-i,n-j) - \sum_{i=0}^{N} \sum_{j=0}^{N} a_{ij}\hat{f}(m-i,n-j) \right\}
\]

for \( m,n = 0,1,...,M \) \[4.50\]

where

\( \hat{f} \): is the restored image.

and \( g \): is the recorded or degraded image.
4.4 PRESENTATION OF THE WORK AND RESULTS.

In this section we will present simulations on images blurred by computer simulation and experiments on camera blurred images, by using the previously discussed methods.

4.4.1 Procedure.

4.4.1.1 FOCUSING OF IMAGES USING BLURRED+ORIGINAL PICTURES

The experiments were performed on an IBM AT personnel computer. The coefficients \(a_{ij}\) and \(b_{ij}\) of the IIR filter were obtained by using the recursions given in Eqns.(4.29) and (4.30). The algorithm was tried on 4 different images with various amount of simulated blur (by computer). The images considered have a resolution of 256x256. The coefficients were found globally (using all the image), and locally by using sub-images of 128x128 pixels each.

Figs.(4.5), (4.6), (4.7), and (4.8) show the results obtained.

Finally we present restoration of true camera blurred images by using the same procedure as previously. The results are shown in Figs.(4.9), and (4.10).
FIG. 4.5 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.5 b) ORIGINAL IMAGE.
FIG. 4.5 (c) RESTORED IMAGE (GLOBAL).

FIG. 4.5 (d) RESTORED IMAGE (LOCAL).
FIG. 4.6 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.6 b) ORIGINAL IMAGE.
FIG. 4.6 c) RESTORED IMAGE (GLOBAL).

FIG. 4.6 d) RESTORED IMAGE (LOCAL).
FIG. 4.7 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.7 b) ORIGINAL IMAGE.
FIG. 4.7 a) RESTORED IMAGE (GLOBAL).

FIG. 4.7 d) RESTORED IMAGE (LOCAL).
FIG. 4.8 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.8 b) ORIGINAL IMAGE.
FIG. 4.8 c) RESTORED IMAGE (GLOBAL).

FIG. 4.8 d) RESTORED IMAGE (LOCAL).
FIG. 4.9 a) BLURRED IMAGE BY IMAGING SYSTEM (CAMERA).

FIG. 4.9 b) ORIGINAL IMAGE.
FIG. 4.9 c) RESTORED IMAGE (GLOBAL).

FIG. 4.9 d) RESTORED IMAGE (LOCAL).
FIG. 4.10 a) BLURRED IMAGE BY IMAGING SYSTEM (CAMERA).

FIG. 4.10 b) ORIGINAL IMAGE.
FIG. 4.10 c) RESTORED IMAGE (GLOBAL).

FIG. 4.10 d) RESTORED IMAGE (LOCAL).
4.4.1.2 FOCUSING OF IMAGES USING SIMILAR PICTURES.

A/ Definition of similar picture:

Two different images are statistically similar if they have a similar autocorrelation function \( F(u,v)F^*(u+\Delta u,v+\Delta v) \) is similar for both images.

The technique of using two similar images was first applied for restoring old acoustic recordings (signal processing), and then generalized for the case of images degraded by some common form of blur (for example motion blur and out-of-focus) [13]. However unlike the ear, the eye is sensitive to phase distortion. The major weakness of the approach is the inability to correct for the unknown phase distortions in the general case. Cole [43] applied with some success the approach by assuming optical transfer functions of zero phase. Cannon [14], and Morton and Andrews [16] used the same approach but calculated the phase by dividing the image into sub-images and then by assuming that windowing gives resulting differences in phases that are relatively small.

Fig. (4.11) contains four images which are statistically similar. The results of the corresponding calculation of the autocorrelation functions are given in Figs. (4.12a), (4.12b), (4.12c), and (4.12d).
B. Experimental results:

A global transfer function (PSF) was obtained from two similar images (one in focus and the other out-of focus) using the recursions given in Eqns. (4.29), and (4.30). The determined PSF was applied locally by using sub-images of 128 x 128 pixels each.

Figs. (4.13c), and (4.14c) present the results of the restoration procedure by using a third order filter, on the images shown in Figs. (4.13a), and (4.14a), and by using the image in Figs. (4.13b), and (4.14b) as the similar in focus image. The images in this experiment are of size 256 x 256 pixels.
FIG. 4.13 a) BLURRED IMAGE BY CAMERA.

FIG. 4.13 b) SIMILAR IN FOCUS IMAGE.

FIG. 4.13 c) RESTORED IMAGE (LOCAL).
4.1.3.3 FOCUSING OF IMAGES USING THE BLURRED IMAGE ONLY.

**ALGORITHM.**

1/ Estimation of \( \sigma \)

Step 1: Threshold the blurred image, \( g(x,y) \), (the algorithm provided in [44] was utilized). Use the thresholded image to detect the location of the edges points. The second derivative approach is not utilized in this step because of its sensitivity to noise.

Step 2: Find the gradient of the blurred image \( C(x,y) \).

Step 3: By using the coordinates of the border points located in the first step, calculate \( N \) the extent of the blur in pixels.

Step 4: By using Eqn. (4.48) find \( 'A' \), and thus \( '\sigma' \) from Eqn. (4.49).

Having estimated \( '\sigma' \), the point-spread function can be determined.

2/ Calculation of the coefficients \( \{a_{ij}\} \) and \( \{b_{ij}\} \)

of the corresponding 2-D IIR filter.

Step 5: By the use of the recursions given in Eqns. (4.41), and (4.42) compute \( \{b_{ij}\} \) and \( \{a_{ij}\} \) respectively.

3/ Determination of \( \hat{f} \) an estimate for \( f \) by inverse filtering.

Step 6: Compute \( \hat{f}(x,y) \) an estimate for \( f(x,y) \) by the use of Eqn. (4.50).
B/ APPLICATION.

The algorithm given above, was applied on various images of size 256*256, globally, and locally by using windows of size 128*128 with 0, and 50% overlapping.

The results of the restoration procedure for images blurred by computer simulation (simulated blur) are shown in Figs. (4.15), (4.16), (4.17), and (4.18); while Figs. (4.19), (4.20), (4.21), and (4.22) show the restoration of images blurred by the camera (real blur).
FIG. 4.15 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.15 b) RESTORED IMAGE (GLOBAL).
FIG. 4.16 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.16 b) RESTORED IMAGE (GLOBAL).
FIG. 4.17 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.17 b) RESTORED IMAGE (GLOBAL).
FIG. 4.18 a) BLURRED IMAGE BY COMPUTER SIMULATION.

FIG. 4.18 b) RESTORED IMAGE (GLOBAL).
FIG. 4.19 a) BLURRED IMAGE BY CAMERA.

FIG. 4.19 b) RESTORED IMAGE (GLOBAL).
FIG. 4.19 c) RESTORED IMAGE (LOCAL 0% OVERLAPPING).

FIG. 4.19 d) RESTORED IMAGE (LOCAL 50% OVERLAPPING).
FIG. 4.20 a) BLURRED IMAGE BY CAMERA.

FIG. 4.20 b) RESTORED IMAGE (GLOBAL).
FIG. 4.20 c) RESTORED IMAGE (LOCAL 0% OVERLAPPING).

FIG. 4.20 d) RESTORED IMAGE (LOCAL 50% OVERLAPPING).
FIG. 4.21 a) BLURRED IMAGE BY CANERA.

FIG. 4.21 b) RESTORED IMAGE (GLOBAL).
FIG. 4.21 (c) RESTORED IMAGE (LOCAL 0% OVERLAPPING).

FIG. 4.21 (d) RESTORED IMAGE (LOCAL 50% OVERLAPPING).
FIG. 4.22 a) BLURRED IMAGE BY CANERA.

FIG. 4.22 b) RESTORED IMAGE (GLOBAL).
FIG. 4.22 c) RESTORED IMAGE (LOCAL 0% OVERLAPPING).

FIG. 4.22 d) RESTORED IMAGE (LOCAL 50% OVERLAPPING).
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4.4.2 Conclusion and comments.

In this section algorithms were provided for focusing images suffering from the out-of-focus blur. Three cases were considered.

The first case where the blurred and original images are given, was just an intermediate step to check if inverse filtering in the space domain through the use of 2-D IIR filters is valid. The results obtained, which are shown in Figs. (4.5) to (4.10), give enough evidence of the validity of the approach.

For the second case restoration has been performed, and the results are highly promising, but the principal problem with this method is to find a similar in-focus picture to the blurred one, and this was not an easy task. To obtain the results shown in Figs. (4.13), and (4.14), we tried the restoration process on 20 different images. The major weakness of the solution is its inability to correct for the unknown phase distortions in the general case.

The third case requires only the blurred image and the only assumption made was that the PSF can be approximated by a two-dimensional Gaussian. The validity of using a Gaussian to describe the point-spread function is described in [19]. The results obtained by this method which are shown in Figs. (4.15) to (4.22), are as good as the ones obtained by the second approach (similar).
From the results obtained it can be concluded that the third case, where only the blurred image is available, gives results which are highly promising and is the most realistic case. It can be noticed also that local operators perform better than the global ones.

The results obtained by focusing of images blurred by computer simulation are almost perfect. The difference in sharpness between the blurred and restored images is evident.

The results obtained for images blurred by camera are not as good as the ones obtained for images blurred by computer. This can be easily explained by looking at Figs. (3.3), and (3.7) which show the plots of the magnitude and phase of the imaging system's optical transfer function. The plots show that the PSF introduced by the camera is scene dependent. A way to overcome this constraint was by using local operators. For example for the third case, the blurred image was divided into sub-images, then we calculated the corresponding 2-D IIR filter coefficients for the most blurred sub-image (i.e., the sub-image which has the greatest \( \sigma \)). After that the filter was applied on all sub-images.
Table 1 shows the different values of 'o' before and after processing some of the images.

<table>
<thead>
<tr>
<th>Figure number</th>
<th>o before proc.</th>
<th>o after proc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.15</td>
<td>1.20</td>
<td>1.04</td>
</tr>
<tr>
<td>4.16</td>
<td>1.40</td>
<td>1.11</td>
</tr>
<tr>
<td>4.17</td>
<td>1.30</td>
<td>1.04</td>
</tr>
<tr>
<td>4.18</td>
<td>1.70</td>
<td>1.25</td>
</tr>
<tr>
<td>4.19</td>
<td>1.60</td>
<td>1.20</td>
</tr>
<tr>
<td>4.20</td>
<td>1.37</td>
<td>1.07</td>
</tr>
<tr>
<td>4.21</td>
<td>1.34</td>
<td>1.05</td>
</tr>
<tr>
<td>4.22</td>
<td>1.43</td>
<td>1.10</td>
</tr>
</tbody>
</table>

**TABLE 1** DIFFERENT VALUES OF 'o' BEFORE AND AFTER PROCESSING.
Chapter V.
SUMMARY AND CONCLUSIONS.

5.1 SUMMARY OF THE WORK DONE.

This work has dealt with image restoration. The problem considered was: "FOCUSBING OF IMAGES USING SPATIAL OPERATORS."

A spatial domain technique for restoring out-of-focus images, with a minimum priori knowledge about the point-spread function of the imaging system was presented. The restoration has been achieved by mean of 2-D recursive (IIR) digital filters designed to meet the PSF specifications in a least-squares sense. The procedure was applied to different blurred images for different cases. The results obtained demonstrated the effectiveness of the method. Also for a matter of comparison frequency domain techniques (inverse filtering and Wiener filter) were presented. The difference in sharpness and resolution between the different results obtained by the two approaches is evident. This can be explained by the following:

It was pointed out in chapter III that the PSF introduced by the camera is scene dependent and therefore the degradation process or PSF has to be determined for every case. This fact was not utilized for the inverse and Wiener filtering approaches. The optical transfer function of the imaging system was obtained from one scene, then was applied to restore a second one, as described by other researchers in the field [21].
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6-2 CONCLUSIONS.

From the above work it is concluded that 2-D recursive-
(IIR) filters can be applied for restoring out-of focus
images.

The restoration procedure required only a modest amount
of computing time with respect to the frequency domain
approach. The restorations algorithms, for images of size
128*128, required less than three minutes on an IBM AT
personal computer running at 6 Mhz. While for the frequency
domain it required between 13 to 15 minutes.

It was our experience that for reasonable amount of blur
the algorithms converged, and we obtained a good restored
image. However for severe distortions the algorithms began
to fail. Also like it was pointed out at the beginning of
this work we considered only the out-of focus blur for the
case where the image is relatively noise free. Other methods
need to be explored for other sources of blurs and for the
noisy images.
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APPENDIX - A -

C---- This program will perform the inverse filtering operation in the frequency domain by the mean of an FFT. It performs the deconvolution of two functions. See chapter IV for details.

REAL Y(128,128),X(128,128),GMAG(128,128),GPHA(128,128)
REAL A(10,10),B(10),Z(10)
CHARACTER G(128,128)
CHARACTER*13 FILN
PI=6.283185307179586/2.
NSIZ=128
M=7

WRITE(*,51)

51 FORMAT(' INPUT FILENAME FOR THE FIRST IMAGE ---> ','
READ(*,'(A13)')FILN
OPEN(1,FILE=FILN,FORM='BINARY',STATUS='OLD')
READ(1)((G(I,J),J=1,NSIZ),I=1,NSIZ)
CLOSE(1)

C---- The first input image is read and is written in X (real) and Y (imaginary).

DO 1 I=1,NSIZ
DO 1 J=1,NSIZ
X(I,J)=CHAR(G(I,J))
Y(I,J)=0.
1 CONTINUE
CALL TRANS(X,Y,NSIZ,M,1)
WRITE(*,*)' THE FIRST DFT IS DONE'
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DO 8 I=1,NSIZ
DO 8 J=1,NSIZ
    TX=X(I,J)
    GMAG(I,J)=SQRT(X(I,J)**2+Y(I,J)**2)
    GPHA(I,J)=ATAN(Y(I,J)/X(I,J))
    IF(TX.LT.0.)GPHA(I,J)=GPHA(I,J)+PI
8 CONTINUE

WRITE(*,52)
52 FORMAT(' INPUT FILENAME FOR THE SECOND IMAGE ---> ') READ(*,'(A13)')FILN
OPEN(2,FILE=FILN,FORM='BINARY',STATUS='OLD')
READ(2)((G(I,J),J=1,NSIZ),I=1,NSIZ)
CLOSE(2)

C---- The second input image is read and is written in X (real) and Y (imaginary).

DO 11 I=1,NSIZ
DO 11 J=1,NSIZ
    X(I,J)=ICHRG(G(I,J))
    Y(I,J)=0.
11 CONTINUE

CALL TRANS(X,Y,NSIZ,M,1)
WRITE(*,*)' THE SECOND DFT IS DONE'
DO 18 I=1,NSIZ
DO 18 J=1,NSIZ
    TX=X(I,J)
    IF(GMAG(I,J).EQ.0.)GO TO 132
    GMAG(I,J)=SQRT(X(I,J)**2+Y(I,J)**2)/GMAG(I,J)
132    GPHA(I,J)=ATAN(Y(I,J)/X(I,J))-GPHA(I,J)
    IF(TX.LT.0.)GPHA(I,J)=GPHA(I,J)+PI
18 CONTINUE
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WRITE(*,*)' H(U,V) IS DETERMINED'
WRITE(*,53)
53 FORMAT(' INPUT FILENAME OF THE BLURRED IMAGE ---> ')'
READ(*,'(A13)')FILN
OPEN(3,FILE=FILN,FORM='BINARY',STATUS='OLD')
READ(3)((G(I,J),J=1,NSIZ),I=1,NSIZ)
CLOSE(3)

C---- The blurred image is read and is written in X (real) and Y (imaginary).

DO 111 I=1,NSIZ
DO 111 J=1,NSIZ
  X(I,J)=ICHAR(G(I,J))
  Y(I,J)=0.
111 CONTINUE
CALL TRANS(X,Y,NSIZ,M,1)
WRITE(*,*)' THE THIRD DFT IS DONE'
DO 118 I=1,NSIZ
DO 118 J=1,NSIZ
  TX=X(I,J)
  IF(GMAG(I,J).EQ.0.)GO TO 1132
  GMAG(I,J)=SQRT(X(I,J)**2+Y(I,J)**2)/GMAG(I,J).
1132  GPHA(I,J)=ATAN(Y(I,J)/X(I,J))-GPHA(I,J)
  IF(TX.LT.0.)GPHA(I,J)=GPHA(I,J)+PI
118 CONTINUE
WRITE(*,*)' OUT(U,V) IS DETERMINED'
DO 136 I=1,NSIZ
DO 136 J=1,NSIZ
  X(I,J)=GMAG(I,J)*COS(GPHA(I,J))
  Y(I,J)=GMAG(I,J)*SIN(GPHA(I,J))
136 CONTINUE
CALL TRANS(X, Y, NSIZ, M, -1)
WRITE(*,*)' THE INVERSE DFT IS DONE'
DO 14 I=1, NSIZ
DO 14 J=1, NSIZ
   X(I, J) = SQRT(X(I, J)**2 + Y(I, J)**2)
14 CONTINUE
MAX = X(1, 1)
MIN = X(1, 1)
DO 15 I=1, NSIZ
DO 15 J=1, NSIZ
   IF (MAX.LT. X(I, J)) MAX = X(I, J)
   IF (MIN.GT. X(I, J)) MIN = X(I, J)
15 CONTINUE
WRITE(*,*)' MAX = ', MAX, ' MIN = ', MIN
RANGE = MAX - MIN
DO 177 I=1, NSIZ
DO 177 J=1, NSIZ
177   X(I, J) = (255. * (X(I, J) - MIN)) / RANGE
WRITE(*, 54)
54 FORMAT(' INPUT FILENAME FOR THE OUTPUT IMAGE ------> ', A13)
READ(*, A13') FILN
OPEN(7, FILE=FILN, FORM='BINARY', STATUS='NEW')
DO 160 I=1, NSIZ
DO 160 J=1, NSIZ
   NX = X(I, J)
   G(I, J) = CHAR(NX)
   WRITE(7) G(I, J)
160 CONTINUE
CLOSE(UNIT=7)
STOP
END
SUBROUTINE TRANS(X, Y, N, M, KODE)

C---- The subroutine TRANS will perform the 2-D DFT (or IDFT). This is obtained by taking a transform (1-D DFT) along each row of F(X, Y), the desired result (2-D DFT) is then obtained by taking a transform along each column of F(X, Y).

DIMENSION X(128, 128), Y(128, 128), XX(128), YY(128)

DO 9 J=1, N
   DO 10 I=1, N
      YY(I)=Y(I, J)
      XX(I)=X(I, J)
   CONTINUE
   CALL FFT1(XX, YY, N, M, KODE)
   DO 11 I=1, N
      Y(I, J)=YY(I)
      X(I, J)=XX(I)
   CONTINUE
9 CONTINUE
   DO 12 I=1, N
      DO 13 J=1, N
         XX(J)=X(I, J)
         YY(J)=Y(I, J)
      CONTINUE
      CALL FFT1(XX, YY, N, M, KODE)
      DO 14 J=1, N
         Y(I, J)=YY(J)
         X(I, J)=XX(J)
      CONTINUE
12 CONTINUE
RETURN
END
SUBROUTINE FFT1(X,Y,N,M,KODE)

C----- KODE = 1 for DFT and -1 for IDFT. X and Y are the input
and later the output.

REAL X(128),Y(128)
N2=N

DO 10 K=1,M
   N1=N2
   N2=N2/2
   E=6.283185307179586/N1
   A=0.
   DO 20 J=1,N2
      C=COS(A)
      S=SIN(A)
      S=S*KODE
      A=J*E
   DO 30 I=J,N,N1
      L=I+N2
      XT=X(I)-X(L)
      X(I)=X(I)+X(L)
      YT=Y(I)-Y(L)
      Y(I)=Y(I)+Y(L)
      X(L)=C*XT+S*YT
      Y(L)=C*YT-S*XT
   CONTINUE
20    CONTINUE
10   CONTINUE
C---- Digit reverse.

100  J=1
     N1=N-1.
     DO 104 I=1,N1
         IF(I.GE.J)GO TO 101
         XT=X(J)
         X(J)=X(I)
         X(I)=XT
         XT=Y(J)
         Y(J)=Y(I)
         Y(I)=XT
101   K=N/2
102   IF(K.GE.J)GO TO 103
     J=J-K
     K=K/2
     GO TO 102
103   J=J+K
104   CONTINUE
     RETURN
     END
APPENDIX - B -

C This program determines the filter coefficients by solving a matrix determined from the minimization of the total squared error between the original (in focus) and blurred (out-of-focus) images (see chapter IV for the derivation of the equations).

REAL*4 Y(256,256), X(256,256), AA(50,50), MIN, MAX, A(50,50)
REAL*4 B(50), Z(50), BB(50,50) SUM1, SUM2, SUM3, SUM4
CHARACTER G(128,128)
CHARACTER*13 filn

WRITE(*,*)'ENTER THE SIZE OF THE IMAGE'
READ(*,*) NSIZ
WRITE(*,33)

33 FORMAT(' input filename ----> '
)
READ(*,'(A13)')FILN
OPEN(1,FILE=FILN,FORM='BINARY', STATUS='OLD')
READ(1)((G(I,J), J=1,NSIZ), I=1,NSIZ)
CLOSE(1)

C The out-of-focus image is read and is written in X.

DO 1 I=1,NSIZ
DO 1 J=1,NSIZ
X(I,J)=ICHAR(G(I,J))
1 CONTINUE
WRITE(*,*)'THE FIRST IMAGE IS READ'
WRITE(*,34)

34 FORMAT(' input filename ----> '
)
READ(*,'(A13)')FILN
OPEN(2,FILE=FILN,FORM='BINARY', STATUS='OLD')
READ(2)((G(I,J), J=1,NSIZ), I=1,NSIZ)
CLOSE(2)
The in focus image is read and is written in Y.

DO 11 I=1,NSIZ
DO 11 J=1,NSIZ
Y(I,J)=ICHAR(G(I,J))
11 CONTINUE
WRITE(*,*)'THE SECOND IMAGE IS READ'
OPEN(4,FILE='COEFS.DAT',STATUS='NEW')
WRITE(*,*)'ENTER THE ORDER OF THE FILTER'
READ(*,*)N
WRITE(*,*)'ENTER NR THE SIZE OF THE SUB-IMAGES'
READ(*,*)NR
WRITE(*,*)'ENTER NNR (1-->0%, 2-->50%, 4-->75% OVERLAPPING)'
READ(*,*)NNR
WRITE(*,*)'ORDER= ',N
N1=N+1
NN1=2*N1*N1-1
WRITE(*,*)'NN1=',NN1

Set the coefficients equal to zero.

DO 39 I=1,NN1
DO 390 J=1,NN1+1
A(I,J)=0
390 CONTINUE
B(I)=0
39 CONTINUE
KK=1
NR1=NR-1
NR2=INT(NR/NNR)
NNI1=1
NNJ1
C...Determine the matrix.

2000 DO 2 L=1,N1
   DO 2 K=1,N1
      L1=L-1
      K1=K-1
      DO 3 I=1,N1
      DO 3 J=1,N1
         I1=I-1
         J1=J-1
         SUM1=0.
         SUM2=0.
         SUM3=0.
         SUM4=0.
      DO 4 IN=NNI,NNI+NN1
      DO 4 IM=NNJ,NNJ+NN1
         IF(IN.LE.I1.OR.IM.LE.J1)GO TO 4
         IF(IN.LE.L1.OR.IM.LE.K1)GO TO 4
         SUM1=SUM1+X(IN-I1,IM-J1)*X(IN-L1,IM-K1)
         SUM2=SUM2+Y(IN-I1,IM-J1)*X(IN-L1,IM-K1)
         SUM3=SUM3+X(IN-I1,IM-J1)*Y(IN-L1,IM-K1)
         SUM4=SUM4+Y(IN-I1,IM-J1)*Y(IN-L1,IM-K1)
      CONTINUE
      MN=(N+1)*I1+J
      NN=(N+1)*L1+K
      KN=NN+(N+1)**2-1
      LN=MN+(N+1)**2-1
      A(NN, MN)=SUM1
      A(NN, LN)=-SUM2
      A(KN, MN)=SUM3
      A(KN, LN)=-SUM4
IF(I1.EQ.0.AND.J1.EQ.0)THEN
    B(NN)=SUM2
    B(KN)=SUM4
ENDIF
3    CONTINUE
2    CONTINUE
C The matrix which has to be solved is written in A.
DO 160 I=1,NN1
    A(I,NN1+1)=B(I)
160   CONTINUE
C The matrix is solved using Gauss-Jordan with partial pivoting. The filter coefficients \((a_{ij})\) and \((b_{ij})\) are written in AA and BB respectively, and are stored in COEFFS.DAT.

CALL GAUSS(A,NN1,Z)
K=0
DO 62 I=1,N1
    DO 62 J=1,N1
        K=K+1
        AA(I,J)=Z(K)
        WRITE(4,*)AA(I,J)
    62 CONTINUE
DO 63 I=1,N1
    IF(I.EQ.1)THEN
        NX1=N
    ELSE
        NX1=N1
    ENDIF
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DO 63 J=1,NX1
    K=K+1
    JJ=J
    IF(I.EQ.1) JJ=J+1
    BB(I, JJ)=Z(K)
   63 CONTINUE
    BB(1,1)=1.00
    DO 143 I=1,N1
      DO 143 J=1,N1
      WRITE(4,*) BB(I, J)
  143 CONTINUE
    KK=KK+1
    NNJ=NNJ+NR2
    IF(NNJ.LE.NSI-Z-NR1) GO TO 2000
    NNJ=1
    NNI=NNI+NR2
    IF(NNI.LE.NSI-Z-NR1) GO TO 2000
    CLOSE(UNIT 4)
    STOP
    END

SUBROUTINE GAUSS(A, N1, X)
REAL A(50,50), X(50)

C A is the augmented matrix.
The solution is given in X.

N=NN1
DO 10 J=1,N
   BIG=ABS(A(J, J))
   L=J
   10 CONTINUE
DO 20 K=J+1,N
   IF(BIG.LT.ABS(A(K,J))) THEN
      BIG=ABS(A(K,J))
      L=K
   ENDIF
20 CONTINUE
IF(BIG.LT.1E-07) THEN
   WRITE(*,*) 'NO UNIQUE SOLUTION'
   RETURN
ENDIF
DO 30 K=1,N+1
   TEMP=A(J,K)
   A(J,K)=A(L,K)
30   A(L,K)=TEMP
DO 40 K=J+1,N+1
40   A(J,K)=A(J,K)/A(J,J)
   A(J,J)=1.0
DO 10 I=1,N
   IF(I.EQ.J) GO TO 10
   DO 50 K=J+1,N+1
50   A(I,K)=A(I,K)-A(I,J)*A(J,K)
10   A(I,J)=0.0
   DO 60 J=1,N
60   X(J)=A(J,N+1)
RETURN
END
APPENDIX - C -

C--- A program for filtering large images given coefficients of a 2-D recursive filter. Provided by Dr. Sid-Ahmed Dept. of Elect. Engg. Univ. of Windsor.

REAL*4 A(5,5), B(5,5)
INTEGER*4 IX(5,512), IY(5,512), IYT, MIN, MAX
CHARACTER IARRAY(512)
CHARACTER*13 FILN
MIN=0
MAX=255
WRITE(*,51)

51 FORMAT(' ENTER SIZE OF IMAGE. (128X128, 256X256 ETC.): '
READ(*,*)NSIZ
WRITE(*,3)

3 FORMAT(' INPUT FILE NAME---: '
READ(*,'(A13)')FILN
OPEN(1,FILE=FILN,FORM='BINARY',STATUS='OLD')
WRITE(*,4)

4 FORMAT(' OUTPUT FILE NAME---: '
READ(*,'(A13)')FILN
OPEN(2,FILE=FILN,FORM='BINARY',STATUS='NEW')
WRITE(*,6)

6 FORMAT(' FILTER COEFFICIENTS FILE NAME---: ',
READ(*,'(A13)')FILN
OPEN(7,FILE=FILN,FORM='UNFORMATTED',STATUS='OLD')
WRITE(*,*) 'INPUT ORDER OF FILTER'
READ(*,*) N
WRITE(*,*) N
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DO 70 I=1,N+1
DO 70 J=1,N+1
    READ(7)A(I,J)
70 CONTINUE
DO 71 I=1,N+1
DO 71 J=1,N+1
    READ(7)B(I,J)
71 CONTINUE
CLOSE(7)
C
C
WRITE(*,*)
DO 17 I=1,N+1
17 WRITE(*,*) (A(I,J),J=1,N+1)
DO 18 I=1,N+1
18 WRITE(*,*) (B(I,J),J=1,N+1)
C
C
DO 8 I=1,N+1
DO 8 J=1,NSIZ
   IX(I,J)=0
   IY(I,J)=0
K=0
C
C
DO 9 L=1,NSIZ
   READ(1) (IARRAY(J),J=1,NSIZ)
9 CONTINUE
DO 10 J=1,NSIZ
   IX(I,J)=ICHAR(IARRAY(J))
10
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DO 23 M=1,NS
   SUM=0.0
   DO 11 I=1,N+1
   DO 11 J=1,N+1
      IF((M+1-J).GT.0) THEN
         SUM=SUM+A(I,J)*IX(I,M+1-J)
      IF((I.EQ.1).AND.(J.EQ.1)) GOTO 11
         SUM=SUM-B(I,J)*IX(I,M+1-J)
      ENDIF
   11 CONTINUE
   IY(1,M)=SUM
   K=K+1
   IF(K.EQ.(N+1)) THEN
      DO 21 I=N+1,1,-1
      DO 14 J=1,NSIZ
         IY(T)=IY(I,J)
         IF(IY(T).LT.MIN) IY(T)=MIN
         IF(IY(T).GT.MAX) IY(T)=MAX
         NN=IY(T)
      14 IARRAY(J)=CHAR(NN)
      21 WRITE(2)(IARRAY(J),J=1,NSIZ)
      K=0
   ENDIF
   23
IF((L.EQ.NSIZ).AND.(K.NE.0))THEN
  DO 22 I=K,1,-1
    DO 15 J=1,NSIZ
      IYT=IY(I,J)
      IF(IYT.LT.MIN)IYT=MIN
      IF(IYT.GT.MAX)IYT=MAX
      NN=IYT
      IARRAY(J)=CHAR(NN)
  ENDIF
  WRITE(2)(IARRAY(J),J=1,NSIZ)
  WRITE(2,9)
  CONTINUE
12  IX(N+2-I,J)=IX(N+1-I,J)
      IY(N+2-I,J)=IY(N+1-I,J)
9   CONTINUE
CLOSE(1)
CLOSE(2)
STOP
END
APPENDIX D

C—— This pascal program is used to threshold the out-of-focus image which is needed for the location of the edges. It was provided by Dr. Sid-Ahmed Dept. of Elect. Engg., Univ. of Windsor.

Program THRESHOLD(input, output);

Var

S1, S2, C1, C2, EM1, EM2 : real;
ARR: array[1..128, 1..255] of byte;
F1, F2: file;
READNAME: string[64];
WRITENAME: STRING[64];
V: array[0..255] of integer;
LL: real;
K1, K2, ITEMP, ITHR, NCN, I, J, K : byte;

Procedure THRESHOLD;

Label 100;

Begin

LL := 1.0;
NCN := 1;
ITHR := 128;
for I := 0 to 255 do

Begin

V[I] := 0;

End;

End.
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write('Enter input filename : ');
readln(READNAME);
assign(F1,READNAME);
reset(F1);
for K:= 1 to 2 do
begin
  blockread(F1,ARR,255);
  for I:=1 to 120 do
    for J:=1 to 255 do
      begin
        K1:=ARR[I,J];
        V[K1]:=V[K1]+1;
      end;
  end;
close(F1);
100:
S1:=0;S2:=0;C1:=0;C2:=0;

for K:=0 to ITHR do
begin
  S1:=S1+LL*V[K]*K;
  C1:=C1+V[K];
end;

for K:=ITHR+1 to 255 do
begin
  S2:=S2+LL*V[K]*K;
  C2:=C2+V[K];
end;
EM1 := S1/C1;
EM2 := S2/C2;
ITEMP := round((EM1 + EM2) / 2);
if ITEMP > ITHR then
  begin
    ITHR := ITEMP;
    NCN := NCN + 1;
    GOTO 100;
  end;
write(ITHR : 4, NCN : 10);

Write('Enter output filename : ');
readln(WRITENAME);
assign(F2, WRITENAME);
reset(F1);
rewrite(F2);
  for K := 1 to 2 do
    begin
      blockread(F1, ARR, 255);
      for I := 1 to 128 do
        for J := 1 to 255 do
          begin
            if ARR[I, J] > ITHR then
              ARR[I, J] := 100
            else
              ARR[I, J] := 0;
          end;
blockwrite(F2,ARR,255);
end;
close(F1);
blockwrite(F2,ARR,2);
close(F2);
end;

begin
  THRESHOLD
end.
APPENDIX - E -

C----- This program is used to calculate \( \sigma \) the spatial constant of the Gaussian point-spread function from the degraded image see chapter IV for the derivation of the equations.

REAL X(128,128),SI6X(100),Y(128,128),AA,XC(128)
REAL C(128,128),SIGMA(128),SIMA(100),SIMI(100)
CHARACTER G(128,128)
CHARACTER*13 FILN
WRITE(*,*)'ENTER THE SIZE OF THE IMAGE NSIZ'
READ(*,*)NSIZ
WRITE(*,*)'ENTER NI'
READ(*,*)NI
WRITE(*,*)'ENTER XE'
READ(*,*)XE
WRITE(*,*)'ENTER NR THE SIZE OF THE SUB-IMAGES'
READ(*,*)NR.
WRITE(*,*)'ENTER NNR (1--->0%, 2 -- >50%) OVERLAPPING,'
READ(*,*)NNR
WRITE(*,33)
33 FORMAT(' INPUT FILENAME----  
')
READ(*,'(A13)')FILN
OPEN(I,FILE=FILN,FORM='BINARY',STATUS='OLD')
READ(I)((G(I,J),J=1,NSIZ),I=1,NSIZ)
CLOSE(I)

C----- The out-of-focus image is read and is written in X.
DO 1 I=1,NSIZ
  DO 1 J=1,NSIZ
    X(I,J)=ICHAR(G(I,J))
  1 CONTINUE
WRITE(*,*)'THE FIRST IMAGE IS READ'
WRITE(*,34)
34 format('INPUT FILENAME FOR THE THRESHOLDED IMG--> ',/)
read(*,'(a13)')filn
open(3, file=filn, form='binary', status='old')
read(3)((g(i,j),j=1,nsiz),i=1,nsiz)
close(3)
C---- The thresholded version of the degraded image is read
    and is written in y.
    do 10 i=1,nsiz
    do 10 j=1,nsiz
        y(i,j)=ichar(g(i,j))
10 continue
open(2, file='sigma.dat', status='new')
C---- The gradient, in the x-direction, of the image is
    determined and is written in c.
    do 11 i=1,nsiz
    do 11 j=1,nsiz-1
        c(i,j)=abs(x(i,j)-x(i,j+1))
11 continue
    do 12 i=1,nsiz
        c(i,nsiz)=c(i,nsiz-1)
12 continue
kk=1
nr1=nr-1
nr2=int(nr/nnr)
nni=1
nnj=1
nii=ni-1
2000 DO 13 I=NNI,NNI+NR1
   DO 2 J=NNJ+NI1,NNJ+NR1-NI1
      IF(Y(I,J).NE.Y(I,J+1))THEN
         Jo=J
         GO TO 24
      ELSE
         CALL
      ENDIF
   CONTINUE
 24   I1=Jo-NI1
       I2=Jo+NI1

C---- Determine \( \sigma \) the spatial constant of the Gaussian FSF

   DO 20 J=I1,I2
      IF(C(I,J).LE.XE)GO TO 20
         Io=J
         Ci=C(I,J)
         GO TO 23
      CONTINUE
20   CONTINUE
 23   DO 3 J=Io,I2
      Io1=Io-1
      \( \ldots \)
IF(C(I,J).LT.CI) THEN
  XC(J)=0.
  IN=J-101
  GO TO 124
ELSE
  D=ABS(C(I,J))
  XC(J-101)=ALOG(D)
ENDIF
3 CONTINUE
124 SUM=0.
DO 4 J=1,IN+1
  SUM=SUM+J**2
4 CONTINUE
XB=SUM/(IN+1)
A=0.
B=0.
DD 160 J=1,IN+1
  SUM1=J**2-XB
  SUM2=SUM1*J**2
  A=SUM1*XC(J)+A
  B=SUM2+B
160 CONTINUE
IF(SUM1.EQ.0.) THEN
  AA=0.
ELSE
  AA=(A/B)
ENDIF
IF(AA.GE.0.) GO TO 134
SIGMA(I)=1./SQRT(-2.*AA)
GO TO 13

134 SIGMA(I)=-1.

13 CONTINUE
XMIN=100.
XMAX=0.
DO 14 I=NNI,NNI+NR1
   IF(SIGMA(I).GE.0.) THEN
      IF(SIGMA(I).LT.XMIN) XMIN=SIGMA(I)
      IF(SIGMA(I).GT.XMAX) XMAX=SIGMA(I)
   ENDIF

14 CONTINUE
SIMI(KK)=XMIN
SIMA(KK)=XMAX
KK=KK+1
NNJ=NNJ+NR2
IF(NNJ.LE.NSIZ-NR1) GO TO 2000
NNJ=1
NNI=NNI+NR2
IF(NNI.LE.NSIZ-NR1) GO TO 2000
DO 1300 KI=1,KK-1
   WRITE(2,*)(SIMI(KI), KI=1,KK-1)
1300 WRITE(*,*)'SIMI(',Ki,')=',SIMI(KI)
CLOSE(2)
STOP
END
APPENDIX - \( \Gamma \) -

C---- This program determines the filter coefficients by solving a matrix determined from the minimization of the total squared error by using Shanks method (see chapter IV and reference (20)).

REAL \( Y(256, 256), X(256, 256), AA(10, 10), YY(256, 256) \)
REAL MAX, MIN, BB(10, 10), SIG
DIMENSION A(50, 50), ALUD(50, 50), INDX(50), B(50), BU(50)
WRITE(*,*) 'ENTER THE SIZE OF THE IMAGE'
READ(*,*)NSIZ
PI=3.1415926
WRITE(*,*) 'ENTER NR THE SIZE OF THE SUB-IMAGES'
READ(*,*)NR
WRITE(*,*) 'ENTER NNR (1-->0%, 2-->50%) OVERLAPPING'
READ(*,*)NNR
NR1=NR-1
NR2=INT(NR/NNR)
KK=1
NNI=1
NNJ=1
OPEN(7,FILE='DATA.DAT',STATUS='NEW')
OPEN(2,FILE='SIGMA.DAT',STATUS='OLD')
WRITE(*,*) 'ENTER THE ORDER OF THE FILTER'
READ(*,*)N
WRITE(*,*) 'ORDER=',N
N1=N+1
NNI=N1*N1-1
WRITE(*,*) 'NN1=',NN1
2000 READ(2,*)SIG
WRITE(*,*) 'SIG=',SIG
IF(SIG.EQ.100.)GO TO 2001
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SS=SIG*SIG
S=2*SS

C---- The ideal impulse response (Gaussian PSF) is read and is written in Y.

DO 11 I=1,NR
DO 11 J=1,NR
   GS=(I-1)**2+(J-1)**2
   GS=G/S
   GP=S*PI
   GP=SQRT(GP)
   GP=1./GP
   Y(I,J)=GP*EXP(-GS)
11 CONTINUE
WRITE(*,*)'THE SECOND IMAGE IS READ'

C---- Set the coefficients equal to zero.

DO 39 I=1,NN1
   DO 390 J=1,NN1
      A(I,J)=0.
390 CONTINUE
   B(I)=0.
39 CONTINUE

C---- Determine the matrix to calculate the denominator coefficients (b_{ij}) of the 2-D IIR filter.

DO 2 L=1,N1
   DO 2 K=1,N1
      L1=L-1
      K1=K-1
      IF(L1+K1.EQ.0) GO TO 2
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DO 3 I=1,N1
DO 3 J=1,N1
   I1=I-1
   J1=J-1
   IF(I1+J1.EQ.0)GO TO 3
   SUM1=0.
   SUM2=0.
DO 4 IN=1,NR
DO 4 IM=1,NR
   IF(IN.LE.NI.AND.IN.LE.NI)GO TO 4
   IF(IN-I1.LE.0.OR.IM-J1.LE.0)GO TO 4
   IF(IN-I1.LE.0.OR.IM-K1.LE.0)GO TO 4
   SUM1=SUM1+Y(IN-I1,IM-J1)*Y(IN-L1,IM-K1)
   SUM2=SUM2+Y(IN,IM)*Y(IN-L1,IM-K1)
   CONTINUE
4    MN=(N+1)*I1+J1
    NN=(N+1)*L1+K1
    A(NN,MN)=SUM1
    B(NN)=-SUM2
3    CONTINUE
2    CONTINUE
C---- The matrix which has to be solved is written in ALUD
     and BU.
   DO 160 I=1,NN1
      DO 161 J=1,NN1
         ALUD(I,J)=A(I,J)
      161    CONTINUE
   160    BU(I)=B(I)

The matrix is solved using LU decomposition of a rowwise permutation of itself. The routine LUDCMP is used in combination with LUBKSB to solve the linear system of equations. The used subroutines can be found in Reference [45].

CALL LUDCMP(ALUD, NN1, 50, INDX, D)
CALL LUBKSB(ALUD, NN1, 50, INDX, BU)
CALL MPROVE(A, ALUD, NN1, 50, INDX, B, BU)

K=0
DO 63 I=1, N1
    IF (I.EQ.1) THEN
        NX1=N
    ELSE
        NX1=N1
    ENDIF
DO 63 J=1, NX1
    K=K+1
    JJ=J
    IF (I.EQ.1) JJ=J+1
    BB(I, JJ)=BU(K)
63 CONTINUE
BB(1, 1)=1.00
DO 5 IN=1, N1
    DO 5 IN=1, N1
    SUM3=0.
    DO 6 I=1, N1
    DO 6 J=1, N1
        IF (IN.LT.I OR. IN.LT.J) GO TO 6
        SUM3=SUM3+BB(I, J)*YY(IN-I+1, IM-J+1)
6 CONTINUE
AA(IN, IM)=SUM3
5 CONTINUE
GO TO 2002

2001 DO 2101 I=1,N1
    DO 2101 J=1,N1
        AA(I,J)=0.
        BB(I,J)=0.
    CONTINUE

2002 DO 143 I=1,N1
    DO 143 J=1,N1
        WRITE(7,*)AA(I,J)
    CONTINUE

143 CONTINUE
    DO 145 I=1,N1
    DO 145 J=1,N1
        WRITE(7,*)BB(I,J)
    CONTINUE

145 CONTINUE
    KK=KK+1
    NNJ=NNJ+NR2
    IF(NNJ.LE.NSIZ-NR1)GO TO 2000
    NNJ=1
    NNI=NNI+NR2
    IF(NNI.LE.NSIZ-NR1)GO TO 2000
    CLOSE(UNIT=7)
    STOP
END
SUBROUTINE LUDCMP(ALUD,N,NP,INDX,D)
PARAMETER (NMAX=100,TINY=1.0E-20)
DIMENSION ALUD(NP,NP),INDX(50),VV(NMAX)
C---- This subroutine replaces A by its LU decomposition of
     a rowwise permutation of itself.

D=1.
DO 12 I=1,N
   AAMAX=0.
   DO 11 J=1,N
      IF(ABS(ALUD(I,J)).GT.AAMAX)AAMAX=ABS(ALUD(I,J))
      CONTINUE
      IF(AAMAX.EQ.0.) PAUSE 'SINGULAR MATRIX'
      VV(I)=1./AAMAX
 11 CONTINUE
12 CONTINUE
DO 19 J=1,N
   IF(J.GT.1)THEN
      DO 14 I=1,J-1
         SUM=ALUD(I,J)
         IF(I.GT.1)THEN
            DO 13 K=1,I-1
               SUM=SUM-ALUD(I,K)*ALUD(K,J)
            13 CONTINUE
            ALUD(I,J)=SUM
         ENDIF
      14 CONTINUE
   ENDIF
19 CONTINUE
AAMAX=0.
DO 16 I=J,N
   SUM=ALUD(I,J)
   IF (J.GT.1) THEN
      DO 15 K=1,J-1
         SUM=SUM-ALUD(I,K)*ALUD(K,J)
      CONTINUE
      ALUD(I,J)=SUM
   ENDIF
   DUM=VV(I)*ABS(SUM)
   IF (DUM.GE.AAMAX) THEN
      IMAX=I
      AAMAX=DUM
   ENDIF
16 CONTINUE
   IF (J.NE.IMAX) THEN
      DO 17 K=1,N
         DUM=ALUD(IMAX,K)
         ALUD(IMAX,K)=ALUD(J,K)
         ALUD(J,K)=DUM
      CONTINUE
      D=-D
      VV(IMAX)=VV(J)
   ENDIF
   INDX(J)=IMAX
   IF (J.NE.N) THEN
      IF (ALUD(J,J).EQ.0.) ALUD(J,J)=TINY
      DUM=1./ALUD(J,J)
      DO 18 I=J+1,N
         ALUD(I,J)=ALUD(I,J)*DUM
      CONTINUE
   ENDIF
19 CONTINUE
IF(ALUD(N,N).EQ.0.)ALUD(N,N)=TINY
RETURN
END

SUBROUTINE LUBKSB(ALUD,N,NP,INDX,BU)
DIMENSION ALUD(NP,NP),INDX(50),BU(50)

C----Solve the set of linear equations A.X = B. Here ALUD is the LU decomposition of the input matrix A, determined by the routine LUDCXP

II=0
DO 12 I=1,N
   LL=INDX(I)
   SUM=BU(LL)
   BU(LL)=BU(I)
   IF(II.NE.0)THEN
      DO 11 J=II,I-1
         SUM=SUM-ALUD(I,J)*BU(J)
11   CONTINUE
   ELSE IF (SUM.NE.0.)THEN
      II=I
   ENDIF
   BU(I)=SUM
12 CONTINUE
DO 14 I=N,1,-1
   SUM=BU(I)
   IF(I.LT.N)THEN
      DO 13 J=I+1,N
         SUM=SUM-ALUD(I,J)*BU(J)
13    CONTINUE
   ENDIF
   151
BU(I)=SUM/ALUD(I,I)

14 CONTINUE
RETURN
END

SUBROUTINE MPREVX(A,ALUD,N,NP,INDX,B,X)
PARAMETER (NMAX=100)
DIMENSION A(NP,NP),ALUD(NP,NP),INDX(50),B(50),X(50),R(NMA)
REAL*8 SDP

C--- This routine is used to improve a solution X of the linear set of equations A.X = B.

DO 12 I=1,N
   SDP=-B(I)
   DO 11 J=1,N
      SDP=SDP+DBLE(A(I,J))*DBLE(X(J))
11 CONTINUE
   R(I)=SDP
12 CONTINUE
   CALL LUBKSX(ALUD,N,NP,INDX,R)
   DO 13 I=1,N
      X(I)=X(I)-R(I)
13 CONTINUE
RETURN
END
APPENDIX - G -

C---- This program is used for filtering images given coefficients of the 2-D recursive filter in A and B.

REAL*4 A(10,10), B(10,10), SUM
REAL*4 X(256,256), Y(256,256), IYT, MIN, MAX
CHARACTER G(256,256)
CHARACTER*13 FILN
WRITE(*,51)

51 FORMAT( 'ENTER SIZE OF IMAGE. (128X128, 256X256 ETC.)', \)
READ(*,*) NSIZ
WRITE(*,3)

3 FORMAT( 'INPUT FILE NAME---->', ' \)
READ(*,'(A13')') FILN
OPEN(1,FILE=FILN,FORM='BINARY', STATUS='OLD')

C---- The degraded image is read and is written in X.

DO 10 I=1,NSIZ
DO 10 J=1,NSIZ
   READ(1) G(I,J)
   X(I,J)=ICHAR(G(I,J))
   Y(I,J)=0.
10 CONTINUE
CLOSE(1)
WRITE(*,4)

4 FORMAT( 'OUTPUT. FILE NAME---->', ' \)
READ(*,'(A13')') FILN
OPEN(2,FILE=FILN, FORM='BINARY', STATUS='NEW')
WRITE(*,6)
FORMAT(' FILTER COEFFICIENTS FILE NAME---->','/
READ(*,'(A13)')FILN
OPEN(7,FILE=FILN,STATUS='OLD')
WRITE(*,*)'INPUT ORDER OF FILTER'
READ(*,*)N
WRITE(*,*)N
WRITE(*,*)' ENTER NR THE SIZE OF THE SUB-IMAGES.'
READ(*,*)NR
WRITE(*,*)' ENTER NNR (1-->0%, 2-->50%) OVERLAPPING'
READ(*,*)NNR
NR1=NR-1
NR2=1INT(NR/NNR)
KK=1
NNI=1
NNJ=1

C---- The coefficients (a_{ij}) and (b_{ij}) of the 2-D IIR filter
      are read and written in A and B.

2000 DO 143 I=1,N+1
    DO 143 J=1,N+1
    READ(7,*)A(I,J)
 143 CONTINUE
    DO 144 I=1,N+1
    DO 144 J=1,N+1
    READ(7,*)B(I,J)
 144 CONTINUE
    DO 17 I=1,N+1
 17 WRITE(*,*)A(I,J),J=1,N+1
    DO 18 I=1,N+1
 18 WRITE(*,*)B(I,J),J=1,N+1
C------ Filtering procedure starts here.

DO 1 IN=NNI,NNI+NR1
DO 1 IM=NNJ,NNJ+NR1
SUM=0.0
DO 2 I=1,N+1
DO 2 J=1,N+1
I1=I-1
J1=J-1
IF(IN.LT.I.OR.IM.LT.J)GO TO 2
SUM=SUM+B(I,J)*X(IN-I1,IM-J1)
IF((I.EQ.1).AND.(J.EQ.1))GO TO 2
SUM=SUM-A(I,J)*B(IN-I1,IM-J1)
2 CONTINUE
IF(Y(IN,IM).NE.0.)THEN
Y(IN,IM)=(Y(IN,IM)+SUM)/2.
ELSE
Y(IN,IM)=SUM/A(1,1)
ENDIF
1 CONTINUE
KK=KK+1
NNJ=NNJ+NR2
IF(NNJ.LE.NSIZ-NR1)GO TO 2000
NNJ=1
NNI=NNI+NR2
IF(NNI.LE.NSIZ-NR1)GO TO 2000
MIN=0.
MAX=255.
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DO 15 I=1,NSIZ
DO 15 J=1,NSIZ
   IF(Y(I,J).LT.0.) Y(I,J)=0.
   IF(Y(I,J).GT.255.) Y(I,J)=255.
15 CONTINUE
WRITE(*,*),'MAX=',MAX,' MIN=',MIN
DO 16 I=1,NSIZ
   DO 16 J=1,NSIZ
      NX=Y(I,J)
      G(I,J)=CHAR(NX)
      WRITE(2)G(I,J)
   16 CONTINUE
CLOSE(2)
CLOSE(7)
STOP
END
APPENDIX - H -

A- IMAGE SEGMENTATION.

1- Introduction.

The purpose of segmentation is to transform a continuous-tone image (gray-levels 0,1,...,255) to a binary (or multi) level image, and at the same all necessary features of the original image must be retained.

In this appendix we will consider the segmentation problem as a point dependent process. This category deals with methods which are based on examining an image on a pixel-by-pixel basis. There exist another category which deals with techniques which utilize the image information in a prescribed neighborhood. However in this appendix we will consider only the first category.

2- Point-dependent techniques.

2.1. GRAY-LEVEL THRESHOLDING.

This approach consists on dividing the gray-level scale into bands, and then using thresholds to determine regions or to obtain boundary points. The threshold value, is the gray-level value which separate between the object and the background of an image. All pixels with gray-level value below the threshold value T, shown in Fig.(H.1) are declared as '0' and the levels above T as '255' (this is valid for the binary transformation). This technique is called single-level thresholding and T is known as the threshold value of the image. However there might be cases
where the image might contain more than two distinct populations, as shown by the graph given in Fig.(H.2). In these cases, it is then required to group the levels into more than two populations.

Then we have a multi-level thresholding with different threshold values (for the histogram given as an example in Fig.(H.2), we have two threshold values $T_1$ and $T_2$).

For the single level thresholding the objective is to select $T$ (threshold value), such that the band $B_1$ (see Fig.(H.1)) will contain as closely as possible, levels associated with the background, while $B_2$ will contain the levels of the object.

Threshold selection for images whose histogram are of shape as the one given in Fig.(H.1) or (H.2) is quite straightforward. The threshold is selected at the bottom of the valley between two peaks [46]. There exist methods, which consist of transforming the histogram of an image (when the task of selecting a good threshold would be quite difficult) to a shape where threshold selection would not pose a problem, as the ones shown in Figs.(H.1), and (H.2). Such techniques have been investigated by several authors for more details refer to [21], [47-50].
FIG. H.1 A SAMPLE HISTOGRAM ILLUSTRATING A BI-MODAL DISTRIBUTION.

FIG. H.2 A SAMPLE HISTOGRAM ILLUSTRATING A MULTI-MODAL DISTRIBUTION.
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